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Abstract— This paper presents the results of an ex-
periment in human-robot social interaction. Its pur-
pose was to measure the impact of certain features and
behaviors on people’s willingness to engage in a short
interaction with a robot. The behaviors tested were the
ability to convey expression with a humanoid face and
the ability to indicate attention by turning towards the
person that the robot is addressing. We hypothesized
that these features were minimal requirements for ef-
fective social interaction between a human and a robot.
‘We will discuss the results of the experiment and their
implications for the design of socially interactive robots.
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I. INTRODUCTION

HIS research is situated within a larger project

with the ultimate goal of developing a robot that
exhibits comprehensible behavior and is entertaining
to interact with. Most robots today can interact only
with their creators or with a small group of specially
trained individuals. If we are ever to achieve the use of
robots as helpmates in common, everyday activities,
this restricted audience must expand. We will need
robots that people who are not programmers can com-
municate with. Much work is being done on the side
of receiving input from humans (gesture and speech
recognition, etc), but relatively little has been done on
how a robot should present information and give feed-
back to its user. Robots need a transparent interface
that regular people can interpret.

We hypothesize that face-to-face interaction is the
best model for that interface. People are incredibly
skilled at interpreting the behavior of other humans.
We want to leverage people’s ability to recognize the
subtleties of expression as a mechanism for feedback.
This expression is conveyed through many channels:
speech, facial expression, gesture, and pose. We want
to take advantage of as many of these modalities as
possible in order to make our communication richer
and more effective. We also hope to discover in a prin-
cipled way which ones are most significant and useful
for human-robot interaction.

Most day-to-day human behavior is highly pre-
dictable, because it conforms to social norms that keep
things running smoothly. When robots do not be-
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have according to those norms (for example, when they
move down a hallway swerving around human ”obsta-
cles” rather than keeping to the right and passing ap-
propriately), it is unpleasant and unnerving. In order
to be useful in society, robots will need to behave in
ways that are socially correct, not just near optimality
within some formal framework.

Following the line of reasoning above, it would be
easy to say, ”if making a robot more human-like makes
it easier to understand, then the best thing to do would
be to make an artificial human”. Clearly this is not
feasible, even if it were the right approach. But it
does raise some useful questions. How anthropomor-
phic should a robot be? Can it be a disadvantage
to look "too human”? If we can only support a few
human-like behaviors, which are the most important
for the robot to exhibit?

II. RELATED WORK

There has been a significant amount of work towards
making software agents that are believable characters
who exhibit social competence. The projects such as
the Oz Project [1] and Virtual Theater [8] created soft-
ware agents that exhibit emotion during their interac-
tions with each other and with human users with the
goal of creating rich, interactive experiences within a
narrative context. REA [4] and Steve [9] are humanoid
characters that use multimodal communication that
mimics the body language and nonverbal cues that
people use in face-to-face conversations. While this
work shares our goal of expressive interaction with
humans, the characters are situated within their own
”virtual” space, which forces people to come to a com-
puter in order to interact. We are interested in devel-
oping characters that are physically embodied, capable
of moving around in the world and finding people to
interact with rather than waiting for people to come
to them.

Work of this nature with robots is less developed
than similar work with software agents, but it is be-
coming more common. There have been several mu-
seum tour guide robots designed recently to interact
with people for educational and entertainment pur-
poses. Nourbakhsh and collaborators at Mobot, Inc.
address many of the same issues in human-robot inter-
action that we do in their discussion of their design de-



%isions, along with offering suggestions based on their
experiences with several robots [13]. However, their
primary focus was on using entertaining interaction to
support their educational goals rather than conduct-
ing an in-depth study of face-to-face social interaction.
Minerva, another museum social robot, used reinforce-
ment learning to learn how to attract people to interact
with it, using a reward proportional to the proximity
and density of people around it [12]. The actions that
the robot could employ for this task included head
motions, facial expressions, and speech acts. Their ex-
perimental results did not show that certain actions
were more successful than others with any statistical
significance other than that friendly expressions were
more successful at attracting people than unfriendly
ones.

Kismet is a robot whose sole purpose is face-to-face
social interaction [3]. It uses facial expressions and vo-
calizations to indicate its emotions and guide people’s
interaction with it. Kismet is specifically designed to
be childlike, engaging people in the types of exchanges
that occur between an infant and its caregiver. In con-
trast, our goal is to engage people in a dialog similar to
an interaction between peers, using expressiveness to
support our communicative goals. Another major dif-
ference between this project and ours is that Kismet is
a head and neck on a fixed base. Even though Kismet
is a physical artifact, like the software agents men-
tioned above, it relies on people coming to it in order
to engage in interaction. While our robot is stationary
for this particular experiment, one of the goals of this
project is to explore the effects of an agent’s ability to
move around freely on the quality of social interaction
with it.

III. SYSTEM

Our testbed is a RWI B21 equipped with a laser
range finder. A pan-tilt device with a flat screen mon-
itor attached is mounted on top of the robot. The
screen is used to display the robot’s face, which is an
animated 3D model. Speech and the accompanying
phonemes ,which are used for lip-syncing, are gener-
ated by the Festival [2] text-to-speech software pack-
age. The use of a rendered face allows us more degrees
of freedom for generating expressions than would be
possible if we designed a face in hardware.

The face design that we are currently using for our
robot, Vikia, is that of a young woman. This initial
design was chosen because we hypothesized that a re-
alistic humanoid face would be easier for people to
interpret the expressions of, and we wanted the robot
to appear non-threatening. Later we hope to try a
number of different facial designs and compare their
relative merits.

The facial expressions that Vikia exhibits are based
on Delsarte’s code of facial expressions. Francois Del-
sarte was a 19th century French dramatist who at-
tempted to codify the facial expressions and body
movements that actors should perform to suggest emo-
tional states [10]. He exhaustively sketched out physi-
cal instructions for actors on what actions to perform,
ranging from posture and gesture to fine details such as
head position and the degree to which one should raise
their eyebrows to indicate emotion. His approach, de-
signed for melodramatic stage acting, is well suited
for our application because it is highly systematic and
focused on the communication of emotional cues to
an audience. We focused our attention on the por-
tion of Delsarte’s work that dealt with facial expres-
sions and head position. An animator implemented
facial expressions for many of the more common emo-
tions (happiness, sadness, anger, pride, shame) that
Delsarte codified on the model for Vikia’s face. For
each emotion, Delsarte’s drawings indicate the defor-
mations that must be made to the facial features to
express that emotion at varying levels of intensity. We
created facial expressions for Vikia at 3 intensity lev-
els for each emotion we implemented. These facial ex-
pressions are used to add emotional displays to Vikia’s
speech acts. The robot’s speech and the animation
of the head and face are controlled using a scripting
language that allows for the sequencing of head move-
ments, facial expressions, and accompanying speech.
The language represents behaviors as state machines
that transition on signals sent by the programs that
manager perception. This allows new robot behaviors
to be developed with relative ease. The script for the
experiment was created using this system.

Vikia is equipped with a laser range finder, which we
use to track the location of nearby people. The tracker
runs at 8 Hz and is capable of tracking an arbitrary
number of people within a specified area (set to a 14
ft radius around the robot for the purposes of this
experiment). Occlusion often makes reliable detection
of every person walking together in a group impossible.
The tracker will always succeed in detecting a group of
people as the presence of at least one person, however,
which is adequate for the performance of this task.

IV. EXPERIMENT

The task that the robot performed was that of ask-
ing a poll question. There were a number of reasons
for choosing that task. From an implementation point
of view, it is a short and very constrained interaction,
so it can be scripted by hand relatively easily. And
the feedback that the robot needs to give in order to
appear that it has understood the human’s response
is minimal (a necessity for now, as we have not yet



integrated speech recognition into our system). Also,
because people are egocentric and interested in sharing
their opinions, we believe that we can expect a reason-
able degree of cooperation from participants. Taking
a poll contains many of the elements of interaction we
are interested in studying (particularly the aspect of
engaging people in interaction) without having to deal
with the complexity of a full two-way conversation.
We think that success at this task will indicate a sig-
nificant first step towards longer, more complicated,
and more natural interactions.

The robot’s script for the poll-taking task ran as fol-
lows. First, the robot waits to detect that someone is
in its area of interest. When the robot detects some-
one, it greets them and begins tracking them. The
robot will pay attention exclusively to this person un-
til the interaction is finished. If the person stops, the
robot will ask them if they will answer a poll ques-
tion. If they are still there, the robot will ask the poll
question, asking them to step up to the microphone
(mounted on the pan/tilt head) to answer. If the per-
son does not step forward, they will be prompted to do
so 3 times. If the person hasn’t cooperated by then, the
robot tells the person that it is giving up on them and
ends the interaction. Once the person steps forward,
the robot detects that they are within a threshold dis-
tance, which the robot interprets as a response to the
question. Because there is currently no speech recog-
nition onboard the robot, this is the only available cue
that the person has answered. The robot waits for the
person to step back outside of this threshold. If they
fail to do so, they are prompted them to step back 3
times before the robot gives up. Once the person is
outside the threshold, the robot determines that the
interaction is over, thanks the person, and says good-
bye. The interaction is then repeated with the next
nearest individual.

We observed the number of people that passed by,
that the robot greeted, that stopped, that responded
to the poll question, and that finished the interaction.
The response variable recorded for this experiment was
whether or not a person stopped when greeted by the
robot. This number provides a measure of success at
attracting people to interact, rather than of the success
at completing the interaction. Relatively few people
out of the number that stopped actually completed the
interaction. The two major reasons for this were that
people could not understand the robot’s synthesized
speech and that people did not step in close to the
robot to answer, so the robot would prompt them to
step closer. They would answer more loudly from the
same distance and become frustrated that the robot
could not hear them.

A. Ezxperiment Design

We were interested in exploring the effects of the ex-
pression of emotion and indication of attention on the
robot’s success at initiating interaction. Without the
face or the ability to move, the robot relies solely on
verbal cues to attempt to engage people in interaction.
Passersby receive no feedback on whether the robot is
directly addressing them if there is more than one per-
son walking by at a given time. By turning towards
the person it is talking to, the robot removes this am-
biguity. Also, gaze is an important way that people
initiate interaction with others, so this cue should be
recognizable and familiar to people. The face offers
an additional level of expressiveness through the ac-
companiment of the speech acts by facial expressions
(the output of the speech synthesis package that we
use is not modulated to indicate emotion) and sup-
ports people’s desire to anthropomorphize the robot.
Would people find interaction with a robot that had
a human face more appealing than a robot with no
face? Previous work on software agents suggests so [6]
[11], even indicating that people are more willing to
cooperate with agents that have human faces [5].

The emotions that the robot exhibited during this
interaction were all based on its success at accomplish-
ing the task of leading a person through the interac-
tion. Vikia greeted passersby in a friendly way. If
they stopped, Vikia asked the poll question in a man-
ner that indicated good-natured interest. If the person
answered, Vikia stayed happy. But if the person didn’t
behave appropriately according to the script (for ex-
ample, if they didn’t come closer to answer or stayed
too close and crowded the robot) Vikia’s words and
facial expressions would indicate increasing levels of
irritation. This proved to be fairly effective in making
people comply or attempt to comply with Vikia’s re-
quests. However, people who didn’t step closer to an-
swer and spoke louder instead often seemed perplexed
and offended by the robot’s annoyance with them.

The experimental design was that of a 2x2 full facto-
rial experiment, a common experimental design used
to determine whether the factors (variables) chosen
produce results with statistically significant means and
whether there is an interaction between the effects of
any of the factors [7]. The factors that we manipu-
lated were the presence the face and having the robot’s
pan/tilt head track the person’s movements.

The robot was placed in a busy corridor in a build-
ing on the CMU campus. We acknowledge that CMU
students, particularly most of the ones that are in the
computer science buildings, are not a representative
sample of the general population. Our rationale for
choosing to do the experiment on campus is that the
sheer novelty of having a robot in a public place is usu-



4ally enough to attract most people. At CMU, seeing
robots is more typical, so people will be less likely to
stop to interact overall. But it is important to note
that this shouldn’t have an effect on people’s reaction
to the factors that we are interested in testing.

A.1 Factors

o Face. The robot’s face in this experiment was an an-
imated computer model of the face of a young woman
displayed on a flat screen monitor mounted on the pan-
tilt head of the robot. When the face was not used,
the screen was turned off.

o Tracking. The robot uses a laser range finder to
locate and track the position of a person’s legs. Using
this information, the robot can turn the screen towards
the person that it is interacting with and follow their
motion.

A.2 Schedule

This experiment was conducted over a period of four
days with 2 trials in the morning and two in the after-
noon. Over the course of the experiment, each combi-
nation of factors was tested in each trial time as well
as on each day. We included factors for the time of
day and the day of the trial during our analysis of the
data in order to determine if effects due to time had
an impact on our experiment.

V. RESULTS

The results obtained for the effect of each factor in-
dividually are shown in figure 1. The dependent vari-
able is expressed as a person’s probability of stopping
(calculated from the experiment data).
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Fig. 1. Main effects of face and tracking.

The data was analyzed using analysis of variance
(ANOVA) for all factors. In analysis of variance, F-

TABLE I
F-TESTS OF FACTORS.

Source P-Value | Confidence
Main effects
Tracking 0.002 > 99%
Face 0.042 > 95%
Interactions
Face x Day 0.014 > 95%

tests are performed in order to determine whether the
differences between the mean values for the factors (or
combinations of factors) are statistically significant.
Our results indicate that both the face and the track-
ing behavior had statistically significant effects, with
over 95% confidence (p = .042) for the face and over
99% confidence (p = .002) for tracking (see table 1).
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Fig. 2. Interaction between the face and tracking with standard
error intervals.

The analysis of variance also revealed an interaction
effect between the face and day factors. This means
that these variables effected each other in a system-
atic way. In this case, the use of the face produced
less of an effect on people’s willingness to stop during
trials conducted later in the course of the experiment
as opposed than it did at the beginning. We hypoth-
esize that this was due to some kind of habituation
effect. While we assumed for the purposes of experi-
mental analysis that our data was independent, in re-
ality there was some repeat traffic through the hallway
during the week the experiment was taking place. It
seems that the face may have been less effective at get-
ting a person to stop and interact a second time than
the tracking behavior. While there isn’t sufficient in-
formation to draw any conclusions about this effect, it



raises some interesting questions. Is this relationship
particular to our experimental conditions, or does it
reflect larger differences in the importance of physical
movement versus anthropomorphism for social tasks?

The results indicate no interaction between the face
and tracking (e.g., the difference between the percent-
age of people who stopped to interact with the robot
when it had a face and when it did not was roughly
the same regardless of whether the robot was tracking
them, even if more people stopped overall when the
robot was tracking them as well). This suggests that
while both expression and attentive movement are im-
portant on their own, their combination results in the
most compelling behavior, giving a roughly additive
increase in performance (see figure 2).

VI. FUTURE WORK

This work is in its preliminary stages, and there are
numerous promising directions we hope to explore. It
is obvious that this kind of interaction would bene-
fit from richer sensing, such as speech input and vi-
sual cues. Explicitly modeling common social behav-
iors, such as approach and avoidance, and using these
models to reason about people’s intentions could also
vastly improve the quality of interaction. Additionally,
we plan to test people’s reaction to less passive forms
of robot motion, such as the robot approaching people
whom it is trying to interact with.

VII. CONCLUSIONS

We have performed an experiment on the effects of
a specific form of expressiveness and attention on peo-
ple’s interest to engage in a social interaction with a
mobile robot. The results of this initial experiment
were both encouraging and surprising. They suggest
that having an expressive face and indicating attention
with movement both make a robot more compelling to
interact with. Furthermore, the use of both together
yields a roughly additive increase in performance at
our experimental task. A number of questions were
raised that have yet to be explored, both about our
design and implementation and the assumptions that
motivated it. In future work, we will continue to ex-
perimentally test our theories about what features and
abilities best support human-robot interaction.
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