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Abstract

In order to interact successfully in social situations, a robot
must be able to observe others’ actions and base its own be-
havior on its beliefs about their intentions. Many interactions
take place in dynamic environments, and the outcomes of
people’s or the robot’s actions may be time-dependent. In
this paper, such interactions are modeled as a POMDP with
a time index as part of the state, resulting in a fully Markov
model with a potentially very large state space. The com-
plexity of finding even an approximate solution often limits
POMDP’s practical applicability for large problems. This dif-
ficulty is addressed through the development of an algorithm
for aggregating states in POMDPs with a time-indexed state
space. States that represent the same physical configuration
of the environment at different times are chosen to be com-
bined using reward-based metrics, preserving the structure of
the original model while producing a smaller model that is
faster to solve. We demonstrate that solving the aggregated
model produces a policy with performance comparable to the
policy from the original model. The example domains used
are a simulated elevator-riding task and a simulated driving
task based on data collected from human drivers.

Introduction
As mobile robots move into working environments such
as offices, hospitals, and nursing homes, they face new
challenges in human-robot interaction. Using POMDPs to
model these types of interaction allows the robot to act ac-
cording to beliefs about the goals of the people it is inter-
acting with based on observations. Timing is also an im-
portant aspect of interacting with people. Actions will of-
ten have different outcomes when taken at different times
in an interaction, even if the conditions under which they
are taken appear otherwise equivalent. Additionally, interac-
tions frequently take place in dynamic environments, so that
changes in the world state will take place over time without
the agents’ intervention. For example, an attempt to enter
an elevator will fail if the doors are going to close before
you can reach it. Representing time explicitly in models of
these types of problems is important for achieving good per-
formance. This is a challenge for computational efficiency
because most decision theoretic models for control depend
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upon the Markov property to make action selection inde-
pendent of time and history given the state. Semi-Markov
versions of both MDPs and POMDPs exist, but are much
less widely used. Their application to new problems is less
straightforward, particularly in the case of POMDPs, where
finding solutions to problems of a realistic size requires the
use of sophisticated heuristic algorithms that may not read-
ily translate to semi-Markov models.

As a motivating example, consider an autonomous robot
riding an elevator with other passengers, a social task of
time-dependent interactions with both the environment and
people. To be successful, the robot must plan not only to
get itself into the elevator while the doors are open, but also
infer the intentions of other passengers so as not to interfere
with their potential exit. Models of a simulated elevator rid-
ing task and a model of a driving task based on data gathered
from human driving interactions were used to test the state-
aggregation method described in this paper. Results show
that aggregated models can be solved much faster than the
originals and yield policies whose performance is close to
the optimal reward when executed in original model.

Background and Related Work
The aggregation method presented in this paper is similar
in concept to existing approaches to state aggregation for
MDPs in that it chooses states to aggregate according to a
value based on reward. Stochastic dynamic programming
dynamically aggregates states according to an estimate of
the value function (Boutilier, Dearden, & Goldszmidt 2000).
Dietterich and Flann aggregate rectangular regions in a spa-
tial state space based on values propagated back from a
goal-based reward function (Dietterich & Flann 1995). The
main differences between our work and these methods are
that ours is designed specifically for partially observable
problems and acts exclusively on the time dimension of fi-
nite horizon problems. Li et. al. provide an overview
and analysis of various approaches to state abstraction in
fully-observable Markov decision processes (Li, Walsh, &
Littman 2006).

Systems that obey the Markov property are memoryless,
meaning that the environment’s response at time t + 1 de-
pends only on the state and actions at time t, and the rest of
the execution history can be forgotten.

Pr{st+1 = s′|st, at, ..., s0, a0} = Pr{st+1 = s′|st, at}



Semi-Markov models are a generalization of Markov mod-
els that allow the time spent in a state to be represented by
an arbitrary probability distribution and the state transition
probabilities to be dependent on the time that has been spent
in that state (Puterman 1994). In a Markov model, time spent
in a state can be modeled only as a self-transition, which has
an exponential distribution. One way of avoiding this lim-
itation is to transform the semi-Markov model into an ap-
proximately equivalent fully Markov model. For instance,
Younes finds approximate solutions for generalized semi-
Markov decision process models by replacing each semi-
Markov state with a phase type distribution, a series of fully
Markov states that approximate a continuous distribution,
and then solving the resulting continuous-time Markov de-
cision process (Younes & Simmons 2004). This work has
only been applied to fully observable planning problems.
However, phase type distributions have been used by Duong
et.al. to approximate hidden semi-Markov models for action
recognition of everyday household activities (Duong et al.
2005).

In the discrete time case, it is possible to represent time
dependent action outcomes and arbitrary distributions over
time spent in a state in fully Markov models by making
time part of the state space. The most straightforward way
to do this in a finite horizon problem is to add a global
time index variable to the state space. This approach to
representing time is simple and flexible, at the cost of po-
tentially creating very large models that are expensive to
solve. McMillen and Veloso developed an algorithm using a
time-indexed state to find time-dependent policies for finite
horizon MDPs in a robotic soccer application (McMillen &
Veloso 2007). The MDP’s state space is expanded by adding
the time remaining and intermediate reward to the state. In
order to manage the increase in size, they use heuristic meth-
ods that compress the time horizon according to a fixed-
criteria (such as compressing uniformly or compressing the
early timesteps). While the policies obtained by this method
are time-dependent, the policy of the opponent and the en-
vironment described in the model are not. Our focus on
human-robot social interaction makes this simplification un-
tenable. Our approach also differs in that the time index used
is based on chronological time rather than horizon, states
are combined based on their value, and the models used are
POMDPs rather than MDPs.

POMDPs are a type of Markov decision process that can
model situations in which an agent acts without complete
knowledge of the current state of its environment(Kaelbling,
Littman, & Cassandra 1998). Though solving for even ap-
proximately optimal POMDP policies is very expensive,
there are now a number of POMDP solution algorithms that
can achieve good performance on reasonably large mod-
els. POMDPs have been applied to human-robot interac-
tion domains, such as dialogue management for a robot that
interacts with the elderly in a nursing home (Pineau et al.
2003) and an automated system that assists people with de-
mentia in performing everyday tasks (Boger et al. 2005).
Temporally extended actions, represented as semi-Markov
states, have been used as a form of hierarchical abstrac-
tion in POMDPs (Hansen & Zhou 2003; Rohanimanesh &

Mahadevan 2001). Continuous-state POMDPs with hybrid
dynamics use a switching state-space model to allow state-
dependent differences in the next-state distribution (Brun-
skill et al. 2008). These models could also be used to rep-
resent time-dependent actions, though their transition model
is not well suited for cases where the state dynamics may
change abruptly. A drawback to using specialized model
forms to represent time-dependence is that one cannot di-
rectly apply the general POMDP solution algorithms de-
signed for discrete, fully Markov models.

Time-state Aggregation
A POMDP model without time as part of the state would
be significantly smaller than a time-indexed model, and one
might expect that a model with fewer states but the same
number of observations and actions would be faster to solve.
But without the time index, time dependent aspects of the
problem can not be accurately represented by the model,
which may reduce the solution quality. It is likely that all
action outcomes are not time dependent in all states. It is
also possible that it is not uniformly important to represent
this time dependence throughout the state space in order to
obtain a policy that performs well.

If one knew which states needed to model time-dependent
transitions in order to achieve good performance, one could
abstract away the time information in the states that did not
matter. Acting on that intuition, we designed a state aggre-
gation algorithm that operates exclusively in the time dimen-
sion of the state space. States are scored with a value based
on their future achievable reward, and these values are used
to identify sets of states to be combined. This algorithm
attempts to minimize the effect of the aggregation on the
quality of the policy obtained from the resulting model by
only combining states that are likely to lead to similar future
rewards.

A POMDP is typically defined as a tuple made up of sets
of states, actions, and observations and the matrices of prob-
abilities over the observations, state transitions, and rewards.

{S,A,O, O(o, s, a), T (s, a, s′), R(s, a)}
In a time-indexed POMDP model, the state can be thought

of as being made up of two distinct sets of state variables,
those that describe the state of the environment , svi ∈ E ,
and a singleton set, T , of the variable that represents the
time index.

S = E
⊗
T where sv1, ...svn ∈ E and t ∈ T

The resulting POMDP contains many states that have the
same values for all state variables except t. We will refer to
states having this property as physically identical. We as-
sume that our observations are not time dependent, so if two
states S1 and S2 are physically identical, their observation
probabilities will also be identical.

O(o, S1, a) = O(o, S2, a)∀a∀o
A sequence of physically identical states that transition

from one to the next under a certain action represent the
amount of time that will be spent in that physical state when
that action is chosen. These states are equivalent to one



semi-Markov state with a step function for a time distribu-
tion that transitions from 0 to 1 after n timesteps, where n
is the length of the state sequence. This is illustrated in Fig-
ure 1 for n = 3. In Markov models, the expected time in a
state can be modeled only as a self-transition, which follows
an exponential distribution. Setting the probability of self-
transition to n−1

n will make the time spent in the state equal
n in expectation, but the variance will be n2.

MDP

p =0 p =1p =0

SMDP

Time t t+1 t+2
p = 0.7

p = 0.3

p = 0.7

p = 0.3

p = 0.7

p = 0.3

Figure 1: A Markov state approximates a semi-Markov
state’s time distribution with a self-transition.

Combine states
Tnew, a state-transition matrix, is initialized to all zeroes
deleted is an empty hash table

for t in 1:T
for s in St

if s in deleted
s = deleted(s)

for s′ in succs(s)
if combine(s, s′)

for a in A
Tnew(s, a, s)+= T (s, a, s′)
for o in O

Onew(o, a, s) = O(o, a, s′)
deleted(s′) = s

else
Tnew(s, a, s′)+= T (s, a, s′)

Repair state transition matrix
for s ∈ S

if s not in deleted
for a in A

for s′ in succs(s, a)
s′′ = s′

while s′′ in deleted
s′′ = deleted(s′′)

Tnew(s, a, s′′) = T (s, a, s′)

Remove rows and columns of deleted states from matrices
Renormalize Tnew so it is a well-formed probability matrix

Table 1: Description of the time-state aggregation method.
For the state combination criteria used, see Table 2.

The state aggregation method we describe is based on the
transformation of sequences of states into a single state. The
new state’s state transition probabilities for each action are

the average of that action’s transition probabilities from each
state of the original set, with the exception that all state tran-
sitions from one state in the set to another are replaced by
self-transitions in the new state. Once the new transition
matrix including the combined states is constructed, it is
repaired so that any transitions into deleted states are redi-
rected to the combined state that they were replaced by. The
details of the algorithm are given in Table 1. The combine()
function evaluates the states according to some metric to de-
cide whether they should be merged. If the function always
returns true, the resulting model will have the time index
variable completely removed from the state space.
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a, b

a, b
a, ba, b

a, b a,b

a a

b b

S1 S2 S3

S1' S2' S3'

S1'' S2'' S3''

END

1/3

-100

10

50

a, b

a, b

a

a, bb

S''

S'

S

END

1/31/3

2/3

2/3

2/3

1/3

1/3

10

-100

50

a, b

E[S] = 10
{ a, a, a, ... }

Figure 2: A model (top) and its equivalent model without a
time index (bottom) and their optimal policies.

A combined state approximates a set of physically iden-
tical states as one state that has a non-zero probability of
transitioning to a successor of the states in the original se-
quence after any timestep. The policies obtained by solving
the aggregated model may not perform well compared to
policies from the original model if the aggregated model is
a poor approximation. Consider the example in Figure 2 ,
which uses fully observable state for simplicity of explana-
tion. The model on top is made up of three states whose
action outcomes change over the course of three time steps.
The model on the bottom represents the same physical states
and actions without the time index. States S1, S2, and S3
are combined into state S. Notice that the deterministic,
time-dependent actions in the original model become non-
time-dependent actions with probabilistic outcomes in the
new model. The new model’s optimal policy (always ex-
ecute action a) is different from the optimal policy for the
original model, which requires b to be the action chosen
at the second timestep. The expected reward for the new
model’s policy is 10 in both the new and the original model.
But the original model’s optimal expected reward is 50.

Ideally, we would like to measure the sensitivity of the
solution to the representation of time and only keep multi-



Criteria for combining states
combine(s, s′)

if physically identical(s, s′) and
compare(s, s′, a) < threshold ∀a ∈ A

return true
else

return false

Expected reward (ER)
for t in T -1:downto:1

for s in St

for a in A
V (s, a) = R(s, a) +

∑
s′∈St+1

T (s, a, s′) ∗ V (s′)

V (s) = 1
|A|

∑
a∈A

V (s, a)

compare(s, s′, a)
abs(V (s, a))− V (s′, a))

KL divergence (KL)
Let Vs(k) = Pr{R(s) = rk} for s in ST

for t in T -1:downto:1
for s in St

for a in A

Vs,a(k) =

∑
s′∈St+1

T (s,a,s′)∗Vs′(k)∑
k

∑
s′∈St+1

T (s,a,s′)∗Vs′ (k)

Vs(k) =

1
|A|

∑
a∈A

Vs,a(k)∑
k

1
|A|

∑
a∈A

Vs,a(k)

compare(s, s′, a)
KL(Vs,a(), Vs′,a())

Table 2: Criteria used to select which states to combine.

ple time-indexed states when they have an impact on the re-
ward that can be achieved. We do not want to combine two
states if different actions would be chosen in each state by
the optimal policy, but we cannot know this without know-
ing what the optimal policy is . We hypothesize that one
indirect measure of the significance of the time index may
be the variation in reachable future rewards. Two physically
similar states should not be aggregated if there is a large
difference in the values of the rewards they could possibly
encounter in the future (which likely correlate with different
task outcomes).

It is desirable to have states be combined only if choosing
the same action in each of them will yield the same or sim-
ilar reward. In the absence of the optimal policy, it seems
reasonable to compare actions based on achievable reward
rather than optimal reward. Therefore, the value for an ac-
tion in a state is calculated to be the expected reward of tak-
ing that action from that state and then following a random
policy afterwards. Because a random policy will explore all
reachable states, the value will represent a combination of all
future rewards possible from that state after taking that ac-
tion. It is important to base the heuristic on all future rewards
rather than the best future reward because a POMDP policy
chooses the best action based on its current belief over a set

of states, which means that the action executed in a particu-
lar state will not always be the optimal action for that state.

Initially, states are assigned the value of the reward for
that state. The values are propagated backwards in time
through the model as described in Table 2. The model is then
compressed using the same process described in Table 1, ex-
cept that a reward-based criteria is used to decide whether to
combine two states rather than just a test of whether they are
physically identical. The state values are calculated using
either expected reward or KL divergence of the reward un-
der the random policy. KL divergence is a more informative
metric, but it is only appropriate for problems in which the
distribution over rewards can be easily represented (such as
when they are restricted to a small set of possible values as-
signed at the end of a trial). For either criteria, the decision
to combine states is controlled by a threshold on the differ-
ence in values. This threshold can be varied to get the de-
sired reduction in the number of states, limited by the size of
the model with no time index. The expected reward criteria
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Figure 3: The model from Figure 2, after value-based
aggregation.

with a threshold of 0 is used to aggregate states of the model
from Figure 2 in Figure 3. Note that in this case the opti-
mal policy and expected reward for this model are identical
to the original’s. It is not guaranteed that the optimal policy
for a state-aggregated model will be identical to that of the
original model, or that it will achieve the same reward. But
experimental results show that these policies perform rea-
sonably close to optimal on the original models at levels of
aggregation that give significant speed-ups in solution time.

Experimental Results
Description of experimental domains
The elevator domain is a simplified version of the task of en-
tering an elevator occupied by human passengers for a mo-
bile robot. The state space is made up of the robot’s and
people’s positions, whether each person intends to exit, and
the current timestep.The robot receives an observation at ev-
ery timestep that indicates that the closest person in front of
it is moving, that the person is stopped, or that the eleva-
tor is empty of people. A person may hesitate for several
timesteps before starting to move and before exiting the el-
evator. The robot’s action choices are to wait or move for-
ward. The move action is assumed to succeed unless the



robot attempts to move into a position currently occupied by
a person or into the doorway when the door is closing. If
the robot and a person meet in the doorway, they will both
be stuck until the door closes and the trial ends. The robot
receives a one-time reward based on whether it succeeded
in getting on the elevator. Because the robot should not im-
prove its performance at the expense of those it is interacting
with, it is also penalized for each person it prevents from ex-
iting. Models of different state size are created by varying
the number of people, the period of time that each person
may hesitate before moving, the length of time the door stays
open, and the resolution of the grid defined over the elevator
and lobby.

Another, less widely known navigation-based social inter-
action is the ”Pittsburgh left”. According to this local driv-
ing convention, a car may choose to yield and allow the car
opposite it at an intersection to make a left turn as soon as
the traffic light turns green. Drivers observe each other for
behavioral cues (such as speed of approach or flashing head-
lights) as to whether a car wants to take the Pittsburgh left
and whether the other car will allow it. The Pittsburgh left
problem domain is a driving task from the perspective of the
driver attempting to make a left. The state is made up of in-
formation about both cars (such as their positions and veloc-
ities), whether the oncoming car’s intends to allow the Pitts-
burgh left, the traffic light color, and the current timestep.
The physical state of the other car and the traffic light is ob-
servable, but the other car’s intention is not. The turning
car’s action choices are to move at one of 3 speeds (stopped,
slow, or fast), turn, or continue at their present speed and an-
gle. Each interaction begins when the traffic light is red and
ends when it turns red again. The turning car gets its great-
est reward if it makes the Pittsburgh left, a lesser reward for
turning after the other car passes the intersection, and no re-
ward for failing to go through the intersection. There are
also penalties for running the red light or colliding with the
oncoming car. The POMDP model for this domain was cre-
ated by combining a prior model based on expert knowledge
with data from 30 human drivers performing a Pittsburgh
left driving interaction in a driving simulator.

Comparison of model performance
Time-indexed POMDP models were generated for 12 vari-
ations of the elevator riding problem ranging from around
4000 to 10,000 states in size. The threshold for compari-
son of KL divergence was varied to obtain multiple levels of
compression. Because both of the state comparison criteria
(expected reward and KL divergence) performed similarly
in this domain, we will only report the results for KL di-
vergence, with the understanding that the same overall trend
also applies when using expected reward. For a comparison
of the number of states in the original and aggregated mod-
els, refer to Table 3. The ”no time” models are the models in
which the time index is completely removed from the state
space. The models were solved for their optimal policies
using the ZMDP solver with the FRTDP heuristic (Smith
2007). The time to convergence of the policies (defined as
the time at which the upper and lower bounds on the policy
become approximately equal) are compared at various levels

Table 3: Comparison of the sizes of the state-aggregated
models as percentages of the number of states of original
models for the elevator domain.

models avg % (min %, max %)
KL 0.001 33 (20, 42)
KL 0.02 22 (12, 30)
KL 0.045 19 (10, 26)
No time 9 (5, 12)
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Figure 4: The relationship between the value difference
threshold for merging states and their solution time for the
elevator domain POMDP models

of compression in Figure 4.
The figure clearly shows that the compressed models con-

verge to a solution considerably faster than the original.
Other levels of compression were also evaluated, and their
performance followed the trend of this representative subset.
Interestingly, the models at the intermediate compression
level (KL 0.02) consistently converged the fastest. Levels
of compression above KL 0.045 converged more and more
slowly until their performance matched that of the models
without a time index, which failed to converge to an opti-
mal policy within the 1,000 second time limit set for these
experiments. The reason for this somewhat surprising result
is based on the structure of the original models. In this syn-
thetic example domain, the action outcomes are relatively
deterministic.

When sets of states are combined, the state transitions out
of each original state become state transitions out of the new
state. The self-transition that the new state uses to repre-
sent the expected time in the state also increases the un-
certainty of that action’s outcome. At some point, the cost
of the larger number of action outcomes and greater uncer-
tainty outweighs the benefit of having fewer states in the
model. The policies from the aggregated models were exe-
cuted in the original model. Policies at all threshold levels
performed close to the policy of the original model. The re-
wards obtained by the policies for the no time index models
were lower than the rewards obtained by policies from the
less compressed models by a statistically significant amount
in most cases, but all of the models’ rewards were close in
absolute terms. This seems to be due to the relative simplic-



ity of the elevator domain.

Table 4: Solution time and policy performance (with 95%
confidence intervals) for the Pittsburgh left model.

Model States Reward Time (s)
No Time 3762 (14%) -3.8 [-4.9, -2.7] 1325
ER 10.0 5022 (18%) 1.3 [1.0, 1.5] 17663
ER 5.0 9137 (33%) 1.4 [1.1, 1.6] 27128
ER 2.0 14311 (52%) 1.3 [1.0, 1.5] 143304

Original 27506 1.9 [1.7, 2.0] 164088

The results for the Pittsburgh left domain are summarized
in Table 4. Versions of the model aggregated with different
thresholds were solved, and their policies were executed on
the original model. The reward structure was more complex
than for the elevator domain, so the expected reward criteria
was used rather than KL divergence. All of the models with
threshold less than 10 achieved higher rewards than the ver-
sion without a time index, proving that the representation of
time is critical to good performance in this domain. Further
reducing the threshold size did not yield more reward before
the time needed for the policies to converge approached that
of the original model. In this domain, some time-dependent
state structure must be lost in order to reduce the model size
enough to speed up policy convergence. Note that the re-
lationship between the level of compression and the time
needed for the policy to converge is monotonic, unlike in
the elevator domain. Because the original POMDP model is
more realistic than the elevator models, the action outcomes
are sufficiently nondeterministic that the state aggregation
is not penalized in performance for increasing nondetermin-
ism. The differences between these two domains show that
the time required to find a policy for a certain value threshold
and the performance of that policy are dependent on prob-
lem structure.

Conclusions and Future Work
This paper examined the relationship between the accuracy
of the representation of time and the complexity of the re-
sulting model in time-dependent domains. An algorithm
was presented for reducing the size of POMDP models that
have a global time index in their state space along the time
dimension. Two heuristics for choosing states to combine
based on the state’s reward values under the random policy
were explored, both of which can be parameterized to allow
control of the amount of aggregation.

The state aggregation method was tested on a number of
models from a synthetic elevator riding domain, as well as
a realistic, data-based model from the Pittsburgh left driving
domain. The models aggregated using value-based heuris-
tics converge to a policy faster than the original models. The
amount of time required for policy convergence is related
to the threshold chosen and the amount of aggregation, so
the threshold can be set to obtain a model of the desired
complexity and performance relative to the original. Em-
pirical results that indicate that policies for various levels of
state aggregation perform well in comparison to the policy

for the original model, and potentially much better than a
model with no time index of a similar size.

In future experiments, the performance of policies from
state-aggregated models will be compared to policies from
the original models while controlling agents in a driving
simulator interacting with human drivers. Further analysis
of the compression algorithm will seek to provide perfor-
mance guarantees for policies obtained from the aggregated
model with respect to the original model.
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