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Abstract

Testbeam results obtained using prototypes of the upgraded ALEPH vertex detector
are presented. In particular signal to noise measurements with MX7 and VIKING
readout chips are given along with corresponding spatial resolutions. Performances
obtained using two alternative readout schemes for the z side kapton fanout, daisy
chain or variable pitch, are compared.



1 Introduction

In order to increase the efficiency for observing the Higgs via b quark tagging the
ALEPH collaboration is in the process of upgrading its existing vertex detector. It
is planned that the upgraded detector will be installed in the spring of 1995 in time
for LEP II physics. The main improvements will be increased radiation hardness,
increased solid angle coverage, improved spatial resolution and a reduced and more
uniform material distribution.

The radiation hardness improvements will come from replacing the current CAMEX
amplifier/multiplexer chip, radiation hard to about 10 krad, with a chip of radiation
hardness better than 100 krad. Two chips have been considered; the MXT7 chip
developed at RAL [1] and the VIKING chip developed at CERN [2].

The amount of material presented by the detector will be reduced by relocating
the z side readout electronics to the end of the detector rather than, as in the current
Vdet, having them distributed in the sensitive region. To do this a fanout will be used
to connect the z side strips to the z side electronics. In practice, due to the larger
" number of z strips (1920) than readout channels (1024), a reduction in the number
of readout strips is required. Two alternative connection schemes on the fanout have
been proposed to achieve this.

1. Daisy Chain: By connecting together strips at position Z and at Z+L/2, where
L is the total length of the detector, the number of readout strips is reduced by
a factor 2, but at the cost of introducing a two-fold ambiguity and increasing the
noise due to the higher capacitance and lower bias resistance.

2. Variable Pitch: In principle the readout pitch of the silicon needs only to be
less than or equal to the projected length of the track segment inside the silicon.
As this varies as t x tanf, where t is the thickness of the detector and 6 is the
angle of incidence of the track, one can change the readout pitch along the length
of the detector to match the incidence angle of the track at its intersection with
the detector. Using a constant pitch detector this can be achieved by connecting
together adjacent detector strips onto the same strip of the fanout.

In order to measure the signal/noise performance, one of the important parameters
that determined the final choice of readout chip, and to investigate the alternative
connection schemes for the fanout, two prototype detector modules were constructed
and evaluated in a testbeam. In the following note we describe the construction of the
prototypes, the set up of the test beam used to collect the data, the analysis procedures
and the performance of the prototypes as characterized by their measured signal/noise
ratio and position resolutions. Finally a brief discussion on the final choice of readout
chip and fanout design for the Vdet upgrade is given.

2 Hardware

2.1 The Prototypes

Figure 1 shows the layout of the prototype modules studied in the testbeam. The
sensitive area consisted of three current ALEPH silicon strip detectors. These double-
sided detectors, make use of the biasing scheme introduced in [5], and have been

1



designed by the Pisa group [6]. They were processed by CSEM, Neuchatel according
to a fabrication process developed in common by INFN Pisa and CSEM. The active
area of the 300 um thick detector was 4.96 cmx4.96 cm, with a total chip size of
5.12 cmx5.12 cm. The strip pitch was 25 um on the r¢ side (p-side) and 50 um on the
z side (n-side). Although the readout pitch was 50 ym on the r¢ side and 100 um on
the z side, the position resolution was improved by exploiting the capacitative charge
division between intermediate ‘floating’ strips and the nearest readout strips. On the
r¢ side the three wafers were simply bonded together to form effective strips of three
times the length. On the z side, the fanout was used to route the signals to the readout
electronics at the end of the module.

The z side fanout, fabricated by Max Levi Autograph, Philadelphia, consisted of
50 pum thick kapton plated with 2.5 um Cu/ 2 um Ni strips. In addition the bonding
pads were coated at CERN with 1 ym of Au. In order to test the two alternative
bonding schemes discussed previously, the fanout was a “hybrid” design using daisy
chain on two of the wafers and variable pitch on the third as shown in figure 2. In the
variable pitch region the readout strip pitch increased by 100 um every cm and within
each region a number of different bonding patterns 1-of-1, 1-of-2 etc. were implemented
as illustrated in figure 3.

The readout strips were coupled to the readout chips via the AC coupling chips
designed for the L3 vertex detector. They also had a readout pitch of 50 um and for
these test modules did not include protection diodes against capacitor breakdown.

Two prototypes were built for the testbeam studies. One prototype used the MX7
chip and the other the VIKING chip. A total of twelve readout chips were used for each
prototype, six on the r¢ side and six on the z side, leading to a total of 768 readout
channels per side.

The whole assembly was supported on a G10 frame and mounted on a rotatable
platform in the testbeam.

2.2 Test Beam Setup

Both the MX7 and VIKING prototypes were irradiated by 100 GeV pions at the
ALEPH X7 testbeam at CERN during a two week period in the summer of 1993.

To define the trajectory of each beam track, the Strasbourg beam telescope was
used [3],[4]. As shown in figure 4, it consisted of eight reference planes orientated such
that four planes measured the z coordinate and four planes measured the y coordinate.
The prototypes were located between the references planes and usually both prototypes
were readout simultaneously except at large incidence angles, where space constraints
necessitated the removal of one or other of the prototypes.

The references planes were single-sided, AC-coupled, 3%6 cm? silicon detectors with
a readout pitch of 50 pum equiped with MX3 chips. Their analog signals, as well as
those of the prototypes, were digitized using VME siroccos.

The data acquisition was controlled by a VME Eurocom 6 processor running OS9
and allowed online monitoring of interesting quantities such as signal/noise, beam
profiles, etc. For each trigger, the raw data for all strips of the telescope planes and
the prototypes were written onto an EXABYTE tape. A single event required about
18 kbytes.

The trigger was defined by the coincidence of the capture cycle of the MX3 chips



and scintillators at the entrance and exit of the telescope. Typically 30 triggers were
taken every SPS spill and a typical run consisted of 20k triggers. Approximately 15
Gbytes of data were written to tape at incidence angles up to 53 degrees and at various
positions on the prototypes.

3 Signal/Noise Analysis and Results

3.1 Cluster Finding

To form a cluster, the signal and noise of each strip was calculated on an event-by-event
basis, taking into account possible common mode variation. Adjacent strips having a
signal/noise greater than a certain threshold were then defined as a cluster and kept
for further analysis. The details of the clustering procedure are now described.

3.1.1 Pedestals, common mode, signals, Noise

The raw data ADC count for the ith strip in the kth event was considered as a
superposition of three contributions :

ADC*(i) = S*(i) + PED*(i) + CMS*(3)

where S() represents the signal from the track ionization, PED(z) is the ADC pedestal
and CM S, the “common mode signal”, is the joint noisy variation of the signal for
all the strips on a given readout chip. Before beginning the computation of these
components, strips previously identified as bad (noisy, disconnected or shorted) were
excluded from the analysis.

The procedure used to compute the pedestal for each event and strip consisted of
two steps :

1. The initialisation was done on the first 50 events for each run and the pedestals
were computed as :

50
PED®(i) = 5i0 S~ ADC(i)
k=1

2. The updating of the pedestals after the first 50 events was an iterative procedure
which extracts the slowly varying component of the RAW data:

. 1 P .
PED*(1)=(1 - g6)PEDk (2) + gaADCk(z) (k > 50)

Once the pedestal for each strip was known, the signal uncorrected for the common
mode variations was calculated

Suneor (7) = ADC* (i) — PED*(i).

The common mode for each event was then defined as the mean of this quantity
averaged over 32 strips situated on the same physical chip, taking care to remove strips
which may have had signal :

132

CA{S§2strips = ? Z Sumeer (J)
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Finally the signal on strip ¢ for event k£ was given by:
S*(i) = ADC*(i) — PED*(:) — CMS*(3)

The noise was defined as the statistical fluctuation of this signal. The noise
calculation was performed in two steps:

1. The next group of 50 events were used to initialise the noise:

N1(;) = ngd Z (59(1) — 5(:))?

j=50
where S(i) is the mean of the signal for the strip ¢ on the 50 events considered.

2. The updating of the noise was done using the same iterative procedure as is
used in the pedestal calculation.

k(12 1
[N*(9)] —-(1-3‘

“1iz 4 L rokean2
SN + =5 [S(6)] (k > 100)

3.1.2 Forming the Cluster

Once the signal and noise for each strip of the detector was known, clusters of adjacent
strips having a signal characteristic of a minimium ionizing particle were defined.

Before attempting to form a cluster it was necessary to make the correspondance
between the sirocco channel and the geometrical position of the strips, thereby taking
into account errors in the wire bonding and unbonded strips.

In order to speed up the search procedure, cluster seeds were first identified by
means of a digital rectangular filter [3]. The initial length of the digital rectangular
filter was modified during the seed search in order to identify possible charge deposition,
via capacitance coupling, onto strips adjacent to a disconnected strip.

Having identified the seeds, a more detailed analysis was performed to isolate
acceptable clusters:

1. Consider groups of strips centered on a seed and search for the strip j with the
best signal-to-noise ratio. If the condition
5(4)

2> S N zzntral

is not satisfied, the procedure interrupts and re-starts with the next seed.

2. Starting from the seed strip, we move out (to the left and the right) strip by strip
until the 'neighbour’ cut is no longer satisfied:
5(7)

NS S/N Zsighbours

during this process bad strips are ignored, except if there are more than three
bad strips in the cluster in which case the cluster is discarded.



Cuts r¢ side z side
MX7 | VIKING | MX7 | VIKING
Central strip S/N 5. 6. 3. 3.
Neighb. strip S/N 2.0 2.0 2.0 2.0
Cluster S/N 6. 10. 4. 4.
Max.nr. strips/clust. 10 10 10 10
Max.nr. of dead strips 3 3 3 3

Table 1: Cuts Used in the Cluster Search.

3. If the neighbour condition fails the cluster limits are fixed on the last accepted
strips on the left and on the right. The number of strips accepted in the cluster,
the cluster extent (E<***r), cannot be greater than 10.

4. The cluster signal and noise were defined as:

Scluster: Z S(j)éj,good

cluster

cituster 1 .
Netuster = JW Y [N()]?6)900a

cluster

where §; 40,4 means that the sum is taken only on the good strips. Finally, the
accepted cluster had to satisfy :

> (S/N)cluster

cut

Scluster

Ncluster

Table 1 summarises the values of the cuts used in the cluster search procedure.

3.2 Results for Signal, Noise, Signal/Noise

As previously mentioned, each prototype consisted of two regions; (1) the daisy chain
region in which two detectors were multiplexed together and (2) the variable pitch
region in which strips were ganged together in a configuration appropriate for the
incidence angle of the track. In the following section we first discuss the signal, noise
and signal/noise observed in the daisy chain region (r¢ side and z side) for both the
MX7 and VIKING readout chips. Then using the variable pitch region of the VIKING
prototype the effects of the various bonding schemes are studied. The results can be
interpreted within the framework of the following qualitative arguments:

e Noise: The noise observed on a single strip is composed of a parallel and a
series component. The parallel component is determined by the bias resistor
and leakage current. It increases when several strips are connected. A factor of
V2 is expected in the case of daisy chaining two strips. The series component
is determined by the characteristics of the amplifier and the input capacitance.
The latter increases linearly when several strips are connected together and is
further increased if the fanout is present. An offset due to the intrinsic noise of
the amplifier also needs to be added.



e Signal: The amount of signal observed increases with the incident track angle
and, due to the loss of the signal to ground via the strip to ground capacitance,
the signal collection will decrease as the number of floating strips between the
readout strips increases. In addition, on the z side the fanout may introduce
extra capacitance to ground leading to further loss of signal.

3.2.1 S/N: r¢ Side, z Side (Daisy Chain)

Figure 5 shows the distribution of signal, noise and signal/noise obtained for both the
MX7 and VIKING prototypes on the r¢ side for tracks incident perpendicular to the
detectors (0 degrees). The noise is reasonably Gaussian but has a small tail at large
values. For the measurements reported here, clusters with a noise more than three
sigma from the mean were discarded.

Due to different gains in the readout chain the means of the signal and noise
distributions are different for the MX7 and VIKING. Taking the ratio of the
signal/noise the gain differences cancel and the signal/noise performances of the two
chips on the r¢ side are seen to be similar. Figure 6 show the signal /noise distributions
fitted to a Landau convoluted with a Gaussian. To quote the signal/noise we use the
mean of these distribution: giving values of about 33 for the VIKING and 31 for the
MXT7 respectively.

Figure 7 shows the variation of the means of the signal, noise and signal/noise
distributions measured on the r¢ side as a function of the incident track angle. As
expected, the noise is constant and the signal demonstrates a 1/cosf dependence. Also
shown in figure 7 are the same quantities measured in the z side (daisy chain) region.
The signal/noise is almost a factor of two lower than that observed on the r¢ side.
This is presumably due to the larger capacitance of the z side strips and the extra
capacitance from the kapton fanout.

Figure 8 shows the clear pulse height correlation observed between the signals on
the r¢ and z sides.

3.2.2 S/N: z Side (Variable Pitch)

Figure 9 shows the noise dependence on angle and connection scheme for the variable
pitch region on the z side of the VIKING detector. The noise is seen to increase as
more strips are ganged together.

Figure 10 shows the corresponding dependence of the signal on angle and connection
scheme. Also plotted as the solid curve is the maximum possible detectable signal
calculated using the expected 1/cosf dependence normalized to the 1-of-1 point. The
signal is observed to decrease as the number of floating strips increases.

Figure 11 shows the corresponding signal/noise dependence. It interesting to note
that in the 1-of-1 region, in which a single strip is connected via the fanout, the
signal/noise of about 27 is better than that observed in the z side daisy chain and
approaches the value observed on the ¢ side. Also the trade off in signal and noise on
connection scheme can be seen, for example although the signal is larger in the 2-of-2
case compared to the 1-of-2 case, the noise is also larger leading to a slightly lower
signal /noise.



4 Position Resolution Analysis and Results

In order that the spatial resolution of the test detectors could be determined using
the tracking information provided by the telescope, the entire test setup had first to
be aligned to a very high precision. In practice this alignment was performed in two
stages; first the eight planes of the telescope were aligned with respect to one another
to provide a frame of reference for the test detectors and then the test detectors were
aligned with respect to this frame of reference. This alignment procedure is described
in detail below.

4.1 Aligning the Telescope

The telescope had four planes measuring = coordinates and four planes measuring y
coordinates. In the following text these will be referred to as z or y plane number 1 to
4, where the numbering goes by increasing z. To transform these measured coordinates
into a common frame of reference, it was necessary to align the telescope planes with
respect to one another. In principle the relative misalignment of the planes included
any combination of translational offsets along the z, y and z axes, rotational offsets
in the zy, yz and zz planes. In practice several of these offsets could be ignored
depending on the telescope planes under consideration. For example, translations
along the z axis were considered negligible with respect to the distance between the
planes, translations along the x(y) axis were invisible to those planes measuring y (z)
and the only important rotational offsets were those in the zy plane.

The alignment was performed in two steps: a single operation (the prealignment)
corrected any gross translational offsets in the zy plane and then an iterative procedure
removed the remaining translational and rotational offsets. For the prealignment the
residual distributions for planes 2 and 3 were made using all the good hits in every
good event in the run. The average offset of each residual distribution from zero was
then applied as a correction to all of the good hits so that the residual distributions
were centred on, or near zero. A good event was defined as having one hit per plane
in the telescope and as producing tracks with a slope of less than 1072, After the
prealignment the following iterative alignment procedure was applied.

1. Use the measured hits along with the current corrections (4, and é,) to make the
residual distributions.

2. Make a Gaussian fit to the residual distributions to provide o,;.

3. Loop over all the good hits and reject those which have a contribution to the
residual distribution > &,¢s * N,s. The factor N,.; has an initial value of 5.0 and
is reduced by 0.5 on each iteration down to a minimum of 3.0.

4. Use the remaining good hits to fill the distributions of x4 against ypreq and yais
against Z,.e4 for planes 2 and 3. Line fits to these distributions are sensitive to
translational offsets, via the intercept, and rotational offsets, via the slope.

5. Use the fit results to calculate new corrections according to

5:c = I:z: + Sz * Ypred



and
(Sy = Iy + Sy * Tpred

where I, and S, are the intercept and slope of the distribution using z;; and I,
and S, are the intercept and slope of the distribution using yai:.

4.2 Aligning the Test Detectors

The aligned telescope provied two tracks per event; one using hits from the four planes
measuring the z coordinate and the other using hits from the four planes measuring
the y coordinate. When combined with measurements of the z positions of the test
detectors and their angle(3) with respect to the nominal beam axis, these tracks can
be used to predict hit positions in the test detectors in much the same way as was used
in the alignment of the telescope planes. It was however found necessary to optimise
both the measured z positions of the detectors as well as the angle # on a run by run
basis in order to extract the best possible alignment. This involved stepping $ and
z through a reasonable range about their nominal values until a Gaussian fit to the
residual distribution produced the minimum o,., with a good x2.

The distribution of the difference between the predicted hit position and the actual
hit position measured in the test detectors provides a measure of the detectors intrinsic
resolution according to the relation:

R 2 42 _ 52
0; = \/Ures Otk Omes

Where o; is the intrinsic detector resolution, o, is the width of the measured residual
distribution, o is the calculated uncertainty on the track extrapolations and o, is
the calculated uncertainty due to multiple coulomb scattering in the material of the
test setup.

4.3 Position Resolution Results
4.3.1 Position Algorithms

To calculate the position of the track impact from the cluster, two methods were used:

e Centre of gravity: The simple centre of gravity definition for the cluster
position (X) given by:
2 SiX;
E£E=1Si

where E is the cluster extent and S; the signal on strip ¢ having position X;.

Xcl =

e 1 Correction: For the accepted clusters we define the so-called 1 function

Sleft
n= Sleft + Sright

where S'®/t and S79" are the signals observed on the central strip and the
neighbouring strip with the highest signal, taking into account the geometrical
order of the strips. Figure 12 shows the typical distribution of 7 for perpendicular



tracks in a prototype detector. The density of hits (d N/ Dn) as a function of n has
peaks near 0 and 1 corresponding to the readout strips and at 0.5 corresponding
to the intermediate floating strip. The fact that the density of hits is non-uniform
indicates that the charge division between the readout strips is non-linear with
respect to the impact position of the track between the two strips. To correct for
this non-linearity, and to therefore improve the resolution, the distribution of the
integral of the normalised n distribution is formed (figure 13) and the quantity

f(no) =P /Om %(n)ndn

used as a lookup table to correct the position estimate calculated from the
n integration. Here P is the readout pitch and %]:,'—(n)n the normalised %(n)
distribution.

The final position is thus given by
Xa = Xiest + f(n)

For the telescope the position resolution of a single plane, using the n algorithm,
was typically about 7 um and led to an error on the line fit extrapolation (o) of about
3 um. The error due to multiple coulomb scattering (o.,.s) varied with the angle of
the prototype detectors but was typically about 1 um.

The projection of the shape of the charge distribution on the detector strips can
also be derived from the dN/dn distribution using the following formula [7]:

1
) = Panjane),

where c(z) is a normalised function describing the shape of the projected charge
distribution. Figure 14 shows the spatial distrbution of the charge measured in this way

for the VIKING detector and normal incidence tracks. The FWHM of the distribution
is 9 um on the r¢ side and 11 ym on the z side.

4.3.2 Resolution: r¢ Side, z Side (Daisy Chain)

Example residual distributions using the 7 method for the MX7 and VIKING
prototypes on both the r¢ and z sides (daisy chain) for perpendicular tracks are shown
in Figure 15.

The final resolutions are calculated by fitting the residual distribution with a
Gaussian plus a flat background and then subtracting in quadrature the track
extrapolation error and the multiple coulomb scattering error from the sigma of the
Gaussian. The constant term allows the small fraction of events in the tails to be taken
into account in the fit.

Figure 16 shows the resolution for various slices of signal/noise. The resolution
initially improve as the signal/noise increases, but then deteriorates rapidily for very
large ionization deposits, indicating that the tails are due to delta ray production [8].

Figure 17 shows the position resolutions obtained as a function of track angle for the
r¢ side and z side (daisy chain) of the VIKING prototype. The resolutions obtained



using both the centre-of-gravity and 7 algorithms are shown. On the r¢ side, the
resolution is essentially constant with angle and is slightly better using the n algorithm
(about 4 pm).

On the z side (daisy chain) the resolution deteriorates rapidily with angle. For
angles less than 30 degrees the i algorithm performs best, while above 30 degrees the
centre of gravity is best. The n algorithm is poor at large angles because in this regime,
the cluster multiplicity is typically 5 or 6 strips and thus the central two strips of the
cluster have the same pulse height apart from variations due to the noise.

4.3.3 Resolution: z Side (Variable Pitch)

Figure 18 shows the resolutions obtained for a variety of variable pitch bonding schemes
as a function of angle. In all these cases, as the cluster multiplicity is small, the 7
algorithm is used. The best resolution is obtained using the 2-of-n bonding scheme
at the large angles giving values of 8 um at zero degrees increasing to 31 um at 53
degrees.

Figure 19 shows the resolution measured using the 2-of-2 connection scheme at
various angles and illustrates the importance of matching the track angle to the readout
pitch in order to have the best resolution.

Figure 20 compares the resolution obtained in the daisy chain region to that
obtained using the variable pitch bonding scheme giving the best resolution (2-of-n,
when nj1). Also shown is the z resolution measured in data with the current Vdet.
For angles below 30 degrees the variable pitch resolution is about 20% better than the
daisy chain. Above 30 degrees the resolutions are essentially the same.

5 Monte Carlo Simulation

A dedicated code was developed to simulate the configuration of the test beam. The
appropriate routines were extracted from Galeph [9], and included into a simplified
skeleton, along with the analysis routines for test beam data processing. The generation
of the raw data comprises the following steps :

e compute the energy lost in the silicon by the incident pion. This depends upon
the track energy and length of the track segment. At this level, the positions of
the entry and exit points are also computed.

e generate the electron-hole pairs along the track, drift them towards the end
faces of the wafer, together with lateral diffusion, and distribute them on the
appropriate strips.

e compute the charge collected on the readout strips, either directly or by capacitive
coupling.

e generate the noise on the readout strips. This is made of two components: the
parallel noise originates from the detector components, and the series noise is
generated inside the amplifier and fed back onto the readout strip via the feedback
capacitor. The latter also generates some noise charge on the neighbouring strips,
by capacitive coupling [10].
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With respect to the standard Galeph routines, the following changes were made:

1. Landau fluctuations inside the silicon wafer were explicitly simulated. This was
done by dividing the track element into 40 small segments. The energy deposited
by each segment was calculated independently using the Geant routine GLANDZ,
with a mean value of 3.86 MeV/cem, (or a most probable value of 84keV for 300um
of silicon) [11]. No explicit delta-ray simulation was done.

2. The capacitive couplings for a readout pitch of 50 um in r¢ and 100 um in z, and
the VIKING amplifier, were recomputed using a code provided by P. Cattaneo,
which solves the set of linear equations describing the capacitive network.

3. The daisy chain readout in the z direction was simulated by doubling the strip
length in the computation of the strip capacitance. The coupling coefficients were
kept unchanged. No attempt was to include the capacitive effects of the kapton.

4. for the r¢ readout, the total strip length was multiplied by 3 for the same reason.

The data analysis was identical to that of real data. The clustering algorithms and
thresholds were the same. The cluster position was computed by the centre of gravity
method.

With the simulation described above, the signal to noise ratio appears to be
significantly better than what is measured on the prototype, especially on the z face.
For perpendicularly incident tracks, we obtain S/N ~30 in z, S/N ~35 in r¢, to be
compared with S/N ~ 18 in z and S/N ~33 in r¢. These differences are believed to
reflect some weakness either in the description of the processes by which the noise is
generated, or in the values of the various capacitances which compose the network.
Work is currently in progress to improve our knowledge of these problems. For the
moment, we choose to increase the parallel noise in order to have the same total noise
level at zero degrees as that observed in the data. When this is done, the agreement
between the signal/noise ratios at other angles is very good.

Figure 21 shows the predicted resolution as a function of incidence angle, for both
the r¢ and z (daisy chain) sides after the noise has been tuned. The agreement between
simulation and data is quite good.

Figure 22 shows a comparision in the z side of the same simulation program with
and without taking into account the effect of the Landau fluctuations inside the wafer.
As one can expect, this has no effect at zero degrees, where the cluster is made of one
or two strips. At steeper angles, where the clusters become larger, the non-uniformity
of the energy distribution has an effect similar to that of the electronic noise. In fact,
the two effects are of the same order of magnitude at large angles. For example, at
45°, OLandaw = ONoise = 17 um. It should be noted that the current simulation of the
Aleph Vdet does not include this effect, and the same discrepancy is observed when
comparing the position resolutions of Vdet for real data and Galeph events.
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6 Discussion and Choices

6.1 Choice of Readout Chip

The final decision on which readout chip to use for the upgrade project was determined
by a number of factors; radiation hardness, signal/noise, cost, availability etc. As the
signal/noise performances of the MX7 and VIKING chips measured in the testbeam
were found to be similar it was decided that radiation hardness should be the most
important criterium. This was considered wise as the dose rates from beam injection
or during beam tuning cannot be reliably predicted at LEP II and it is these rates
which have caused the bulk of the damage experienced by the current Vdet.

The VIKING chip has been shown to have gentle performance degradation under
irradiation, the main effect being a smooth increase in noise (less than a factor 2 at
200 krad). The performance of the standard MX?7 chip, as used in the test beam, was
measured to deteriorate significantly after a few tens of krads. Recently a radiation hard
version of the MX7, using the Harris process, has become available and measurements
show that this chip is insensitive to radiation up to the maximum tested dose of 200
krad. It is this latter chip which was therefore chosen for the upgrade. Although this
chip was not explicitly evaluated in the test beam, subsequent bench measurements
showed the signal/noise performances of the standard and radiation hard versions of
the MX7 to be similar.

6.2 Choice of Connection Scheme for the Fanout

Although the variable pitch readout scheme yielded a 20% improvement in resolution
as compared to the daisy chain scheme at low angles, its use for the upgraded ALEPH
detector is less clear for the following reasons:

e In order to match the number of readout channels to the number of strips needed
to be readout, the implementation of the variable pitch scheme for the upgraded
ALEPH detector would required an increase in the intrinsic strip pitch, with
a corresponding degradation in the resolution. This would also necessitate a
redesign of the masks used in fabrication of the silicon wafers.

e Due to the finite size of the beam spot the track angle at a particular z distance
along the silicon is not well defined.

This, combined with the increased complexity of the wire bonding pattern and the
deterioration of two track resolution associated with variable pitch, made the small
resolution improvement over the daisy chain scheme less attractive.

One disadvantage of the daisy chain method is the introduction of a second ghost
hit 10 cm from the true hit. In practice, Monte Carlo studies show that the effect of
this on b tagging is negligible [12]. Another disadvantage is the lower signal /noise ratio.
To take full profit of the potentially higher signal/noise of the variable pitch scheme
however, would require the design of several different detector layouts, with strips of
different width. This would result in significantly higher cost and increased complexity
of assembly. The daisy chain scheme was chosen for final use in the upgraded Vdet.



7 Conclusion

The signal to noise and resolution performances of two prototypes designed to test
readout chips (MX7 or VIKING) and to help choose the connection scheme (daisy
chain or variable pitch) for the z side fanout of the ALEPH microvertex detector
upgrade have been reported.

On the r¢ side, signal/noise of about 31 and 33 were measured for perpendicularly
incident tracks using the MX7 and VIKING readout chips respectively. The
corresponding position resolution were about 5 pm and 6 um and found to be essentially
independent of incident track angle.

On the z side, daisy chain region, the signal/noise for perpendicular tracks was
almost a factor of two lower than that of the r¢ side for both chips. The resolution
on the z side deteriorated with increasing incident track angle; using the daisy chain
connection scheme values of 11 um at zero degrees increasing to about 33 um at an
angle of 53 degrees were observed. The resolutions obtained using the variable pitch
connection scheme were 20% better for angles below 30 degrees.

The radiation hard MX7 chip and the daisy chain connection scheme for the z side
fanout were chosen for use in the upgraded detector.
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