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Abstract

 

We summarize here the results of the TARC experiment whose main purpose is
to demonstrate the possibility of using Adiabatic Resonance Crossing (ARC) to
destroy efficiently Long-Lived Fission Fragments (LLFFs) in accelerator-driven
systems and to validate a new simulation developed in the framework of the
Energy Amplifier programme. An experimental set-up was installed in a CERN PS
proton beam line to study how neutrons produced by spallation at relatively high
energy (

 

E

 

n

 

 

 

≥

 

 1 MeV) slow down quasi adiabatically with almost flat isolethargic
energy distribution and reach the capture resonance energy of an element to be
transmuted where they will have a high probability of being captured. Precision
measurements of energy and space distributions of spallation neutrons (using
2.5 GeV/

 

c

 

 and 3.5 GeV/

 

c

 

 protons) slowing down in a 3.3 m 

 

×

 

 3.3 m 

 

×

 

 3 m lead
volume and of neutron capture rates on LLFFs 

 

99

 

Tc, 

 

129

 

I, and several other ele-
ments were performed. An appropriate formalism and appropriate computational
tools necessary for the analysis and understanding of the data were developed and
validated in detail. Our direct experimental observation of ARC demonstrates the
possibility to destroy, in a parasitic mode, outside the Energy Amplifier core, large
amounts of 

 

99

 

Tc or 

 

129

 

I at a rate exceeding the production rate, thereby making it
practical to reduce correspondingly the existing stockpile of LLFFs. In addition,
TARC opens up new possibilities for radioactive isotope production as an alterna-
tive to nuclear reactors, in particular for medical applications, as well as new possi-
bilities for neutron research and industrial applications.
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1  Introduction

Transmutation by Adiabatic Resonance Crossing (TARC) is part of a broader experimental
programme designed to test directly some of the basic physics concepts applicable to the field
of radioactive waste elimination. A first experiment (FEAT) [1] was performed to test the
concept of energy gain in the Energy Amplifier (EA) system proposed by C. Rubbia [2], a
system designed to destroy all actinide elements by fission. As a consequence, the EA is also
producing energy while it is destroying the TRansUranium (TRU) content of nuclear reactor
waste. The EA is a fast-neutron subcritical system driven by a proton accelerator, using natural
thorium as fuel and lead as a neutron spallation target, a neutron moderator, a heat extraction
agent and a neutron confinement medium. In its present version, the EA is optimized for the
destruction of TRU [3]. 

In a system such as the EA, where TRUs are destroyed by fission, long-term (≥ 500 years1)
radiotoxicity of the waste is dominated by long-lived fission fragments (LLFFs) which can, in
practice, only be destroyed by nuclear decay following neutron capture.

The main goal of TARC is to test a new idea put forward by one of us [4] and relying on the
properties of spallation neutrons diffusing in lead, the use of Adiabatic Resonance Crossing for
transmutation, to destroy efficiently LLFFs. More generally, TARC is a systematic study of the
phenomenology of spallation neutrons in pure lead.

Furthermore, in a system which transforms LLFFs into short-lived or stable elements, it is
also possible to transform stable elements into radioactive elements. Therefore, TARC has
important applications to several other fields.

For instance, in medicine, radioactive elements are increasingly used for diagnostics,
therapy, and pain relief. These elements can be produced through neutron capture on stable
elements in an accelerator-driven activator as an alternative to nuclear reactor production [4],
using the ‘inverse’ process invoked for the destruction of LLFFs.

In all cases, it is very important to optimize the efficiency of the neutron capture process.
The specific neutron capture rate, Rcapt, can be enhanced by maximizing each of the relevant
factors in (E is the neutron energy), i.e.

(a) the neutron flux [φ(E)] (Fig. 1) by the choice of a dense neutron ‘storage’ medium
(lead) with high atomic mass, high neutron elastic cross-section (mean free path:
λel ~ 3 cm) and high neutron transparency (the doubly magic nature of the dominant
isotope2 208Pb nucleus, makes natural lead one of the most transparent elements below
1 keV); 

(b) the capture cross-section [σ(E)] (Fig. 1) of the element to be transmuted by an efficient
use of resonances made possible by the very small lethargic steps of neutrons slowing
down in lead. Indeed, neutrons have an interesting behaviour in lead: 

(1) a small average lethargy ξ due to the high atomic mass of lead:

; (1)

1. It takes 500 years for the radiotoxicity of the waste to reach the level of the radiotoxicity of coal ashes
corresponding to the production of the same amount of energy.

2. Natural lead contains 1.4% 204Pb, 24.1% 206Pb, 22.1% 207Pb, and 52.4% 208Pb.

R E E Ecapt d∝ ( ) ( )∫φ σ

ξ α
α

α α≡ +
−

( ) ≈ × ≡
−( )
+( )

≈−1
1

9 6 10 0 983
2

2ln . .where Pb n

Pb n

m m

m m
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(2) a high and nearly energy-independent elastic scattering cross-section;

(3) a long ‘storage’ time because, below the capture resonances (En ≤ 1 keV) and down
to epithermal energies, the elastic scattering process is nearly isotropic and the
transparency to neutrons is very high (it takes about 3 ms, 1800 scatterings and a
path in lead of 60 m to thermalize a 1 MeV neutron).

Fig. 1: 99Tc neutron capture cross-section (JENDL-3.2 database [5]), as a function of neutron energy
(left-hand scale); typical neutron fluence energy distribution in TARC (hole 10, z = +7.5 cm), as a function
of neutron energy in isolethargic bins, for 3.5 GeV/c protons (right-hand scale). Energy distribution of
neutrons from the spallation process shown in arbitrary units.

As a result, neutrons produced by spallation at relatively high energy (En ≈ few MeV), after
having been quickly moderated by (n,xn), (n,n′) reactions down to energies of a few hundred
keV, will slow down quasiadiabatically with small isolethargic steps and reach the capture
resonance energy of an element to be transmuted where it will have a high probability of being
captured. The resonance width is usually larger than the average lethargic step. This is the case
of 99Tc, which has a strong neutron capture resonance at 5.6 eV (4000 b) (Fig. 1), covering
four average lethargy steps. The 99Tc resonance integral is 310 b while the cross-section at
thermal/epithermal neutron energies (En ≤ 1 eV) is only of the order of 20 b. Neutron capture
on 99Tc (t1/2 = 2.11 × 105 yr) produces 100Tc (t1/2 = 15.8 s) which then decays to 100Ru, a
stable element. Thus, the radiotoxicity can be eliminated in a single neutron capture and, since
100Ru has a small neutron capture cross-section and both 101Ru and 102Ru are stable,
essentially no new radioactive elements are produced. ARC should be most efficient for
elements with strong capture resonances, such as 99Tc and 129I (which together represent 95%
of the total LLFF radiotoxicity inventory).

The above general considerations resulted in the new approach put forward in Ref. [4]
consisting in making use of the ARC concept. TARC was specifically proposed as an
experimental study of the corresponding phenomenology of spallation neutrons in a large lead
volume. Experiment PS211 [6], known as TARC, was set up at the CERN PS. Even though the
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main goal of TARC was to demonstrate the efficiency of ARC in the transmutation of LLFFs,
the experiment was designed in such a way that several basic processes involved in
Accelerator-Driven Systems (ADS) could be studied in detail:

(a) neutron production by GeV protons hitting a large lead volume;

(b) neutron transport properties, on the distance scale relevant to industrial applications
(reactor size);

(c) efficiency of transmutation of LLFFs in the neutron flux produced by spallation
neutrons.

All of this programme was achieved by performing mainly two general types of
measurements:

(a) neutron fluence measurements with several complementary techniques, providing
redundancy, using detectors built by the TARC Collaboration and operated over a broad
neutron energy range, from thermal up to a few MeV;

(b) neutron capture rate measurements on 99Tc (both differential and integral
measurements) and on 129I and 127I (integral measurements). For 99Tc, in addition, a
high statistics measurement of the 99Tc apparent neutron capture cross-section was
obtained, up to ~ 1 keV, an energy below which 85% of all captures occur in a typical
TARC neutron spectrum. Many other capture or fission measurements relevant to the
design parameters of the EA or to various other applications were also performed.

Every effort was made to check carefully the systematics of the various measurements to
provide the best possible experimental precision. This implied great care in the construction of
the lead assembly, the development of detectors using state-of-the-art techniques, and,
throughout the duration of the experiment, a systematic use of redundant techniques to allow
internal cross-checks of the results.

Some of the first results of TARC were published in Ref. [7]. An extensive description of the
experiment can be found in Ref. [8].

2  Experimental Set-up

2.1  Lead assembly

2.1.1  Mechanics

The 334 ton lead assembly, with approximate cylindrical symmetry about the beam axis,
was the result of an optimization between sufficient neutron containment, acceptable
background conditions, and affordable cost. A good compromise was found with an
approximately cylindrical volume of diameter 3.3 m and length 3 m (Fig. 2), the axis being
aligned with the beam line. With such a large lead volume (29.3 m3), about 70% of neutrons
produced by spallation from proton interactions near the centre are contained within the
volume, and there is a large central region, with a radius ~ 1 m, where the neutronics is little
affected by background neutrons produced by reflection from the environment (background
≤ 2%). In order to minimize neutron reflection from the environment, we ‘pushed’ the concrete
shielding of the experimental area as far away as possible. For the floor, we chose to support
the lead assembly with a steel I-beam platform (Fig. 3) 44 cm high, on top of which we
introduced a 3 cm thick layer of special cement (Masterflow) containing 20% of B4C. Because
of the presence of 10B, B4C tends to protect the lead assembly from neutrons which have
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thermalized in the floor concrete, while it is relatively transparent to the outgoing flux of higher
energy neutrons escaping the lead assembly [9]. The size of the platform was conditioned by
the stability of the floor (maximum authorized load, 20 t/m2). The lead assembly was
completed by mid-April 1996 and dismounted in August 1997. The lead assembly was
constructed as a modular structure to allow handling and also to provide, if necessary,
flexibility in the choice of configuration. There are three types of parallelepipedal blocks [type
A and B with dimensions of 30 × 30 × 60 cm3 and type C with dimensions 15 × 30 × 60 cm3].
Each block (weighing 613 kg for type A) could be positioned with high precision by using a
suction device3. In this way, handling could be done without deforming the lead blocks which
are made of relatively soft lead (no hardening element), and also without introducing any extra
structure or materials which could destroy the homogeneity of the lead assembly. To avoid
costly machining, the holes necessary for the introduction of activation samples (99Tc, 129I,
etc.) and for the introduction of detectors were obtained directly from the moulding process, by
introducing a half-cylindrical volume at the bottom of the mould [10]. In practice, the
construction and dismounting of the 580 block lead assembly could be done quickly (two
weeks for dismounting) and we were able to obtain excellent alignment of the instrumental and
beam holes. The beam is introduced through a 77.2 mm diameter blind hole, 1.2 m long, in
such a way that the neutron shower is approximately centred in the middle of the 3 m long lead
volume.

2.1.2  Lead purity

Pure lead (99.99%) [11] was chosen to ensure that impurities have a negligible effect on the
neutron flux. In practice, the experiment calls for high-purity lead devoid of such known
impurities as silver, antimony, and cadmium. The 4N quality lead offered by Britannia Refined
Metals (UK) [12] was subjected to thorough chemical analyses as samples were sent to several
independent laboratories world-wide. All the measurements were combined to obtain the best
estimate of the impurity concentrations in our lead.

We obtained information on the concentration levels for 60 elements [11]: (1) measured
values for 11 elements (Na, Mg, Al, Cu, Ag, Cd, Sb, Te, Tl, Au and Bi) (Table 1) and (2) upper
limits for 49 other elements (Fig. 4). The lead ingots had to be transformed into blocks in order
to construct the assembly with the required geometry. A manufacturing process was devised
with the goal of avoiding the introduction of impurities but also keeping the price acceptable.
This was based on moulding followed by a quick machining pass to take away the surface crust
and was done by Calder Industrial Materials (UK) [10] with help from the CERN workshop.
We have checked the chemical composition of the blocks as compared to the initial chemical
composition of the ingots and conclude that the manufacturing process did not significantly
alter the lead purity. If impurities were introduced during moulding they presumably were near
the surface of the blocks. The machining to bring the blocks to acceptable dimensions must
have removed whatever was present.

3. The dimensions of the lead blocks were chosen by optimization between surface, volume, and availability
of suction devices on the market.
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Fig. 3: Structure of the metallic platform supporting the TARC lead assembly (dimensions in mm). The
various I-beams were welded together before a Masterflow layer was deposited.

Table 1: Summary of impurity concentrations for manufactured lead blocks. The systematic error is the
error quoted by the laboratory which performed the measurement, the third column shows the spread
between all measurements of a given sample. The total error is the quadratic sum of the two contributions.

Among the main elements which could affect neutronics silver is a priori the most relevant
in the framework of Adiabatic Resonance Crossing because of the presence of a strong
resonance in the neutron capture cross-section at 5.2 eV (σ = 104 barn). However, this capture
resonance is 0.4 eV below that of 99Tc. Therefore, we can afford, in principle, a moderate
silver concentration. Nevertheless, because of the significant overlap between 99Tc and silver
resonances, an effort was made to have a low silver content: 3.8 ± 0.6 ppm (even so 1.4% of all
captures are expected on silver). The largest contaminant present in our lead is bismuth
(19 ppm), which is obviously of no consequence, as its properties are very similar to those of
lead. Thus we have demonstrated that 4N quality commercial lead is adequate for ARC use and
have identified a process whereby the required purity level can survive manufacturing of
blocks.

Element
Concentration

(ppmw)
Error spread

(ppmw)
Syst. error

(ppmw)
Total error

(ppmw)

Na*

Mg*

Al*

Cu
Ag
Cd
Te
Sb
Tl
Bi
Au

* Some upper limits were included in the determination. A simple average was used.

0.006
0.003
0.02
0.09
3.78
0.09
0.215
0.14
4.6

19.0
0.0008

0.007
0.005
0.01
0.2
0.6
0.04
0.09
0.14
1.3
2.8
0.0002

0.0001
0.0006
0.004
0.01
0.07
0.006
0.025
0.006
0.3
0.3
0.00035

0.0075
0.005
0.01
0.2
0.6
0.045
0.09
0.14
1.4
2.8
0.0004

300

3300

40
0

30
0

5000

27002100

300

2 × 3 HEB 300

11 HEB 400
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Fig. 4: Impurity content (ppm by weight) of the TARC lead blocks: (a) measured values for the
11 elements on the right-hand side and (b) upper limits for the others.

2.2  Beam line

2.2.1  Experimental area

The TARC experiment was installed in the T7 beam line at the CERN Proton Synchrotron
(PS) East Area. The first run started in April 1996, and most of the data taking was completed
by November 1996. A small additional run took place in May 1997. The beam was provided in
two different modes: (a) the fast extraction mode used for activation experiments (high
intensities, up to 1010 protons per PS shot) and for the measurements of neutron fluxes relying
on the energy–time relation; (b) the slow extraction mode which was used for the operation of
the 3He ionization chambers, for which a very low beam intensity was needed (1000 protons
per PS extraction). Hence the range of proton beam intensities in TARC covered seven orders
of magnitude.

Most of the fast extraction data have been collected with a proton momentum of 3.5 GeV/c.
The FEAT experiment [1] has shown that an optimum use of the proton kinetic energy in a EA
is obtained for kinetic energies above about 900 MeV. There was no strong physics reason to
choose a particular beam energy for TARC; 3.5 GeV/c was selected mainly because it is a
standard PS extracted beam momentum for which we could expect an excellent PS duty factor,
therefore maximizing the volume of data we could collect. We did run the fast extraction
system at a lower proton momentum (2.5 GeV/c) in May 1997 to provide additional checks of
our data calibration (for proton energies larger than 1 GeV the neutron yield is proportional to
the proton kinetic energy), but also to allow lower neutron flux intensities, to explore earlier
neutron times (hence higher neutron energies) for some of the neutron detectors (6Li/233U and
3He scintillation). The spallation neutron energy spectrum, dominated by the evaporation of
the target nuclei, is essentially the same for proton energies in the range considered here. In the
slow extraction mode, most of the data were taken at 2.5 GeV/c.

A main consideration for the design of the experimental area was the need to minimize
neutron reflections from the surrounding concrete walls, ceiling, and floor. As a result, the roof
was raised to about 1.9 m above the lead volume, the side walls were 1.1 m away from the
vertical sides of the lead assembly (limited by the availability of lateral space in T7) (Fig. 5),
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back and front walls were several metres away from the lead assembly (Figs. 5 and 6) but the
floor was only 43 cm away, set by the size of the steel I-beams available for the supporting
platform, requiring a B4C shield as already discussed in Section 2.1.1.

The counting room, where the rabbit hyperpure germanium measuring station was also
situated (see Section 7.1 for details of the rabbit set-up), was chosen to be far enough away
from the beam area and with adequate shielding in order to minimize neutron background in
the germanium counters.

A general orthonormal co-ordinate system was defined in the following way. Origin at the
centre of the lead volume; z-axis along the beam direction; the y-axis upwards in the vertical
direction; and the x-axis is such a way that the system is orthonormal.

Fig. 5: General layout of the CERN T7 experimental area: view from the top showing the beam line, the
lead assembly, the concrete shielding, and the rabbit system of which the germanium counters are located
inside the counting room (labelled EP27D).

2.2.2  Fast extraction beam

The beam is extracted all at once by the fast rise of a magnetic kicker. In this mode, the
structure of the beam in the PS machine is preserved, namely bunches 20–30 ns wide recurring
normally every 14.4 seconds. For part of the time we could benefit from additional fast
extraction within the usual 14.4 s PS supercycle. We were able to obtain, at the end of the T7
beam line, intensities ranging from 3 × 107 to 2 × 1010 protons per shot. Of special concern is
the accurate measurement of the intensity of the beam. Two beam transformers were used to
measure the number of protons from the signal induced by the beam charge in a coil mounted
around a vacuum pipe. One beam transformer, situated 13.4 m from the lead assembly, is the
same as the one used in the FEAT experiment. The other one, situated immediately in front of
the lead assembly, is an improved beam transformer developed for our purpose by industry
[13]. A new design of the induction loop through which calibrated charges simulating the beam
are injected allows a more linear behaviour of the calibration system [14]. The beam
transformers measure the beam intensity of each PS shot (Fig. 7) providing the detailed history
of the experimental runs.
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Fig. 7: Example of measurement of the beam intensity (run 760) showing the number of protons for each
PS shot.

An important issue was to check the absolute calibration of the beam transformers. This was
done by bombarding aluminium foils with the beam, and then comparing the number of
protons obtained by counting the number of 24Na produced with the number of protons
predicted by the beam transformers. The irradiation of aluminium foils is a classic technique,
involving the formation of 24Na by the reaction 27Al(p,3pn)24Na, 24Na being detected via its
1368.45 keV gamma ray emission. There were two types of analysis [15]: the ‘global’ mode
compared the integrated number of protons during a run with the 24Na produced, implicitly
assuming that the beam intensity is constant pulse to pulse. The ‘shot’ mode took into account
the variation of the proton intensity shot per shot. The results are shown in Fig. 8. We note that
the method is limited by a systematic error of 6.9% of which the largest components are the
uncertainty on the 24Na production cross-section of the order of 4% and the absolute
calibration of the 125Eu source used to calibrate the Ge detector (5%). We conclude from the
studies made of the two types of calibrations performed and from the systematic comparisons
between the results of the two beam transformers that the overall uncertainty on the beam
intensity is better than 5%.

Finally, the control of the beam implies also the control of its position and direction. This
was done using two Multi Wire Proportional Chambers (MWPC), 1.6 m apart, mounted at the
two ends of a vacuum pipe situated right in front of the beam hole in the lead assembly [16]
(Fig. 6). The position of the two chambers was precisely measured (0.2–0.3 mm precision),
and they provided a measurement of the position of the beam impact at the end of the beam
hole, 1.2 m from the front face of the lead assembly. Generally, during the experiment, the
beam was centred with a precision of 2–4 mm. Moreover, in the case of the electronic detector
measurements, the MWPC information was used to reject occasional bad shots of the PS, in
order to ensure a good quality of the beam information. The fraction of bad shots was generally
extremely small (≤ 1%).
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Fig. 8: Ratio (K) of aluminium foil to beam transformer measurements using global (Kg) and individual
(Ki) methods as explained in the text [15]. Both 3.5 GeV/c and 2.5 GeV/c data are included. The lines are
fit to the data (full line: individual shot method, dotted line: global method).

2.2.3  Slow extraction beam

The 3He ionization chambers required a very low beam intensity of ~ 103 protons
(~ 5 × 103 particles) per PS ejection which could not be obtained with a fast extraction because
of the impossibility of controlling and monitoring such a low-intensity beam in the PS
accelerator system. Therefore, a low-intensity beam was prepared by collecting secondary
particles produced by 24 GeV/c primary protons hitting a target (usually made of two parts,
one in aluminium the other in tungsten), allowing beam intensities down to about
5 × 103 particles per pulse. Primary protons were extracted progressively, by resonant
extraction, over a 350 ms period, every 14.4 s. However, the secondary beam contains a
mixture of pions (60%), protons (20%), electrons and muons (20%), etc. (of the same
momentum) which need to be distinguished. A time-of-flight hodoscope was built. Protons and
heavier particles could be separated from pions, muons, etc. from the difference in time of
flight over a distance of 13.4 m. The time resolution was about 0.5 ns, and this forced us to
select a low enough beam momentum of 2.5 GeV/c, to have ~ 5 standard deviations separation
between proton and pion time distributions [Figs. 9(a) and 9(b)]. At such a momentum, the
beam contains about 20% of protons, and the time difference between protons and pions is
3 ns. Pions could not be separated from lighter particles. The scintillator hodoscope (Fig. 6)
was made of two counter stations: one situated just in front of the BHZ03 magnet [one single
scintillator with horizontal and vertical dimensions 80 mm and 60 mm, respectively, read out
by two photomultipliers (PM 1 and 2)], the other one situated just in front of the beam hole in
the lead assembly made of two overlapping scintillators (horizontal and vertical dimensions
60 mm and 45 mm, respectively), each read out by one photomultiplier (PM 3 and 4).

Four time coincidences were built out of the two sets of signals (PM 1, 2) and (PM 3, 4).
The redundancy of information was used to (a) monitor the beam condition; (b) reject
accidental hits in the counters; and (c) measure the hodoscope efficiency. With this hodoscope,
proton fathers of neutrons recorded in the 3He chambers could be identified. At 10 keV (the
lower end of the neutron energy spectrum covered by that detector), the time between the beam
shot and the interaction of the neutron is about 3.75 µs.
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The details of the operation and performance of the slow extraction beam hodoscope are
described in Ref. [17]. Additional information can be found in Ref. [18].

Fig. 9(a): Time differences measured by hodoscope 1 (PM 1 & 3) versus hodoscope 2 (PM 2 & 4),
showing the 5σ separation between protons and lighter particles.

Fig. 9(b): Separation of protons from other particles, by time of flight, using PM 1 & 4, at a beam
momentum of 1.866 GeV/c.

2.3  Data AcQuisition (DAQ)

In TARC, neutron fluence measurements, covering a range from thermal energies to a few
MeV, together with transmutation measurements involve the use of many different types of
detectors. These detectors have been developed in a number of collaborating institutes and had
to be integrated in the DAQ system at the time they became available. Furthermore, the
experiment had to operate in several distinct modes: synchronous to the beam short pulses,
sparse data collection during spills, calibrations with radioactive sources, etc. An adaptable and

0

100

200

300

400

500

0 50 100 150 200 250 300 350 400

Hodoscope 1: Time of Flight (ns)

H
o

d
o

sc
o

p
e 

2:
 T

im
e 

o
f 

F
lig

h
t 

(n
s)

TARC Slow Extraction Beam
P = 2.5 GeV/c

Protons

0

1000

2000

3000

4000

5000

6000

50 100 150 200 250 300 350 400 450

protons

α/d

π+, µ+, e+

Time (channel)

N
u

m
b

er
 o

f 
co

u
n

ts
 (

ar
b

it
ra

ry
 n

o
rm

al
iz

at
io

n
)



13

evolvable DAQ system was designed to cover all the different detector combinations, allowing
them to run both separately or jointly during the full lifetime of the experiment at CERN. In the
following paragraphs only the general aspects of the DAQ will be described. Details specific to
the different detectors can be found in the sections where those detectors are described.

2.3.1  Hardware scheme of the DAQ

The TARC DAQ system was designed as a network of Versa Module Europe (VME) crates
controlled by a UNIX workstation (Fig. 10). Each VME crate includes a Motorola 68040 CPU
@ 25 MHz in a FIC8234 module running under the OS9 operating system. The DAQ software
for TARC was developed using the CASCADE package provided by CERN [19]. In the
CASCADE model the DAQ is a distributed system with a unified central RUN CONTROL.
The software is divided into pieces, called stages, some of them running on the VME CPUs
and others running in the RUN CONTROL and MONITORING UNIX workstations.

Fig. 10: Scheme of the TARC data acquisition system architecture.

All the data from TARC were collected in VME crates, by means of ADC modules and
other I/O devices, either installed directly in the VME bus or using CAMAC, modified-VME
buses, and RS232 interfaces. The front-end hardware readout and the manager of the event
buffer were the main, but not the only, stages running on the VME modules. Several trigger
signals are used by the DAQ system and in some subdetectors, such as the rabbit and the 3He
ionization chambers, organized in two levels of triggers. These trigger signals were collected in
a CORBO unit at each VME crate and handled by the specific drivers included in the
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a TCP/IP network, in a private Ethernet segment, to communicate with the UNIX workstations.
In TARC, even when it was possible to use standalone VME crates with disk and other mass
storage units, the VME crates were diskless. Hence, these crates had to use the BOOTP
protocol to load the operating system from the UNIX workstation disks. Once booted, they
used NFS to access the remote workstation file system as their main file system, however, a
faster specific client-server protocol has been used to send the data collected, from the VME
crates to the workstation disks.

More technical details about the DAQ can be found in Ref. [8].

3  Development of Simulation Tools for TARC

3.1  Introduction

The sequence of phenomena ranging from a high-energy proton-induced cascade in lead, to
the production of neutrons that subsequently interact until they are finally absorbed or escape
the system is rather complex. For a correct simulation of the Energy Amplifier (EA) it is
essential to understand the fine details of the physics related to all these phenomena. This is
one of the main purposes of the TARC experiment, which is aimed at the study of the
spallation neutron phenomenology in a large lead volume.

A complete understanding of this complex phenomenology can only be claimed if it is
possible to predict correctly the observed behaviour of the entire system. In order to do so, an
innovative simulation was developed at CERN for the EA by C. Rubbia [2], [8], using Monte
Carlo techniques. This code allows the description of complicated geometries and material
compositions. Special attention was devoted to the development of techniques (for kinematic
calculation, cross-section evaluation, etc.) to minimise the computer time in order to provide
sufficient statistics. In the case of the TARC simulation, a computing time of 20 µs/neutron/
process per single processor was achieved on our Convex SPP1200 with eight parallel
processors.

Since this simulation represents a new approach and is highly complex it needs to be
validated. In this respect, TARC is an ideal benchmark not only for our new simulation but for
any ADS simulation, since it provides many different measurements generally more precise
than previously available simulation predictions.

The Monte Carlo code used to simulate the TARC experiment is a version of the EA Monte
Carlo where the time evolution has been switched off [32].

3.2  Physics modelling

The spallation neutron source distribution is generated by FLUKA-96 [20], [21]. Neutrons
are transported by FLUKA down to an energy of 19.6 MeV and then are written into a history
file. The energy of 19.6 MeV is selected for neutrons as being just below the upper limit
(20 MeV) of neutron cross-section data sets, thereby easing the transition to fast neutron
transport codes. 

The transport of neutrons below 19.6 MeV is performed with the EA Monte Carlo code
(Fig. 11).

Since the precision of a Monte Carlo simulation depends strongly on the three-dimensional
geometrical description of the system simulated, a large effort has been devoted to the
development of computable geometrical models (Fig. 12) [32].
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Fig. 11: Complete simulation of the interactions within the TARC lead volume of a single evaporation
neutron produced by a 3.5 GeV/c primary proton and transported down to thermal energies.

Fig. 12: Picture of the simulated TARC geometry, showing the segmentation into local blocks,
15 × 15 × 15 cm3, used in a second stage as local neutron generators for the various detector simulations
(see Section 3.5).

3.3  Neutron cross-sections

Since a simulation is never better than the quality of the input data which are used, a special
effort was made to provide the best possible neutron cross-section data. Our neutron
cross-section data selection is taken from the latest compilations available [22]: ENDF/B-VI 4
(USA), JENDL-3.2 (Japan), JEF-2.2 (Europe), EAF-4.2 (Europe), CENDL-2.1 (China),
EFF-2.4 (Europe) and BROND-2 (Russia).
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For each nuclide we have selected one evaluation out of those available on the basis of a
systematic comparison [23]. In practice, the selection was done isotope by isotope according to
the evaluation of the resonances and the number of reaction cross-sections, as shown in Fig. 13
for 137Cs for instance. When both the resonance region and the number of cross-sections
evaluated are similar, then the most recently evaluated cross-section was selected. This resulted
in a database of 800 nuclides with reaction cross-sections out of which 400 also have the
elastic cross-section available. For all nuclides the corresponding information on isomeric
states exists, and isomer-dependent reactions are treated correctly whenever they are available.

Fig. 13: Comparison of the 137Cs capture cross-section in the different databases available. The one
chosen in this case for the EA Monte Carlo corresponds to the European Database (JEF-2.2).

All cross-section files have been processed and checked for inconsistencies with the
standard PREPRO-96 [24] code suite (LINEAR, RECENT, SIGMA1 and FIXUP) including
EAF-4.2.

All cross-section files produced by PREPRO-96 have been subsequently processed with a
specially written code package PROCESS [25] to create a direct-access library containing
neutron cross-sections, cumulative secondary neutron energy distributions, and cumulative
neutron angular distributions (optionally).

3.4  Nuclear data

For nuclear transmutation studies, accurate mass and decay tables are needed. Here again
we have decided to go to the source of the data and we have created our own nuclear database
from the most up-to-date compilations available. The EET Nuclear Database selection [26] has
been assembled via a careful comparison of several sources. In particular, we have used the
Brookhaven nuclear database [27], NUBASE [28], the National Radiological Protection Board
(NRPB)database [29], the ICRP database [30] and nuclear data information from ENDF files.

For each isomer we store the atomic number, the chemical symbol, the mass number, the
isomeric level, the isospin and parity, the mass excess, the half-life, the decay modes,
branching ratios and decay-values where applicable, the natural isotopic abundance, and the
inhalation and ingestion radiotoxicities [31].
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This database represents a major improvement over all existing ones for use in a Monte
Carlo simulation. All available information about isomeric state decay and production has been
included. Nuclear data have been extensively checked for inconsistencies. In particular, all
decay paths are closed (i.e. terminate in a nuclide present in the database) and all branching
ratios are consistent (i.e. sum = 100%).

The effort to have consistent databases was partly driven by practical considerations which
come naturally if those databases are to be used in a simulation code. As a result, the fact of
having such an innovative code and such a reliable nuclear database makes our simulation
program unique.

3.5  TARC general Monte Carlo code

In order to reduce the computing time needed to simulate the TARC experiment, it has been
decided to factorize the problem into a number of transport steps. In the first step the neutrons
generated by the high-energy proton beam described by the FLUKA program are followed in
the lead block without detectors (‘Cube’ program) until they escape the block or are captured
(Fig. 14).

Fig. 14: Complete simulation of the secondary neutron shower produced by a single 3.5 GeV/c primary
proton and transported in the entire TARC lead assembly until all the neutrons are captured or escape from
the volume.
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During this transport, a Data Summary Tape (DST) is produced. This is a condensed
description of the neutrons escaping from the system or crossing internal boundaries4

providing source terms for further calculations. Creating such a tape has the advantage of
allowing repeated and various analyses with the same neutron source.

All crossings of the same neutron in and out of a block are recorded. In the successive
transport steps (‘Detector’ program), the effect of the surrounding lead can thus be neglected
and all incoming neutrons can be used as independent source neutrons and neutrons exiting the
block must be discarded. This simplifies the problem of the simulation of specific detectors.
This approximation is correct only if the perturbation introduced by the detector is negligible.
The magnitude of this perturbation can be evaluated by comparing the unperturbed and the
perturbed exiting neutron spectrum which was done for each detector used in this study (see
Section 5).

While simulating a detector in a single instrumented block, the same neutron sample is run
more than once. This introduces some correlation in the events, but if the neutron sample is
large enough to be representative of the true neutron population, the error should be negligible
as the neutron histories will be different because of different random numbers.

The size of 15 cm around the instrumentation hole has been chosen to be large enough to
allow the randomization of the neutron flux due to scattering in lead and to minimize the
perturbations due to the presence of detectors.

All the neutrons escaping the lead assembly are recorded. These neutrons are used as
independent source neutrons in subsequent Monte Carlo calculations (‘CAVE’ program) where
they are propagated into the area surrounding the lead assembly (hereafter called cave). Those
scattered back onto the lead assembly are recorded on a special history tape and used to
recompute the detector response and evaluate the effect of background coming from neutron
reflections on the concrete walls surrounding the experimental hall.

3.5.1  Systematic errors and technical checks on the Monte Carlo flux calculation

The TARC flux measurements have to be compared to the prediction of the TARC Monte
Carlo chain: FLUKA for the spallation followed by Cube for neutron transport below
19.6 MeV and finally by Detector, a specific code simulating the detector response. This
detailed comparison is an important prerequisite step for the understanding of Adiabatic
Resonance Crossing. It is therefore crucial to assess precisely the agreement between the data
and the prediction. This requires not only technical checks of the Monte Carlo calculation,
ensuring that the whole chain, from FLUKA to the detector simulation is handled in a
consistent way, but also an evaluation of the systematic errors.

3.5.1.1  Systematics errors on the Monte Carlo simulation

The main systematic error contributions to the calculation of the neutron flux come from:

(1) The simulation of the spallation process in FLUKA and the neutron transport down to
19.6 MeV for which the major sources of uncertainties can be summarized as follows:

– Cross-sections: (mostly reaction cross-sections) for protons and neutrons in the
energy range of interest (20 MeV to 3 GeV): The r.m.s. deviation between the

4. Each time the surface of one of the 240 15 × 15 × 15 cm3 boxes around the instrumented holes is crossed
by a neutron, an entry is logged into the binary DST file.
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cross-section adopted in FLUKA and available experimental data for lead is below
10%. The error introduced in the calculations is significantly smaller in the bulk of
the cascade since at the energies of TARC almost all protons interact inelastically
before being ranged out by ionization losses. Larger errors could arise at a few
interaction lengths from the build-up region where, however, TARC results are
mostly dominated by the diffusion of low-energy neutrons, rather than by local
production due to the tails of the high-energy cascade.

– Neutron production model: The model used in FLUKA for the description of
nuclear interactions has been extensively benchmarked against several sets of
experimental data. Double differential data about neutron production in lead are
available for energies from 20 MeV to 3 GeV. The predicted double differential
spectra agree with the experimental data within a factor two and often much better
over the full range of energies and angles. The resulting agreement on angle
integrated spectra which are expected to be most relevant for TARC is typically
within 10–20% over most energy spectra. The total neutron multiplicity can be
predicted with errors not exceeding 10%. These errors are significantly reduced in a
thick target cascade owing to a significant averaging among different energies and to
overall constraints (like energy conservation).
We can take 15–20% as an estimate of the systematic error coming from the
simulation of the spallation process.

(2) The simulation of neutron physics in lead below 19.6 MeV (mainly uncertainties in
neutron cross-sections for lead). This contribution is estimated to be of the order of 10%.

(3) The knowledge of the chemical composition of the lead (the effect of the various
impurities).

In this case, the TARC simulation was used to study the effect, on the neutron flux, of the
various impurities contained in the lead. Four different lead qualities were considered: special
TARC lead of purity 99.99%, standard 99.99% lead purity, and purities of 99.985% and
99.97%. Table 2 gives the detailed concentration actually used [33]. For the TARC lead, we
used the measured concentrations, for the other lead qualities we changed the concentration for
all the elements for which the vendor gives the concentration and for the others which are not
known we kept the same concentrations as for TARC.

We find that within a distance of 1.5 m from the centre of the lead assembly, the average
change in fluence over the entire neutron energy range is smaller than 10% for qualities 99.99
and 99.985. For quality 99.97 the decrease in flux below 5 eV reaches 30% (Fig. 15).

In order to assess the systematic error contribution from the uncertainty in the impurity
content of the TARC lead, we have run the simulation with concentrations modified in the
following way: (1) all concentrations increased by two standard deviations (C = C + 2σc); (2)
all concentrations decreased by two standard deviations (C = C – 2σc). Then we computed the
fluence ratio between the two cases (Fig. 16). The change of fluence is generally small,
negligible above 1 eV, and it reaches 6% at thermal neutron energy. This implies that the effect
on the TARC neutron fluence measurement of the uncertainty in the impurity concentration in
the lead is negligible, over the energy range of interest.
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Table 2: Details of the impurity contents for the various qualities of lead used in this study

Element TARC content (appm) 99.99% 99.985% 99.97%

Ag
27Al
75As

197Au
11B

138Ba
9Be

209Bi
79Br

C
Ca
Cd

140Ce
35Cl

59Co
Cr

133Cs
Cu
19F
Fe

69Ga
74Ge

Hf
202Hg

127I
In
Ir
K

139La
7Li
Mg

55Mn
Mo
14N

23Na
93Nb

142Nd
Ni

16O
Os

31P
106Pd
141Pr
194Pt
85Rb

Re

3.78
1.9E-2
5.5E-3
7.9E-4
2.7E-3
4.8E-4
4.9E-4

19
1.2E-2

1.2
1.6E-2
8.8E-2
1.1E-4
1.5E-2
3.6E-4
1.5E-2
5.5E-3
9.5E-2
2.3E-3
7.0E-3
3.0E-3
2.6E-3
6.8E-4
1.2E-1
3.1E-3
1.5E-3
8.6E-4
1.9E-2
1.6E-4
2.6E-4
3.2E-3
1.5E-3
2.4E-3
0.99

5.9E-3
4.1E-4
1.0E-3
3.3E-2
3.97

2.1E-3
7.2E-4
2.6E-3
1.5E-4
5.4E-3
6.8E-3
9.1E-4

10
0
1

7.9E-4
2.7E-3
4.8E-4
4.9E-4

50
1.2E-2

1.2
0

8.8E-2
1.1E-4
1.5E-2

0
0

5.5E-3
10

2.3E-3
1

3.0E-3
2.6E-3
6.8E-4
1.2E-1
3.1E-3
1.5E-3
8.6E-4
1.9E-2
1.6E-4
2.6E-4
3.2E-3
1.5E-3
2.4E-3
0.99

5.9E-3
4.1E-4
1.0E-3

1
3.97

2.1E-3
7.2E-4
2.6E-3
1.5E-4
5.4E-3
6.8E-3
9.1E-4

15
5
5

7.9E-4
2.7E-3
4.8E-4
4.9E-4

110
1.2E-2

1.2
10

8.8E-2
1.1E-4
1.5E-2

5
5

5.5E-3
10

2.3E-3
15

3.0E-3
2.6E-3
6.8E-4
1.2E-1
3.1E-3
1.5E-3
8.6E-4
1.9E-2
1.6E-4
2.6E-4

5
5

2.4E-3
0.99

5.9E-3
4.1E-4
1.0E-3

5
3.97

2.1E-3
7.2E-4
2.6E-3
1.5E-4
5.4E-3
6.8E-3
9.1E-4

50
5
10

7.9E-4
2.7E-3
4.8E-4
4.9E-4

250
1.2E-2

1.2
10

8.8E-2
1.1E-4
1.5E-2

5
5

5.5E-3
10

2.3E-3
15

3.0E-3
2.6E-3
6.8E-4
1.2E-1
3.1E-3
1.5E-3
8.6E-4
1.9E-2
1.6E-4
2.6E-4

5
5

2.4E-3
0.99

5.9E-3
4.1E-4
1.0E-3

10
3.97

2.1E-3
7.2E-4
2.6E-3
1.5E-4
5.4E-3
6.8E-3
9.1E-4



21

Table 2: Details of the impurity contents for the various qualities of lead used in this study (Continuation)

Fig. 15: Variation of the ratio of neutron fluence in TARC lead to neutron fluence in lead with different
impurity contents as a function of distance to the centre of the lead assembly. The neutron fluence is
considered in the energy range from 1.0 eV to 5.0 eV.

Element TARC content (appm) 99.99% 99.985% 99.97%

103Rh
102Ru

32S
Sb

45Sc
80Se

Si
Sn

88Sr
181Ta
128Te
232Th

Ti
205Tl
238U

V
W

89Y
Zn
Zr

9.5E-3
2.7E-3
4.0E-2
1.4E-1
1.5E-4
2.0E-2
1.3E-2
3.6E-3
1.3E-4
5.0E-2
2.2E-1
5.2E-4
3.5E-4

4.6
2.0E-4
1.8E-4
5.6E-3
7.2E-5
3.6E-3
4.1E-4

9.5E-3
2.7E-3

1
1

1.5E-4
2.0E-2
1.3E-2

1
1.3E-4
5.0E-2

5
5.2E-4

1
4.6

2.0E-4
1.8E-4
5.6E-3
7.2E-5

1
4.1E-4

9.5E-3
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10
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2.0E-4
1.8E-4
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Fig. 16: Ratio of neutron fluences obtained with modified concentrations by ± 2 standard deviations with
respect to TARC nominal concentrations.

In order to study more specifically the effect of silver, we have run the simulation for a
silver concentration increased by a factor 10 [C(Ag) = 37.8 ppm]. The ratio of fluences with
the increased silver concentration to the normal TARC concentration shows no effects down to
neutron energies of 50 eV. A spectacular effect is found, as expected, below the main silver
resonance of 5.2 eV, where the fluence drops by 20% (Fig. 17). This allows the effect of silver
to be quantified. A variation of the silver concentration by 2 standard deviations, implies a
maximum flux change by 0.7%, well below the other main sources of systematic errors.

We conclude that the error coming form the uncertainty in impurity concentrations in the
TARC lead is safely negligible.

Fig. 17: Ratio of neutron fluences obtained with a modified silver concentration by a factor 10 with respect
to the TARC nominal value.
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The total systematic uncertainty in the flux calculation, over the neutron energy range
covered by TARC, from thermal neutrons to a few MeV, even though hard to pin down
precisely, is estimated to be not larger than 25%.

3.5.1.2  Comparison between fluences from 2.5 GeV/c and 3.5 GeV/c protons as function of
the neutron energy

It has always been assumed that the ratio of neutron fluences produced by protons of
different energies is independent from neutron energy. We have verified, using our simulation,
that this is indeed the case, at least in the neutron energy range between thermal and a few
MeV (Fig. 18).

Fig. 18: Ratio of fluences produced by 3.5 GeV/c and 2.5 GeV/c protons in TARC, as a function of
neutron energy (hole 10, z = +7.5 cm).

These systematic checks, together with many more trivial checks, allowed us to develop
confidence in the results obtained, and gave us a good understanding of the detailed neutron
behaviour in lead, which is one of the main objectives of the TARC experiment.

3.5.2  TARC geometry description

The centre of the TARC reference system is at the geometrical centre of the lead volume
and the beam is along the positive z axis. The y axis is along the vertical direction. The general
layout of the assembly is shown in Fig. 19.

The 12 instrumentation holes and the beam hole have been included in the simulation.
A virtual box of 15 × 15 cm2 in cross-section and 300 cm in length is placed around each
instrumented hole (diameter 64 mm). This box is further subdivided into 20 slices along z,
each one 15 cm long. The coordinates of the centres of the blocks in the TARC Monte Carlo
reference system are listed in Table 3.

Concerning the computer simulation of the back-scattered neutrons from the surrounding
case, a detailed description of the area surrounding the lead assembly is used [34] (see also
Section 2).

A more complete description of the Monte Carlo technique developed both for the Energy
Amplifier and for the TARC experiment can be found in Ref. [8].
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Fig. 19: Schematic view of the simulated lead assembly. The z-axis is along the beam direction (into the
page).

Table 3: Summary of the coordinates of the centres of the 12 instrumented holes in the 334 ton lead
assembly volume. The beam is introduced through a 77.2 mm diameter and 1.2 m long blind hole.

4  Study of the Energy–Time Correlation with CeF3 Counters

4.1  Introduction

In the TARC slowing-down lead spectrometer, a correlation develops between the time at
which a neutron is observed and its velocity, hence its kinetic energy [35]–[38]:

(2)

where ξ, the average lethargy change, is given by:

 . (3)

The diffusion mean free path λs of a neutron in the lead medium is practically constant over
the energy range between 0.1 eV and a few keV; v is the velocity of the observed neutron at
time t, and v0 is the initial velocity corresponding to the energy E0 at which the neutron was
created at time t = 0; mn and mPb are respectively the neutron and lead nucleus masses. This

Hole no. x (m) y (m) Hole no. x (m) y (m)

1
3
5
7
9
11

1.05
0.15
0.00
0.00
0.00
–0.60

0.00
0.00
–0.60
0.90
1.50
0.30

2
4
6
8
10
12

0.60
0.00
0.00
0.00
–0.45
–1.05

0.30
–1.50
0.60
1.20
0.00
0.00

Y

X

8

6
7

2 11

1 3 10 12

5

4

9

  
t = −







2 1 1

0

λ
ξ

s
v v

ξ α
α

α α≡ +
−

( ) ≈ × ≡
−( )
+( )

−1
1

9 6 10 3
2

2ln . with Pb n

Pb n

m m

m m



25

relation can be rewritten in a slightly different form, relating the time of observation to the
mean energy of the neutron:

 . (4)

It is relation (4) which is used by slowing-down spectrometers, in particular for several
detectors in TARC (CeF3 counter, 3He scintillation counter and 6Li/233U counter), to obtain the
energy of neutrons from the measurement of the time between the arrival of the beam pulse,
and the time of the neutron interaction in the detector.

The actual value of the K parameter has been experimentally determined (see Section 4.3).
The quantity t0 can be considered as a time correction owing to the fact that the initial neutron
is not created at infinite energy but at energy E0 and at velocity v0. In practice, all spallation
neutrons are not created at the same energy, nor at the same place, nor at exactly the same time
and, in addition, the first part of the slowing down process is dominated by inelastic scattering.
Therefore, t0 is a phenomenological constant which has to be estimated experimentally and, in
our case, was checked using our simulation code and verified experimentally.

4.2  Analysis of the simulated correlation function

In practice, the energy–time relation is not a one-to-one relation but the mean value of a
correlation function C(E,t). The energy–time correlation function obtained by Monte Carlo
simulation is presented in Fig. 20(a) and 20(b). These Monte Carlo data are displayed in a
different way in Fig. 21, where one can observe that the quantity  is almost
constant over the energy range 0.1 eV to 10 keV, with K = 173.3 keV × µs2 and t0 = 0.37 µs. It
is instructive to study more specifically the dispersion of K by showing several slices at fixed
energies of the distribution obtained (Fig. 22).

Fig. 20(a): Distribution of neutron energies and times from the Monte Carlo simulation.
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Fig. 20(b): Evolution of the width of the correlation function shown in part (a), as a function of time (time
distribution for various neutron energy slices).

Fig. 21: Correlation function between energy E and the quantity  as obtained from our Monte
Carlo simulation.
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Fig. 22: Energy slices of the correlation function displayed in Fig. 21, as a function of 
illustrating that K is indeed constant and showing the dispersion of the energy–time correlation. Gaussian
fits are superimposed.

A cut at fixed t in the C(E,t) correlation function gives a quasi-Gaussian energy curve with a
typical spread σE/E = 0.13 between 3 eV and 1 keV. A cut at fixed energy E also gives a
quasi-Gaussian time distribution with a typical spread σt(E). Assuming that the shape at fixed
energy is given by:

(5)

the variation of σt(E) with E can be parametrized in the following way:

(6)

and

(7)

where E is in eV and σt in µs.

From the energy–time relation, in the low-energy region E < 4 eV, we can derive:

(8)

which is consistent with the theoretical calculation derived by Bergmann [37] which gives:

. (9)
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4.3  Experimental parameters of the correlation function

When measuring a neutron interaction between times t and t + ∆t its corresponding energy
is located at  within a quasi-Gaussian distribution. Using these properties we can
characterize experimentally the energy–time correlation by measuring K and the time
dispersion σt for well-defined neutron energies. Hence, for well-isolated strong and narrow
known neutron capture resonances, K and σt can be determined by detecting the time
distribution of neutron captures at these resonances.

For instance, a resonance at 5 eV with a width of 0.1 eV is located at t ≈ 200 µs with a
time-width of 16 µs. The CeF3 detector described below (see Section 7) detects the prompt γ’s
following the neutron captures with a time resolution of typically 0.2 µs. An example of a
recorded time spectrum is given in Fig. 23 for a tantalum target.

Fig. 23: Time spectra of neutron captures recorded with the CeF3 detector with and without a tantalum
target. The lower spectrum corresponds to the captures in tantalum obtained after background subtraction.

In the case of tantalum, for the determination of K and σt we selected only the first
well-isolated resonance at 4.28 eV (t ≈ 200 µs). After background subtraction, the selected
peak is fitted with a Gaussian distribution superimposed onto a local exponential level:

 . (10)

This type of fit gives, for the resonance studied, at energy Ei, both the associated time ti and
the dispersion σt (ti).
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The following targets natTa, natAu, natAg, natIn, natMn and 99Tc have been used. For these
targets the selected resonances are given in Table 4 with the positions in the lead volume where
the measurements were made.

Table 4: Experimental parameters for the determination of the energy–time correlation function, including
the position at which the measurement was performed

The extracted energy–time correlation is shown in Fig. 24. Using relation (4) the K
coefficient can be determined for each individual resonance. Figure 25 shows the variation of
the extracted values obtained in different positions in the lead block as a function of the
resonance energy. Throughout this study we fixed the t0 parameter at 0.37 µs, the value given
by a full Monte Carlo simulation. Note that for all resonances except that at 337 eV of 55Mn
the K determination is almost insensitive to t0, as expected since their ti values are large
compared to t0 (larger that 90 µs).

Fig. 24: Time vs energy for the selected resonances. Note that the error bars are smaller than the symbols.
The straight line is the best log–log fit.

Target
(resonance energy)

Time recorded
(µs)

Width
(µs)

Position
[Hole, z (cm)]

K value
(keV × µs2)

181Ta  (4.28 eV)
197Au  (4.906 eV)
109Ag  (5.19 eV)
99Tc  (5.584 eV)
115In  (9.07 eV)
107Ag  (16.30 eV)
55Mn  (337 eV)

199.5 ± 1
187.1 ± 1
180.7 ± 1
175.2 ± 0.9
136.9 ± 0.7
102.3 ± 0.6
22.4 ± 0.3

16 ± 2.7
17.5 ± 2.8
13.1 ± 2.1
14.7 ± 2.8
8.84 ± 1.1
6.0 ± 0.7
1.9 ± 0.4
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Fig. 25: Extracted experimental K-values for different energies at different positions in the lead volume.

From all K determinations, using the analysis of the various resonances mentioned above,
the final experimental value of K is:

Kexp = 172 ± 2 keV × µs2

in agreement with the value extracted from fitting the corresponding simulation data:

Ksimulation = 173 ± 3 keV × µs2 .

Note that this experimental value of K is somewhat different from the estimation of
K = 165 keV × µs2 used by Chou and Werle [39] and we can only speculate that the difference
is due to their much smaller lead volume since they do not describe their energy–time
calibration nor the time distribution of their neutron source and the exact chemical purity of
their lead.

We could not measure t0 with high precision, even with the 337 eV resonance of 55Mn. The
corresponding t + t0 value is 22.6 µs and the time accuracy of the ti determination is estimated
to 0.2 µs. We checked that the value t0 = 0.37 µs corresponds to the central value of 55Mn
measurements. The error on t0 is then set at ± 0.2 µs and is included in the time measurement
error.

Using the same well-separated neutron capture resonances in eight different targets it has
been possible to measure the σt dispersion at eight different neutron energies. After conversion
of the time dispersion σt to energy dispersion σE, the relative energy dispersion σE/E was
plotted versus the neutron energy (Fig. 26). The comparison with the simulation results shows
a good overall agreement, although experimental values of σE seem to be 15% higher than the
simulation data. This small discrepancy may be associated with flux perturbations due to the
presence of the detector material and target and is of negligible consequence for the use of the
energy–time relation for TARC.
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Fig. 26: Extracted values of the correlation function dispersion σ(E)/E for different resonance energies,
compared to the simulation and the analytical calculation from Ref. [37].

4.4  Conclusion

The energy–time correlation function has been experimentally determined for a number of
neutron energies and positions in the lead volume. Experimental results are in very good
agreement with complete simulation calculations. Recalling that the time width of the neutron
source is very small (20 ns) this systematic study shows that the actual TARC lead volume is a
very efficient neutron spectrometer with a precisely determined energy–time correlation
function, well reproduced by Monte Carlo simulation. The energy–time calibration obtained
here is then used by the other detectors measuring time to obtain neutron energy (6Li/233U,
3He scintillation mode).

5  Neutron Fluence Measurements

5.1  Neutron fluence and neutron flux

5.1.1  Definition of neutron fluence

For a number of people not expert in neutron physics, it is easy to get confused by the
definition of neutron fluence and neutron flux. Therefore, in an attempt to save time and effort
for the reader, we propose a few practical remarks on the notion of neutron fluence and neutron
flux, some of them inspired from Ref. [40].

First, we must apologize for still using sometimes the word ‘flux’ which the International
Commission for Radiological Units (ICRU) has banned and replaced by ‘fluence rate’, but
which we still find quite convenient.

Let us recall here that for monoenergetic neutrons of velocity V (m/s), and of density n
(neutrons/m3), the neutron flux is defined as φ = V × n and is a quantity such that, upon
multiplying by the macroscopic cross-section Σ for the process considered (Σ ≡ N × σ, where
N is the number of scattering centres per unit volume, and σ the cross-section for the process),
one obtains the neutron reaction rate per unit volume.
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This flux quantity must not be confused with the rate of particles crossing a surface element,
which is a ‘current’ and which depends on the orientation of the surface with respect to the
direction of the particles.

We call ‘fluence’ the integral of the flux over a certain period of time, which is what we
measure in TARC. We are interested in the neutron fluence produced by a proton of a given
energy. In practice, we measure the ‘fluence’ per number of incident protons on the lead
assembly. Most of our results are given as a fluence per 109 protons, in practice, integrating the
flux over time from zero to infinity.

In TARC we used several different practical ways to compute the neutron fluence, in some
cases as a cross-check that the procedures were correct:

(1) dN/dSperp is calculated as the number of neutrons crossing a small surface element dS,
with dSperp = dS × cos θ, where θ is the angle between the neutron direction and the
normal to the surface element. One can note that in this process, considering all neutron
directions, if the small surface is a disk, then it will describe a spherical surface in space
of area 4 × dS. The neutron flux φ will be the number of neutrons penetrating this
spherical surface per unit time from all sides (in an isotropic flux, one has φ/2 neutrons
penetrating a 1 cm2 disk surface per second).

(2) It is more practical in Monte Carlo calculations to compute the average fluence in a
volume element dV as d�/dV, where d� is the total track length of neutrons in the volume
element dV. If the space distribution of neutrons does not change too abruptly, this
allows one, by selecting appropriate volume elements, to obtain better statistics. It is
clear that the larger the region, the larger the systematic uncertainty on the flux. In
TARC, we have tested several volumes (sphere with diameter equal to the diameter of
one hole, cylinder of length 15 cm with the same diameter as a hole, etc.) and found that
the difference in flux obtained was negligible compared to usual statistical errors.

(3) In the data we usually record the number of interactions in a detector, therefore, we
compute the neutron fluence as the quantity (1/Σ) × dN/dV, where dN is the number of
interactions in volume element dV.

Of course, the three methods are equivalent. In this TARC report, we usually quote the
quantity F for fluence and φ for flux. Please note also that the isolethargic distribution
dF/dln(E) is equal to E × dF/dE which in practice means that one is taking bins which have a
constant width in the natural logarithm of energy.

5.1.2  Properties of lead

Lead plays the major role in ARC, by providing neutrons by spallation, by having the
appropriate properties already discussed in Section 1, in particular, its transparency to neutrons
and its very uniform and high elastic scattering cross-section shown in Fig. 27, and its heavy
atomic mass. It is these properties which determine the characteristics of the neutron fluence in
TARC.
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Fig. 27: Neutron capture and neutron elastic scattering cross-sections in natural lead (from the JENDL-3.2
database).

5.2  Low-energy neutrons (En ≤ 50 keV) using energy–time correlation

5.2.1  6Li/233U target silicon detectors

The spallation neutrons, generated at time zero by GeV protons hitting the lead volume,
give at position  a neutron flux  which is measured with a detection system using
the exothermic reactions 6Li(n,t)α or 233U(n,fission). The reaction rate versus time is
proportional to the quantity . Provided the cross-section σ(E) is known, the
measurement of the reaction rate gives an experimental access to the quantity  as
explained in detail below.

5.2.1.1  The silicon detector and data recording

The charged particles produced in the reactions 6Li(n,t)α (Q = 4780 keV) or 233U(n,fission)
(Q = 180 MeV) are recorded by two silicon detectors (Fig. 28) (with surface of 10 × 10 mm2

and thickness 300 µm). Two thin-foil targets of 1 × 1 cm2 separated by a 0.1 mm foil of lead,
are inserted between two silicon detectors. The 6Li target is made of a lithium (95% of 6Li)
fluoride (LiF) layer of either 50 µg/cm2 or 100 µg/cm2 deposited on a 50 µg/cm2 polyethylene
backing. The 233U target of 200 µg/cm2 is pure 233U electro-deposited on a 200 µm thick
aluminium foil.

The output signal from the charge-preamplifier is encoded, after amplification, by an 8-bit
flash-ADC (8192 channels, 0.1 µs/channel). Examples of flash records are shown on Fig. 29
where alpha particles, tritons or fission fragments can be clearly identified. The beam intensity
in this experiment ranges typically from 3 × 107 to a few 108 protons/shot.

A threshold on the amplitude spectra (Fig. 30) selects without ambiguity the charged
particle signals: α’s, tritons or fission products. After processing of the data, time spectra of
detected reactions by unit time ndet(t), normalized to 109 protons are obtained (Fig. 31).
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Fig. 28: Schematics of the silicon-detector ensemble showing both the 233U and 6LiF targets.

Fig. 29: Examples of flash-ADC recordings for 6Li and 233U targets. In the 233U target flash, small
amplitude pulses correspond to α-particles emitted by 233U. The electronic gain used with the 233U target
is lower than for the 6LiF target. The counting of α’s from 233U was made with special runs with a higher
gain to separate better the α’s from the noise.
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Fig. 30: Amplitude spectra for 6Li (upper histogram) and 233U (lower histogram) targets, showing the
selection windows. The higher energy peak in the upper spectrum is produced by a pulser.

 

Fig. 31: Typical 6Li(n,t) and 233U(n,f) reactions time spectra recorded with the silicon detector and
comparison with the simulation (lines).

5.2.1.2  Extraction of neutron fluences from experimental measurements

The number of detected reactions  detected in the time interval
(t, t + ∆t), for a given number of incident protons (109), is given by:

 , (11)

where Ntarget is the number of target atoms,  is the mean neutron flux in the target
volume at position , σ(E) is the 6Li(n,t) or 233U(n,f) reaction cross-section. Because of the
target’s small thickness and the relatively small amount of detector material, with small
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neutron cross-sections, the local flux is not significantly perturbed by the target itself. This has
been checked explicitly by Monte Carlo simulation.

The expression (11) shows that for a time interval ∆t around t, the number of detected
reactions depend on the integral of  over all neutron energies present at t in the
interval ∆t. We define, for a given t value, the flux  as:

 , (12)

where M(E,t) is a normalized probability distribution with  which describes
the energy distribution of neutrons detected in the interval (t, t + ∆t). From relation (12) one
deduces:

 , (13)

 appears to be the differential of the neutron fluence in the ∆t interval (integrated on
E). The relation (11) can now be written as:

 . (14)

We then define a mean cross-section :

 . (15)

This mean cross-section at time t is assumed to be the mean cross-section at energy .
This convolution is computed using the analytical parametrization of M(E,t) (see Section 4)
and the JENDL database cross-section for (n,t) or (n,f) reactions. The fluence  can be
converted into  using the  relation [Eq. (4), Section 4]. It corresponds to the
fluence measured in the interval (t, t + ∆t). The differential neutron fluence  at energy

 is then given by:

 . (16)

In order to determine absolute values of fluences, we still have to determine the quantity
ε Ntarget.

5.2.1.2.1  Experimental determination of ε Ntarget

This determination is made by using the 233U target–Si detector ensemble, in which the Si
junction is detecting both α’s coming from natural decay of 233U and fission fragment (ff) with
respective efficiency εα and εff. The number of α’s detected per second is given by:

 , (17)

where λU3 is the radioactive 233U decay constant and NU3 the number of 233U atoms. The
number nα can be measured precisely, λU3 is well known.

The number of fission fragments detected per unit of time (shown in Fig. 31) is given by:

 . (18)

The efficiencies εff and εα can be taken as equal to a common value ε because the 233U
target is very thin (200 µg/cm2) and because collimators in front of the Si detector stop the α
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and fission fragments with large incident angles. The quantity ε × NU3 is extracted from
relation (17). Using relation (18),  is given by:

 . (19)

The detection efficiency of the 6Li-target–Si junction ensemble was determined assuming
that the same neutron flux is measured both by 233U and 6Li detectors located in the same
position. This normalization procedure introduces a systematic error estimated at 6%.

5.2.1.2.2  Errors on fluence determination with 6Li/233U silicon detector

The differential fluence  is determined by time measurement using relation (19).
This formula can be expressed as a function of time using the energy–time relation determined
with the CeF3 measurements (Section 4). Assuming that for the main part of the
measurements, the cross-section  (both for 6Li or 233U) is given by

  , 

where A is a constant, we get

  , 

neglecting t0. The term 

 

and then  becomes:

 . (20)

In this relation ndet (t) represents the normalized number of captures per 109 protons. Then
ndet (t) = 109 nmeasured (t)/I where I is the total number of protons in the run. Errors on t, K, and
A are independent, then the uncertainty on f writes as:

 . (21)

In this expression the first term δnmeasured/nmeasured represents the relative statistical error
and the others describe the relative systematic errors:

– the relative error on nα is estimated to be 6% mainly due to the normalization procedure
used to calibrate the 6Li target measurement;

– the relative error on the beam intensity δI/I is 5%;

– the relative error on the coefficient A, δA/A, is estimated to be 10%;

– the error on time determination is δt = 0.5 µs (including the error on t0). Then δt/t ranges
from 13% to 0.1% between 10 keV and 1 eV;

– The relative error δK/K has been estimated to be 1.2%.

Consequently, the experimental results for fluence determinations from thermal energies up
to 10 keV have a relative systematic uncertainty of 14 to 28%.
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5.2.1.3  Fluence energy and spatial dependence

A mapping was made in 72 positions scanning distances to the centre of the lead volume
from 30 cm to 190 cm.

Typical fluence energy distributions from 3.5 GeV/c protons collected at several positions in
the lead volume are presented in Fig. 32. Figure 33 shows the spatial distribution of all flux
measurements for some selected neutron energy intervals (0.1 eV to 1 keV) as function of the
detector radial distance to the centre of the lead volume (negative values of r correspond to
z < 0). These distributions are well fitted by Gaussian shaped curves.

The fluence shape is in agreement with the theoretical fluence for mono-energetic point-like
neutron source  given by the Fermi age theory modified by an energy-dependent
absorption term:

 ;     . (22)

Indicative values of the parameters, for 3.5 GeV/c protons, are:

E0 ≈ 1.5 MeV a ≈ (8 ± 1) 107 neutrons/cm2 per 109 protons

b ≈ 103 cm2 c ≈ 0.5 eV1/2

In fact the b parameter has to be adjusted to fit the data at different energies. Its variation has
been parametrized by a function bexp changing slowly with the neutron energy E. The
theoretical value  is given as a function of the lethargy and of the neutron mean free path
λs by:

     with     λs ≈ 2.76 cm  . (23)

The experimental value  has been found slowly energy-dependent with the
parametrization:

 . (24)

A comparison of this model with experimental results is shown in Fig. 34.

Note that this representation provides a simplified and compact way to describe all the
experimental data assuming that fluences have a quasispherical symmetry, although this is not
strictly exact for short radial distances near the spallation source centre or large radial distances
near the edge of the lead volume. In principle the parameter a can lead to the number of
neutrons created per proton by the spallation process. But the a value is extracted by fitting the
flux for neutron energies below 1 keV and at this stage there has been sizeable absorption,
leakage out of the lead assembly, and (n,xn) production. 

While most of the measurements have been made using a proton beam of 3.5 GeV/c, a few
measurements have also been made at 2.5 GeV/c. The associated fluence energy spectra for
both beam energies are compared. As expected these fluences are proportional to each other, in
the measured energy range. This is illustrated in Fig. 35 and leads to the measured ratio:

 . (25)
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Fig. 32: Neutron fluence measured at different positions with silicon detectors for 109 incoming protons at
3.5 GeV/c compared to the simulation.

Fig. 33: 6LiF and 233U experimental and simulated neutron fluences for some fixed energies as a function
of the radial distance for 109 incoming protons at 3.5 GeV/c. The solid lines correspond to fits with the
Fermi age theory function using the parametrization from formula (24).
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Fig. 34: Isolethargic fluence experimental spectrum EdF/dE compared with the Fermi age theory, with and
without the absorption term.

Fig. 35: Example of ratio of differential fluences obtained with the two beam momenta (3.5 GeV/c and
2.5 GeV/c) both measured at the same position (hole 10, z = +7.5 cm) inside the lead volume.

This result is not too far off the expected value coming from the ratio of beam kinetic
energies Rkinetic = 1.59 5, if the number of primary spallation neutrons is proportional to the
proton kinetic energy.

5. We have data for proton momenta of 3.568 GeV/c and 2.499 GeV/c. The kinetic energy is then
T = 2.75 GeV and T = 1.73 GeV, respectively.
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5.2.1.3.1  Comparison with our simulation

The measured fluence at various positions was compared to Monte Carlo simulations
(Fig. 36). In order to show a global comparison of simulation and data, we calculated the ratio
r = 〈data/MC〉 . The bracket means that the averaged value is made over the energy range 1 eV
to 1 keV. The distribution of the residuals, 1 – r, obtained for all runs (Fig. 37), shows excellent
average agreement with the simulation with a narrow dispersion of the r values (8% consistent
with the run-to-run fluctuations).

Fig. 36: Isolethargic fluence E × dF/dE at 3.5 GeV/c at different positions compared with Monte Carlo
simulation.

Fig. 37: Number of runs versus 1 – r (see text). 1 – 〈r〉 = 0.05 ± 0.09. A Gaussian fit is also shown. The
mean value of the distribution is found to be 0.05 ± 0.09.
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5.2.2  3He scintillation counter

5.2.2.1  Description of the counter

The 3He scintillation detector uses the 3He(n,p)3H reaction which has a positive Q value of
0.764 MeV [41].

The energy lost by the charged products of the reaction slowing down in the gas mixture
leads to the emission of light with an intensity proportional to the energy deposited in the gas.
The photons emitted in the atomic de-excitation and recombination processes, following the
electromagnetic interactions with the electrons of the gas atoms through which the reaction
products lose their kinetic energy, have an energy of about 20 eV (62 nm) [42]. In order to
increase the scintillation light output, instead of using pure 3He we used a mixture of 3He with
Xe since the number of scintillation photons per MeV for Xe is three times more than for He
and since a mixture of at least 10% Xe (the rest is He) gives as much light output as pure Xe
[42]. Xenon produces light at 172 nm and is also used as a wavelength shifter that shifts part of
the 3He scintillation photons from 62 nm to 172 nm [42].

In order to increase further the light output and match it to the maximum response of the
photomultiplier photocathode used to observe the gas scintillation (above 300 nm), a layer of
p-terphenyl [41] was vacuum-deposited on a highly reflective coating of MgO [43] on the inner
walls and on the base of the chamber. P-terphenyl is a wavelength shifter that absorbs the
ultraviolet emissions at 172 nm and part of the 20 eV photons, re-emitting at 340 nm [44].
P-terphenyl is also evaporated on the internal surface of the quartz window of the chamber
(cut-off at 160 nm [45]) to wavelength-shift the direct photons.

The 3He scintillation chamber (Fig. 38) is cylindrical with internal diameter 40 mm and
length 59 mm and is made of stainless steel. For the optical connection to the photomultiplier
we used a quartz window 4 mm thick, sitting on a copper ring with 27 mm internal diameter
and 4 mm width.

Fig. 38: Schematics of the 3He scintillation chamber.

We note that p-terphenyl evaporates at room temperature and becomes an impurity in the
gas, thus quenching the photon emission [42]. In order to calibrate continuously the variation
of the efficiency of the gas mixture with time, we installed a 5.5 MeV 241Am alpha source at
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the bottom of the chamber (in the centre). The gas deterioration, due to the evaporation of the
p-terphenyl, is observed as the displacement of the alpha photopeak with time (Fig. 39). The
diameter of the active surface of the source is 6 mm while the diameter of the whole surface is
15 mm. In order to minimize shadowing effects from the source we installed around the active
surface of the source a copper ring on which MgO and p-terphenyl layers were deposited.

The range of 1.5 cm for 5.5 MeV α particles [46] and the corresponding mixture were
chosen because both the total pressure (3.93 bar) of the mixture and the consumption of 3He
are low, while the light output is satisfactory, according to the results of the measurements
shown in Fig. 40.

Fig. 39: Monitoring the 3He counter efficiency with the 241Am 5.5 MeV alpha photopeak for the same
filling of the chamber. Curves 1, 2, 3 and 4 correspond to times t = 0, 1 h, 2 h and 4 h respectively.

Fig. 40: Mean position of the 5.5 MeV alpha photopeak as a function of Xe percentage for a 4He–Xe
mixture. The lines are guides for the eye (made with a polyonymial fit), while the error bars represent the
sigmas of the distribution of every photopeak (as calculated with Gaussian fits).
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5.2.2.2  Measurements and data analysis

There are two sets of measurements: data taken in October 1996 at the proton momentum of
3.5 GeV/c and in May 1997 at the proton momentum of 2.5 GeV/c. Table 5 shows all the
positions studied during the two sets of measurements.

Table 5: Summary of positions (hole number and z-coordinate) at which measurements were made in
TARC with the 3He scintillation counter. For the definition of holes and coordinates see Section 2. The unit
is centimetres.

To obtain the time spectrum for the above positions, the signal of the photomultiplier (PM)
is directed to a 200 MHz channel PM amplifier and then to an 8-bit ICARUS FADC with a
sampling rate of 100 ns.

For each of the above positions we also took measurements using the mixture (1.18 bar Xe,
2.75 bar 4He) for background subtraction. These background measurements have been
normalized to the same proton beam intensity and subsequently subtracted from the spectra.

In order to evaluate the deterioration of the gas mixture with time (due to evaporation of
p-terphenyl), we made at the beginning of every run one calibration measurement using the
internal α source in the chamber. Then by fitting the α photo-peak to a Gaussian we extracted
the number of photoelectrons (the number of photoelectrons is equal to the square of the ratio
mean over sigma of the Gaussian), corresponding to the α photopeak for every calibration
measurement. In this way, for each run we could obtain the gas calibration factor.

For each run of the first set of measurements in 1996 (3.5 GeV/c) we accepted the events
with a PS shot intensity between 3 × 107 and 9 × 107 protons while for the second set of
measurements in 1997 (2.5 GeV/c) we accepted the events with shot intensity between 107 and
5 × 107 protons. We note here that for the second set of measurements (2.5 GeV/c) the beam
intensity was a factor of two smaller. We normalized every shot to a beam average of
6 × 107 protons per shot (for both sets) and we also corrected for the gas deterioration using the
calibration measurements. For every run we added all the pulses bin by bin, divided by the
number of shots and thus calculated the mean pulse (Fig. 41). The same procedure was applied
in order to obtain the mean pulse for every background run (Fig. 41). The background
subtraction was made using the calculation of the mean pulses of the signal (3He) and of the
background (4He) runs for all corresponding runs (Fig. 42).

The ratios of data taken with 3.5 GeV/c protons over data taken with 2.5 GeV/c protons
presented in Table 6 are expected to follow the ratio of the kinetic energies of the beams which
is 1.59. The fit of the ratio of data for hole 3, at z = +67.5 cm for the two different proton
momenta (Fig. 43) shows that indeed this ratio is constant over the neutron energy range
considered and consistent with the expected value.
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Fig. 41: Mean signal i.e. integrated charge (FADC channel) (3He) [upper curve] and mean background
(4He) [lower curve] pulses with 100 ns binning at hole 10, z = +7.5 cm, 500 V (2.5 GeV/c proton run).

Fig. 42: 3He signal i.e. integrated charge (FADC channel) minus background (4He) with 100 ns binning at
hole 10, z = +7.5 cm, 500 V (2.5 GeV/c proton run).
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Fig. 43: Example of ratio of fluence with 3.5 GeV/c protons over fluence with 2.5 GeV/c protons for
hole 10, z = +7.5 cm. The fitted ratio 1.67 is consistent with the value 1.59 ratio of the kinetic energies of
the proton beam.

Table 6: Ratio of 3He signal i.e. integrated charge (FADC channel) minus background (4He) for 3.5 GeV/c
proton runs over the signal for 2.5 GeV/c proton runs as calculated by fitting the ratios of the
corresponding data for various holes and positions. (The errors shown are statistical while the systematic
error is 6%.)

5.2.2.3  Comparison of data with Monte Carlo simulation

We used the TARC Monte Carlo simulation code developed by the CERN EET group [32]
in order to make a comparison with the measurements. The complete geometry of the 3He
scintillation chamber has been described in the simulation. The device was placed in the
middle of a DST volume (15 × 15 × 15 cm3 lead box with a hollow cylinder of radius 3.2 cm
and length 11 cm that contains air).

Average ratios from 3He measured signals i.e. integrated charge (FADC channel) corrected
for background (4He) to Monte Carlo simulation for the different positions and holes and for
the three different sets of measurements corresponding to PM voltages of 450, 500 and 550 V
(Table 7) show that the data are consistent with the simulation of the entire set of operating
parameters. An example of ratio distribution is shown in Fig. 44.
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Table 7: Ratios of 3He signal i.e. integrated charge (FADC channel) background (4He) subtracted to
Monte Carlo for various positions and PM voltages for 3.5 GeV/c protons

Fig. 44: Fits of the ratios of 3He signal i.e. integrated charge (FADC channel) background (4He) subtracted
to Monte Carlo for various positions in hole 3, a PM voltage of 500 V and for 3.5 GeV/c protons.

We also made tests of the 3He scintillation chamber using neutrons produced by the
t(p,n)3He reaction at the Bordeaux van de Graaff accelerator. The aim of these measurements
(Fig. 45) was to determine the ratio of the light emission from the 3He(n,p)3H reaction with
thermal neutrons to the light emission of the 5.5 MeV 241Am alpha source.

The ratio of the thermal neutron peak over the alpha peak was found from these
measurements to be 0.137 ± 0.002, which is compatible with the expected value of the ratio
0.764 MeV/5.5 MeV = 0.139.
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Fig. 45: (a) Signal and background measurements in logarithmic scale for thermal neutrons; (b) Signal
after background subtraction in linear scale (without subtracting the alpha peak).

5.2.2.4  Neutron fluence calculation

The neutron fluence was calculated using the relation:

(26)

where Nevents(E) is the number of events as a function of energy in the counter volume, σ(E)
the cross-section for the 3He(n,p)3H reaction, F(E) the neutron fluence, and Natoms the number
of 3He atoms in the counter volume equal to 11.017 × 1020 atoms for the gas mixture we used.
The number of events as a function of time is obtained by converting the data spectrum via the
calibration factor of the FADC for a given photomultiplier voltage. The data spectrum is the
result of the subtraction of the mean background spectrum [the one obtained using only 4He
i.e. integrated charge (FADC channel) as a function of time] from the mean signal spectrum
(the one obtained using the mixture of 3He and 4He).

In order to obtain the number of events as a function of energy we use the mean
energy–time relation:

 . (27)

For a given binning in energy (100 equal lethargy bins from 10–2 eV up to 105 eV), for each
energy bin the corresponding time window is calculated via the mean energy–time relation.
The contents of the time bins within this time window are taken from the data spectrum
(100 ns binning) and are subsequently converted, via the FADC calibration factor for a given
photomultiplier voltage, to number of events.

Selected from all the positions measured in the lead assembly (Table 5), Fig. 46 presents
typical fluence measurements as a function of neutron energy for hole 3, as obtained from the
data for a photomultiplier voltage of 450 V with a binning of 100 ns at a proton momentum of
3.5 GeV/c.
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Fig. 46: Neutron fluences (E × dF/dE) versus neutron energy, for 109 protons of 3.5 GeV/c in hole 3. The
curves correspond, from top to bottom, to the positions: z = +7.5 cm, +37.5 cm, +67.5 cm, +97.5 cm, and
+112.5 cm.

5.2.2.5  Systematic errors

We estimate that the systematic errors are:

– 5% in the proton intensity, mainly related to the Al(p,3pn)24Na cross-section uncertainty,
used for the beam transformer calibration.

– 3% due to the uncertainty in the absolute gas pressure. The precision of the absolute
pressure meter is 0.001 bar. However, the uncertainty of 10° due to the cooling trap
induces an error of approximately 3%.

– 0.6% due to error on the estimation of K in the energy–time relation from ∆k/k = 1.2%.

– 12% due to the conversion of the FADC channels to number of events. The factors
contributing to this uncertainty are 2.5% from the range of the FADC (256 channels
correspond to 3.00 ± 0.075 mV); 7% from the amplification precision of Lecroy 612 A
with an amplification factor 10 ± 0.07; 5% from the precision of the 11-bit Lecroy ADC
[47], 512 ± 25.6 pC, and 12% in the gain due to the error in the value of the coefficient α
set by the dynode material and to the geometry of the photomultiplier. (The error in the
gain depends on the voltage and is 12% for 450 V, 10% for 500 V, 8.4% for 550 V and
6.7% for 600 V.)

– Error on the value of t and t0, dominant at high energy region (8% at 1 keV, 54% at
50 keV).

From the above contributions the error in the proton intensity is common for all detectors in
the TARC experiment, while the errors on the energy–time relation and on the value of t and t0
are common for the 3He scintillation detector and the 6LiF detectors. In summary the
systematic error ranges from 13.5% to 55% for neutron energy from 0.1 eV to 50 keV.
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5.2.2.6  Consistency with other flux measurements in the TARC experiment

In this section we present a comparison with the data taken with the lithium fluoride (6LiF)
detectors (Figs. 47 and 48), (see Section 5.2.1). These detectors have a neutron energy range
similar to that of the 3He scintillation detector.

Fig. 47: Neutron fluence per electronvolt for 109 protons at 2.5 GeV/c as a function of distance from the
centre of the lead volume at energies 0.1 eV, 1 eV, 5 eV, 10 eV, 18 eV, 100 eV, 480 eV, 1 keV, 10 keV and
50 keV from the 3He scintillation detector, 6LiF silicon detectors and Monte Carlo. Lines represent
Gaussian fits to the Monte Carlo points.

Fig. 48: Neutron fluence per electronvolt for 109 protons at 3.5 GeV/c as a function of radial distance from
the centre of the lead volume at energies 1.46 eV, 4.96 eV, 18.9 eV, 100 eV, 480 eV, 10 keV and 50 keV
from activation foils, the 3He scintillation detector and Monte Carlo for two cases: with and without the
presence of the 3He detector. Lines represent Gaussian fits to the Monte Carlo points (diamond shape)
without detector.
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The energies 1.46 eV, 4.96 eV, and 18.9 eV have been chosen because at these energies the
gold, indium, and tungsten used in activation foils exhibit strong resonances in their neutron
absorption cross-sections (see Section 5.2.3). The energy of 480 eV is of particular interest,
since it is the energy of the 98Mo capture resonance.

As seen from all the above plots, the data from different detectors are consistent between
themselves and are also consistent with the Monte Carlo predictions.

5.2.3  Triple-foil activation

Some additional checks were made of the neutron fluence at low energies, using the
activation foil technique [48]. The method consists of activating in the TARC lead volume
triple foils of a material such as typically gold (197Au), with a very high resonance in its
neutron capture cross-section (27 405 barns at 4.9 eV in the case of gold). The foil thickness is
chosen so that the outer foils are essentially opaque to neutrons at the resonance energy. The
difference between the average activity of the outer foils and the activity of the central foil,
provides a measurement of the neutron fluence at the resonance energy. As an example, in the
case of gold, we find that both the average activity of the outer foils and the difference between
outer and central foils are well reproduced by our Monte Carlo simulation (Fig. 49). This
implies that the neutron fluence at 4.9 eV is correct. Similarly the neutron fluence at 1.46 eV
and 18.9 eV was checked with 115In and 188W foils respectively.

A summary of neutron fluence measurements from all the low energy detectors (6Li/233U,
3He scintillation mode and activation foils) (Fig. 48) shows that all the measurements are
consistent with one another and with the Monte Carlo prediction. We estimate that in the case
of activation foils the systematic error on the fluence measurement is about 10%.

Fig. 49: Experimental and Monte Carlo mean activity S and resonance activity A for gold foils.

5.2.4  Thermoluminescence detectors

A further test was made using the thermoluminescence technique to probe the neutron
fluence below 0.5 eV [49]. The technique is well known for measuring radiation doses. In our
case we irradiated pairs of 6LiF–7LiF sandwiches, either covered with cadmium to shield from
the neutrons below 0.5 eV or uncovered. From the measurements of the neutron dose (from the
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difference between 6Li and 7Li), and taking advantage of the fact that the LiF material was
thick enough to totally absorb neutrons below 0.5 eV, the integral neutron fluence through the
detector could be evaluated (Fig. 50), and was found consistent with the simulation. This
completes our low energy checks of the neutron fluence in TARC. 

Fig. 50: Thermal neutron fluence (E < 0.5 eV) as a function of the radial distance in the lead block. The
line is an eye guide connecting the experimental points (triangles). The black squares are Monte Carlo
simulation.

5.3  High-energy neutrons (10 keV to 2 MeV) with 3He ionization counters

5.3.1  Introduction

As already explained in previous sections, it is neutrons in the low-energy range that are
most important for long-lived fission fragment transmutation. Neutron energies up to 10 keV
are covered by several detectors, mainly the 3He scintillation counter and the (6LiF, 233U) Si
detectors. However, the birth of neutrons takes place in the high-energy range, where the
competition between capture resonances, elastic and inelastic collisions, and multiplicative
(n,xn) reactions will determine the available neutron flux at lower energies. In addition, the
knowledge of the neutron flux in the region of the spallation cascade, dominated by the
high-energy neutrons, is very important for the design of the spallation target, one major item
of any ADS design, in particular for the Energy Amplifier. The 3He ionization chamber is the
main TARC detector covering the neutron spallation energy region.

Ionization chambers filled with 3He are standard detectors for fast neutron spectroscopy i.e.
in the energy range from tens of keV to a few MeV [50]. Neutrons entering such detectors
interact with the 3He gas through the exothermic reaction:

n + 3He → p + 3H + Q     where     Q = 764 keV.

The simplicity of the well-known cross-section together with the noble gas properties and
the high Q-value make 3He detectors well-suited for spectrometry both in the proportional or
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ionization modes. In the latter case, in most of the applications, a Frisch grid (Figs. 51 and 52)
has been added in order to maximize the energy resolution. Resolution is the most crucial
parameter when one is trying to have the lower end of the detectable neutron energy spectrum
separated from the overwhelming thermal peak background given by the (n,p) reaction. The
most important factors that affect the energy resolution are general parameters such as
amplifier noise, pulse shaping, mechanical vibrations, homogeneity of the electric field, and
peculiar ones linked to neutron detection such as wall effects and recoil effects at high
energies.

5.3.2  Description of the counter

Since the best results have been obtained with gridded ionization chambers of the
Cutler–Shalev type [51], our 3He spectrometer is based on the same principle with, however, a
major additional implementation: good signals can be selected to correspond only to tracks
fully contained in a well-defined fiducial gas volume, determined by a system of guard
electrodes and proportional counters which allow the suppression of unwanted events by
anticoincidence (veto) (Fig. 51).

Fig. 51: Transverse view of the 3He ionization detector, with indication of the equipotential lines.

Since 3He has a very large neutron capture cross-section for low and intermediate energies
the counter length of 140 mm, defining a total internal volume of ~ 330 cm3, was chosen to
have a sensitive volume giving a counting rate not exceeding a few kilohertz, and to minimize
perturbation of the gradual slowing down of neutrons in lead.

A detailed description of the counter geometry can be found in Ref. [8].

The counter mechanics (Fig. 52) basically consists of two flanges spaced and kept together
by two semi-cylindrical shells 0.3 mm thick (also made of stainless steel 304L), having a
diameter of 54.8 mm and a length of 88 mm. Each flange, holding the counter’s wires, is made
of two parts:

18 Ground wires
(∅  100 µm)

18 Veto sense wires
(∅  20 µm)

GRID1
20 wires

(∅  150 µm)

Anode
(∅  1 mm)

GRID2 (Ground)
36 wires

(∅  100 µm)

Ring Diameters:
   Grid 1: 10 mm
   Grid 2: 43.8 mm
   Veto wire ring: 49.3 mm
   Inner wall: 56.3 mm

GAS:
   3He: 4 atm
   Ar: 2 atm
   CH4: 0.4 atm

∅  56.3 mm
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(a) an external aluminium ring, 8 mm thick, with an outer diameter of 55.4 mm and an
internal diameter of 25 mm;

(b) an internal insulating (Stesalite) disk, 5 mm thick, inserted in the aluminium ring and
supporting the central detecting anode and the cylindrical Frisch grid.

Fig. 52: 3D sketch of the 3He ionization detector. 1) Stainless steel flange (welded); 2) stainless steel 
container; 3) Al bouchon ring; 4) Stesalite insulator; 5) insulating layer; 6) bouchon veto.

A first innovation with respect to most 3He neutron counters is represented by veto-guard
end tubes surrounding the anode edges having a diameter of 3 mm and a length in the active
area of 8 mm. These veto tubes allowed the detection of pulses induced by neutron tracks near
to or in the end flanges.

The anode and guard tubes are surrounded by the Frisch circular grid (10 mm diameter)
made of a ring of 20 Cu-Be wires, each with a diameter of 150 µm. The choice of the above
geometrical parameters results in an electrical shielding inefficiency of ~ 7% and imposes a
ratio Vanode/Vgrid > 3 to have ~ 100% transparency for electrons [52].

The anticoincidence, with respect to the external cylindrical surface, is provided by a
system of proportional wires stretched on the external aluminium ring. It consists of two rings
of wires:

(a) an internal ring (Grid 2) having a diameter of 43.8 mm made of 36 Cu-Be 100 µm wires
all grounded to the aluminium plates, which defines the outer diameter of the effective
detecting volume;

(b) an external ring with a diameter of 49.3 mm, made of 36 wires, alternatively one 20 µm
gold-plated tungsten anode and one grounded Cu-Be 100 µm wire.

Assuming a full efficiency for the anticoincidence counters and including the effect of the
lateral guard tubes, the total effective sensitive volume, to which the neutron spectra can be
normalized, is ~ 118 cm3, with a geometrical ratio Volgrid/Voltotal ~ 5%.

Grid wires ∅  0.1 mm 
(36 wires equidistant on diameter 43.8)

Anode wire ∅  1 mm

Grid wires ∅  0.15 mm 
(20 wires equidistant on diameter 10)

Operating pressure: 7 bars
Safety pressure:     20 bars

Tig welding

Field wires ∅  0.1 mm and veto wires ∅  0.02 mm
alternatively (2×18 wires equidistant on diameter 49.3)
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The 3He ionization counter was filled with a gas mixture of 4 atm of 3He, 2 atm of Ar, and
0.4 atm of CH4.

The counter works in induction mode and, therefore, the input signal to the preamplifier is
the direct charge produced by ionization by the products of the neutron interaction in the gas
mixture. Since the electron yield is one electron per 30 eV, the ionization for a thermal neutron
delivering 764 keV corresponds typically to ~ 25 500 electrons or 4 fC. It clearly appears that
the electronic thermal noise introduced by the first stage becomes the most important
parameter concerning the energy resolution. A low noise preamplifier from the ICARUS
experiment [53] was used.

5.3.3  The signals from the counter

5.3.3.1  Signals recorded

The signals from the detector are recorded through four FADC channels, corresponding to
the anode, grid, and the radial and longitudinal (guard end tube) vetoes.

The anode amplitude is proportional to the energy released in the fiducial volume, in the
form of gas ionization, by the charged particles resulting from the neutron reactions with the
gas nuclei. The neutron energy is computed from this signal. Figure 53 shows the shape of a
typical recorded anode signal.

Fig. 53: Typical anode signal (signal actually recorded at TARC).

The FADC memory is locked when the anode signal becomes larger than a predefined
trigger level (typically 20% of the signal size in the thermal peak). The time with respect to the
arrival at the TARC lead volume of the closest preceding proton (or pion) candidate as father of
the neutron which generated the signal is computed combining the anode signal information
with the beam hodoscope 4-fold coincidences signals (see the beam instrumentation,
Section 2.2.3) recorded by FADC modules synchronized to the 3He counter. This time
difference is used to select events produced by high-energy neutrons. Events are selected to
have a maximum delay from the father proton candidate of 5 µs. In practice, a hardware
selection at 10 µs is applied during data-taking and the final 5 µs cut is applied by the offline
event selection. Figure 54 shows the effects of this selection on the reduction of the epithermal
peak.
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Fig. 54: Selection of high-energy neutrons from the difference between the time of arrival of the father
candidate and time of detection of the anode signal (run 1622). The inset shows the projection on the
neutron energy axis using a logarithmic scale for the number of events.

For a general event with the particle tracks randomly oriented but well within the fiducial
volume, the grid signal is expected first to rise significantly and then to fall down, at least down
to the baseline. Following these principles, a complex analysis has been applied to the grid
signal (Fig. 55) to select only events whose tracks are well inside the fiducial volume
(excluding the grid) and with no significant loss of energy.

Fig. 55: Typical grid signal and the various parameters used in the event analysis and selection. The inset is
a blown-up region between 20.5 and 26.5 µs showing how gsl is defined.
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The two vetoes collect signals only if a fraction of the ionization is produced outside the
fiducial volume. The presence of any significant signal in these channels indicates the
possibility of incomplete signal collection on the anode channel. A more detailed description
of the event selection criteria can be found in Ref. [54].

5.3.4  Calibration of the counter with monochromatic neutrons and simulation of the
detector response to neutrons

The 3He counter response to monoenergetic neutrons was measured in the calibration
experiments performed in the CEN-Bordeaux-Gradignan Van de Graaff accelerator. In these
experiments a monochromatic proton beam was sent on thin targets of tritium and 7Li. In the
targets the (p,n) reaction produces a monochromatic neutron beam (for a fixed angle with
respect to the proton beam). The counter was illuminated with these neutron beams at zero
degree and the response function was directly measured (Fig. 56). 

Fig. 56: Detector response to a monochromatic neutron beam of 2014 keV at the CEN-Bordeaux-
Gradignan van de Graaff accelerator.

It was also possible to compute, from the Bordeaux calibration, the efficiency of the
detector in the (n,p) peak as the number of signals for a given neutron fluence and to compare
with the quasitransparent approximation for the detector response (Fig. 57). In this
quasitransparent approximation, the detector efficiency is obtained as the product of the
3He(n,p) reaction cross-section, times the total number of 3He nuclei in the fiducial volume,
times the probability for the event to be accepted by the selection cuts (mainly the geometrical
efficiency), times the probability of collection of the complete ionization charge released in the
chamber.

The error bars in Fig. 57 correspond only to the statistical fluctuations. In addition, the
uncertainties on the proton intensity (5%), the exposure time (2%), the production reaction
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cross-section (2.5%), the thickness of the (3H and 7Li) targets (2%), the effect of the position
of the 3He counters with respect to the targets (8%), and the possible dead time (2%) produce a
total systematic uncertainty on the detector efficiency calibration of 10%. The combination of
the statistical and systematic errors add from 10 to 15% to peak efficiency uncertainties.
Similar considerations apply to the uncertainties on the convolution matrix.

Fig. 57: (n,p) peak efficiency of the 3He counter versus the neutron energy.

5.3.5  Detector resolution

As already mentioned when describing the electronic chain, the thermal noise in the
preamplifiers is the largest component in chamber resolution. Using electronic pulses
corresponding to 25 500 electrons (equivalent to 764 keV) injected into the preamplifier input,
the resolution is measured to be 4.9% (FWHM).

The actual resolution of the chamber obtained with the help of an 241Am-Be (alpha,n)
neutron source, after thermalizing the neutrons by surrounding the counter with 10 cm of
paraffin and screening against background neutrons with a thick layer of B4C (~ 5 cm) is 5.1%
(FWHM), confirming that the resolution is dominated by the electronics.

During the actual data taking at the TARC experiment the resolution obtained by fitting the
thermal peak with a Gaussian function is typically 5.9% (FWHM).

5.3.6  TARC experimental data set

A secondary PS beam [17] collected behind a target hit by the 26 GeV protons from the PS
provided typical pulses of 5000 to 10 000 particles (2.5 GeV/c), during a 400 ms spill, every
14.4 s. A time-of-flight system was able to identify protons with 5σ separation but it was not
possible to identify pions from other light particles.

5.3.7  Monte Carlo simulation of the experiment

The full flux measurement experiment with the 3He ionization counter has been simulated
combining the standard TARC simulation with the detailed detector simulation.

5.3.8  Fluence determination

For each position the collected signal spectra have been computed and normalized to the
beam intensity. Because of the complex response function of the 3He ionization detector to
monoenergetic neutrons, the fluence energy spectra cannot in general be obtained with high
precision, by simple division of the observed signal spectra by the counter efficiency. A
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deconvolution process is required. However, it should be noted that given the very rapidly
decreasing flux with increasing energy in the high-energy range in TARC, the error on the
direct flux calculation method can be acceptable for some positions and energy ranges.

Both methods have been used for the analysis of the TARC data as both, after small
corrections, provide measurements with reduced and different systematic uncertainties,
resulting in complementary information.

The simplest method to extract an estimate of the fluence from the signal, that we shall call
the peak efficiency method, consists of dividing, bin by bin, the histogram of signal amplitudes
by the detector efficiency in the (n,p) peak (Fig. 57), after applying a small correction
dependent on the detector position. In the direct peak efficiency, for each energy bin we ignore
the contributions from elastic collisions of neutrons at higher energies resulting in an energy
deposited corresponding to the bin under study. At TARC, the fluence decreases very steeply at
high energies and, as a consequence, the fraction of signals in a given energy bin coming from
neutrons with energies inside the same energy bin, through direct (n,p) reaction, is very high
for energies sufficiently low (typically below about 2 MeV) (Figs. 58 and 59). The fraction of
(n,p) signals is, within errors, larger than 80% for all positions. An average energy-independent
correction factor has been computed to take into account this difference, for each individual
measurement position. The values for the corrections are in all cases smaller than 10% and the
maximum systematic error left from this analysis method is also 10% (much smaller at far
positions).

The second method used to extract the fluence is what we call the deconvolution method. It
is described in detail in Ref. [54]. It is an attempt to take into account additional (n,p)
contributions coming from recoiling nuclei produced by neutron elastic scattering mainly on
hydrogen (contained in methane) and on 3He.

Figures 58 and 59 show the ratios, computed by Monte Carlo simulation, between signals
produced in a specific energy bin by the neutrons with less than 2.4 MeV with respect to the
complete neutron spectra. The ratio is very close to 1 for low neutron energies but can be as
low as 80% for neutron energies close to 2 MeV. Similarly to what was done in the first
analysis method, an energy-independent correction factor has been computed for each
individual position. This correction is again always smaller than 10% and the residual
systematic uncertainty is also smaller than 10%.

One additional consequence of both analysis methods is that the fluence can only be
computed with small uncertainties up to a maximum energy varying for each measuring
position. In any case, the statistics available at higher energies is very small and the statistical
errors prevent any evaluation of the neutron fluence, above ~ 2 MeV. The systematic errors on
the fluence measurements are estimated to be 16 to 18%.

The validity of these methods of fluence extraction from the signal histograms has been
checked with the full TARC Monte Carlo simulation.

Figure 60 shows the measured neutron fluence energy spectra at different positions
extracted from the signal histogram associated to proton-generated neutrons, using the two
analysis methods and compared with the direct Monte Carlo predictions for those positions.
The error bars include both the statistical and the systematic error. A generally good agreement
is found at low energies, that extends up to 1.5 MeV for positions not too close to the spallation
cascade, whereas for closer positions the measurements indicate larger neutron fluences at high
energies than what was predicted by the Monte Carlo simulation.



60

Fig. 58: Fraction of (n,p) signals in all events and fraction of signals (all n,p included) from neutrons of
energy lower than 2.4 MeV for several positions in instrumentation hole 3 obtained from our Monte Carlo
simulation (close to the centre of the lead volume where the neutron energy spectrum is harder).

Fig. 59: Fraction of (n,p) signals in all events and fraction of signals (all n,p included) from neutrons of
energy lower than 2.4 MeV for several positions in the instrumentation holes 10, 7, and 8 obtained from
our Monte Carlo simulation (close to the centre of the lead volume where the neutron energy spectrum is
harder).
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Fig. 60: Measured neutron fluence spectra produced by 2.5 GeV/c protons, at different positions in the
TARC lead assembly.

For positions sufficiently far from the spallation cascade, 40 cm or more, there is good
agreement between data and Monte Carlo (Fig. 61). On the other hand, for close positions the
agreement is good up to 200 keV, getting worse for higher energies (Fig. 61). In this last case
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the experimental values for the fluence are always larger than the neutron fluence from the
Monte Carlo. One possible explanation for part of this difference is the fact that the positions
where there are discrepancies are deeply inside the spallation cascade and this has two
consequences. First, some very high energy neutrons (E > 20 MeV) are present but not
included in the Monte Carlo estimation of the signals histogram, and consequently in the
required corrections for the analysis methods. This is because neutrons above 20 MeV are
treated in the FLUKA step, and their contribution to the fluence is not retained. Second, at
these positions, in addition to neutrons, there is also a substantial fluence of high-energy
photons and charged particles. The detector is designed to have a high rejection factor for
signals coming from these particles, but residuals will contribute to the observed differences.

Fig. 61: Distribution of the neutron fluence as a function of distance with respect to the center of the TARC
lead volume, at different energies measured by the 3He ionization counter. The minus signs indicate
positions at z < 0.

5.3.9  Conclusion

An innovative system of signal collection has allowed us to use the full anode and grid
signal shapes for the data analysis, achieving enhanced rejection of unwanted events such as
pile-ups, events produced outside the fiducial volume, and events with incomplete energy
collection.

The energy spectra of the neutron fluence were measured in the range from a few tens of
keV up to about 1.5 MeV. The precise range of reliable measurements depends on the hardness
of the neutron fluence spectra and consequently is a function of the distance from the
measurement position and the spallation target.

As the statistics is generally limited we tried to combine the signals coming from protons
with those coming from pions [54]. This is possible because of the very similar shape of the
neutron fluence energy spectra produced by the two types of particles with the same nominal
momentum at TARC (2.5 GeV/c). This is confirmed both by our experimental data and by the
Monte Carlo simulation. However, the very large uncertainty on the pion beam intensity
prevents this merging of data from being quantitatively significant.
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In spite of the many difficulties in performing such measurements, a reasonable agreement
is found with our Monte Carlo predictions both for the neutron flux energy and space
distributions, especially good for positions outside the spallation cascade core extending over
40–50 cm from the centre of the cascade. 

The 3He ionization counter measurements are unique because they cover the energy region
where the shape of the fluence energy distribution changes very rapidly and is very sensitive to
the properties of the spallation process (Fig. 62). This gives us at the same time a direct test of
the neutron transport in the energy region dominated by the lead capture resonances.

Fig. 62: Distribution of the neutron fluence versus its energy measured by the 3He ionization detector in
the TARC lead volume (hole 10, z = +7.5 cm). The other data come from 3He scintillation and 6Li/233U
detectors. The histogram is the Monte Carlo simulation. All data were taken with protons of 2.5 GeV/c
momentum.

5.4  High-energy neutrons with activation methods

5.4.1  Fissions in 232Th, and 237Np

The distribution of fission rates in the TARC lead volume was measured using fissionable
materials (232Th, Unatural, 

235U, 239Pu and 237Np) in close contact with Lexan track-etch
detectors, which can detect the produced fission fragments. Integral measurements of the
high-energy neutron fluence (En > 1.4 MeV) obtained from fission on 232Th, provide the most
significant additional check of the neutron fluence at high energy.

Only 232Th and 237Np measurements are reported here. The details of the technique used as
well as the other measurements can be found in Ref. [55].

The fission cross-section of 232Th is negligible for neutrons with energies En < 1.4 MeV but
becomes significant for neutrons with higher energies. This makes the 232Th a good tool to
study the integral neutron fluence for energies above 1.4 MeV. Our data are in excellent
agreement with the Monte Carlo prediction (Fig. 63).

For 237Np this is not the case (Fig. 64) pointing out a potential problem with the 237Np
fission cross-section database. 

The error on the simulation was estimated to be 10% coming mainly from the Monte Carlo
simulation statistical error and from the uncertainty on cross-section data from different
databases. The second stage of TARC Monte Carlo simulation processes only neutrons with
energy E < 19.6 MeV. However, there is a small contribution of neutrons with higher energies
(E > 19.6 MeV) in the case of 232Th and 237Np which was calculated in the FLUKA stage and
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found to represent typically 12% and 10% of the neutrons with energy 1.4 MeV < En < 19.6 MeV,
at z = 7.5 cm in holes 3 and 10, respectively. For 232Th the average fission cross-section of
0.27 b for neutrons with energy En > 1.4 MeV (used as a reference for the fluence
measurements of neutrons with En > 1.4 MeV) and the cross-section from the ENDF/B-VI
database were compared (Fig. 63). Both gave similar results within the above errors although
the Monte Carlo results using the ENDF/B-VI database are slightly underestimated, since they
do not include neutrons above 19.6 MeV.

Fig. 63: Measurement of fission rates in 232Th as a function of distance from the centre of the lead volume,
in hole 3 (black squares), in other holes (stars) and comparison with the TARC Monte Carlo simulation
using ENDF/B-VI (open circles) and using a step function cross-section (0.27 b) (open triangles).

Fig. 64: Measurement of fission rates in 237Np as a function of distance from the centre of the lead volume,
in hole 3 (black squares) and comparison with the Monte Carlo simulations using ENDF/B-VI (open
circles), JENDL-3.2 (open triangles).

In the case of 237Np the fission rates predicted by ENDF/B-VI and JENDL-3.2 show
differences ranging from 11% near the centre of the lead volume to a factor 3 larger for
JENDL-3.2 at a distance 1.5 m from the centre. This indicates large inaccuracies in the 237Np
fission cross-section (Fig. 65). However, this does not explain the discrepancy with our data
which are a factor 2 higher than the prediction (Fig. 64).
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Fig. 65: The fission cross-section of 237Np from the JENDL-3.2 (full line) and ENDF/B-VI (dotted line)
data libraries as a function of neutron energy.

In conclusion, Lexan is an integral fission fragment detector. It measures fission fragments
produced in the converter by the whole energy spectrum of incident neutrons. However, owing
to the properties of the fission cross-section of the 232Th converter and its neutron energy
threshold of about 1.4 MeV for fission, fluences of fast neutrons with energy greater than
1.4 MeV can be measured using the fission measurements with 232Th (see Ref. [55]). These
fast neutron fluences measurements are in agreement with the corresponding Monte Carlo
calculations, providing an important check of the high energy component of the neutron
fluence, which in addition has important implications in the design parameters of the Energy
Amplifier (fast neutron damage to structural material).

Further studies of the neutron fluence at high energies were performed with 12C(n,2n)11C
and 12C(n,3n)10C reactions. This was done using the carbon shuttle in the rabbit measurement
(Section 7.1). The reader is referred to Ref. [8] for a complete description of these
measurements.

5.5  General conclusion on neutron fluence measurements

We have used several techniques (Fig. 66) in TARC to measure neutron fluences over the
desired energy range from thermal to MeV neutrons.

The 6Li/233U detectors and the 3He detector in the scintillation mode cover the neutron
energy range from thermal up to about 100 keV and the 3He ionization detector covers the
higher energy range from 10 keV to 2 MeV. These differential measurements were
complemented by measurements at specific neutron energies with triple-foil activation
methods. Several additional cross-checks of the neutron fluence were performed, outside the
energy range covered by the electronic detectors both at low energies (< 0.5 eV) using
thermoluminescence techniques and at high energies (> 1.4 MeV) using fission measurement
in 232Th. At higher energies threshold reactions [12C(n,2n)11C (En > 22 MeV) and
12C(n,3n)10C (En > 34 MeV)] have also been studied.

In all cases, our measurements are found to be in very good agreement with our simulation
(Fig. 67). We find also, in particular with the fission measurements in 232Th, that the spatial
distribution of the high-energy component of the neutron fluence shows a significant
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forward–backward asymmetry and dies away quickly (within 50 cm from the centre of the
cascade generated by the beam protons) which is a very useful practical consideration for the
design of the EA where fast-neutron damage in structural materials must be minimized.

The data corresponding to Fig. 67 are given in the Appendix, so that they can be useful for
benchmaking of future simulation codes.

Fig. 66: Illustration of the energy ranges covered by the different detector techniques used in TARC to
measure neutron fluences.

We can use the simulation to investigate further the behaviour of neutrons in lead. We can,
for instance, switch off the neutron capture process in the simulation and observe the
modification of the neutron fluence (Fig. 68). We find that indeed, in our lead, the effect of
captures is relatively small, down to neutron energies of 1 eV. For instance, the fluence
(dF/d[ln(E)] decreases only by a factor 10 from 1 MeV to 1 eV, while if we switch off lead
captures, this factor is reduced to 5. This remaining decrease in fluence is due in part to the fact
that the lead volume is not infinite and also to a diffusion effect well accounted for in the Fermi
age theory.

We have obtained a large coherent set of neutron fluence measurements, with redundant
methods especially in the energy range below ~ 10 keV where we want to use the ARC
method. This is the first important element in our demonstration of the efficiency of the ARC
effect confirming the high transparency of lead over the whole neutron energy range. The fact
that the simulation of the neutron fluence at any point within the TARC lead volume agrees
with the data, confirms that both the spallation process (FLUKA) and the neutron diffusion and
transport (cross-sections) are well described, and constitutes a precise validation of the overall
simulation chain developed by our group (see Section 3).

Another interesting aspect of these neutron fluence measurements is that they provide a
check of the complete chain of processes from neutron production by spallation to neutron
transport until capture or escape from the lead assembly. If we assume that neutron transport is
known with good accuracy (~ 10%, see Section 3), then our measurements provide a check of
the spallation process. We can note that the number of neutrons produced and transported
down to 19.6 MeV is found to be 98 for a proton momentum of 3.5 GeV/c.
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Fig. 67: a) Example of TARC measurements of the neutron fluence. E × dF/dE is shown as a function of
neutron energy, from 2.5 and 3.57 GeV/c protons in hole number 10 (z = 7.5 cm, at a distance of 45.6 cm
from the centre of the lead volume). The Monte Carlo predictions are shown as histograms. The data are
from 6Li/233U detectors (open circles), 3He in the scintillation mode (full circles) and 3He in the ionization
mode (full squares). The error bars include both statistical and systematic errors added in quadrature;
b) Variation of the neutron fluence as a function of distance from the centre of the lead volume (the minus
sign indicates negative z positions). dF/dE is shown for a few selected energy bins. The Monte Carlo
predictions are shown as lines obtained from a Gaussian fit to Monte Carlo points. The data are shown with
the same convention as in part (a) with, in addition, data from triple-foil activations shown as full triangles.
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Fig. 68: Comparison of the neutron fluence in hole number 10, z = +7.5 cm, with and without neutron
captures in lead.

6  Neutron Capture Cross-Section Measurements as a Function of Energy

6.1  Detecting neutron capture with a CeF3 detector

The prompt γ-rays of the cascade following a neutron capture are detected using a CeF3
scintillator coupled to a quartz window photomultiplier (Philips XP–2020Q). The CeF3 has
been chosen because the neutron capture cross-section in this material is very small and its
scintillation light has fast decay-time constants (5 and 30 ns). In practice, two detectors were
assembled with scintillators cross-sections of 2 × 2 cm2 and thicknesses of 2 mm and 4 mm
respectively. The scintillator (Fig. 69) is coupled to the photocathode by a film of optical
grease, and a thin 5 µm aluminium foil is used as light reflector on the opposite face. The light
tightness was achieved with black adhesive tape. The target, usually a metallic foil, is
maintained on the scintillator with two very small pieces of tape and is covered by an
aluminium foil. The output signal from the photomultiplier is amplified by a fast amplifier
(integration time of 0.5 µs), whose output is encoded by an 8-bit flash-ADC (8192 channels,
0.1 µs/channel). An example of a flash-ADC record for a tantalum target is given in Fig. 70.

Immediately after the arrival of the proton beam burst, a high reaction rate is produced in
the detector which saturates the photomultiplier for a few microseconds. Therefore, the
counting rate for times t < 5 µs is not reliably measured. This effect induces a limitation in our
measurements. Reliable data have been obtained only for neutron energies smaller than
≈ 6 keV. As can be seen from Fig. 70, the counting rate was rather high and precise
measurement of the single-pulse time distribution was not possible. We analysed the data by
adding together all flash records, which turns out to be equivalent to a current integration
method.

The data processing is described in detail in Ref. [8]. A typical accumulated time spectrum
obtained with our 99Tc sample is shown in Fig. 71.
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Fig. 69: Schematic view of the CeF3 detector. The thicknesses of the black adhesive tape and of the
aluminium foil are 0.2 mm and 5 µm respectively.

Fig. 70: Example of a flash-ADC record for a tantalum target. This is the data corresponding to one single
proton pulse of intensity of ≈ 5 × 107 protons.

6.2  Transmutation rate

The transmutation rate is given by the time distribution of the number of captures per
incident proton. The measurement gives the time differential transmutation rate  through
the relation . This spectrum is related to the energy differential transmutation
rate  per energy unit:

(28)

For some targets (99Tc, Ag, Au) the scaling coefficient α is found by comparison of the
cumulated transmutation rate to the total transmutation rate trtot determined by the integral
measurement made by activation methods (see Section 5.2.1 and Section 7.1 for details).
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 ; (29)

if trtot is determined from activation measurements, then α can be obtained.

For the other targets, the scaling coefficient α’s were found by adjustment of the
experimental results on the Monte Carlo calculation using the JENDL database and the full
experimental set-up description.

Fig. 71: Experimental time spectra obtained for technetium. The upper figure shows spectra taken with and
without the target sample. The lower figure shows the signal spectrum obtained by subtraction of the two
upper spectra.

6.3  Apparent cross-section

It has been shown in Section 5.2.1.2 that the reaction rate can be written as:

(30)

where the neutron flux at a point  in the target volumeV, located around the position  in the
lead is defined as:

 . (31)

In this equation the correlation function M(E,t) is a normalized probability

 . 

Using the energy–time  relation, Eq. (31) can be written in an equivalent
manner:
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 . (32)

With these definitions, Eq. (30) reads:

(33)

or, since the fluence can be considered as constant over the volume of the target

 . (34)

Because of self-screening effects, this complete formulation cannot be avoided. The actual
mean fluence  can be significantly affected by the presence of the target
itself. Then we define an apparent cross-section by the following equation:

(35)

where  is the unperturbed fluence measured at position . This
apparent cross-section would be the quantity defined in Section 5,  in
the case of a very thin target without any self-screening effect. In this apparent cross-section,
both self-screening effects and averaging by the M(E,t) function, are included. Using this
formulation the unperturbed fluence measured by 6Li/233U or 3He counters  is used to
extract . The apparent cross-section can then be written as:

(36)

6.3.1  Absolute values

To obtain the apparent cross-sections given by Eq. (36) one assumes explicitly that the
efficiency, which enters the α coefficient, is constant over the observed neutron energy range
for a given target. This hypothesis which implies that the γ cascade is fairly independent of the
neutron energy seems rather reasonable, since between few keV and 0.1 eV the neutron
angular momentum with respect to the target nucleus remains mostly L = 0, the same excited
states of the compound nucleus are formed, and therefore the γ cascade can be supposed to be
independent of neutron energy. Typical energies of the cascade gammas are of the order of 1 to
2 MeV; therefore, our small scintillator (2 × 2 × 0.2 cm3) has a low intrinsic efficiency for
detecting these gamma rays, but it is more efficient for the low-gamma energies ending the
cascade. Hence we expect the efficiency to be independent of the neutron energy (0.1 eV to
few keV) but dependent on the type of target element. As a consequence neither the efficiency
nor the α coefficient can be known simply in an absolute manner.

So the CeF3 measurements alone will determine only the energy profiles of transmutation
rates, or apparent cross-sections which are sample-dependent. For the absolute values of 99Tc
transmutation rates or σapp(E) we will normalize the measured relative values using the
activation measurements made with the rabbit system.

6.3.2  Error analysis

In Eq. (36),  can be replaced by . Then the errors on σapp can be
calculated as follows:
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(37)

in which (δa/a) is the statistical error on the measurement and the other terms are systematic
errors.

From TARC fluence measurements we have (δf0/f0) = 15%, the beam intensity precisions
(δI/I) = 5% and (δK/K) = 1.2%. The error  on the normalization
procedure is estimated to 15%.

The error on the energy coming from the uncertainty on the time measurement (taken here
as δt = 0.5 µs because these measurements are involved: with target, without target and flux
measurement), ranges from 0.2% to 12% in the energy interval of interest (0.1 eV to 1 keV).

The total systematic error ranges from 24% at low neutron energy up to 26% around 1 keV.

6.4  Results

The samples used are mixtures of aluminium and technetium: 0.085 g of 99Tc in 1.7 g of Al.
They have square shape of 2 cm × 2 cm with a thickness of 1.5 mm. The background is
measured using a pure aluminium sample of same dimensions. Measurements with the same
sample have been made at different positions in the lead volume (holes 3, 5, 10 at z = 7.5 cm,
and hole 12 at z = 7.5 cm and 97.5 cm). The total transmutation rate:

(38)

compared with the integral measurement by activation, in hole 10 at z = 7.5 cm gives for the
normalization constant the value α = 0.45 ± 0.01. Figure 72 shows the differential
transmutation rate trexp(E); in fact E × trexp(E) is compared with the Monte Carlo simulated
E × trsim(E) using the JENDL database cross-section. Note that trsim(E) is obtained in the same
way as trexp(E) from the nsim(t) spectrum.

Fig. 72: Transmutation rate for technetium (99Tc) compared with the simulation using the JENDL-3.2
database. The sample is 0.085 g of 99Tc diluted in a 2 cm × 2 cm × 1.5 mm Al parallelepiped.
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The cross-section data (Fig. 73) are not extrapolated to zero thickness. An estimation of this
correction would give a value 50% higher for the larger resonance at 5.58 eV, 18% for the
resonance at 22.3 eV and no significant correction for other energies. We checked that the
cross-section data are, as expected, independent of position. The relative systematic error is, on
average, in the order of 15–20%.

Note that the general shape of the experimental apparent cross-section is in good agreement
with the full Monte Carlo simulation using the JENDL cross-section (Fig. 73). Our results are
compared with the previous measurement (which is extrapolated to zero thickness) of
J.C. Chou and H. Werle [39] in Fig. 74. 

Fig. 73: Averaged TARC (n,γ) apparent cross-section for 99Tc compared with the simulation using the
JENDL-3.2 database.

Fig. 74: Averaged TARC (n,γ) apparent cross-section for 99Tc compared with Chou and Werle’s data [39].
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These experimental results on the energy dependence of transmutation rates obtained (with
only 85 mg of 99Tc), normalized by the activation measurement (rabbit), give a quite complete
experimental check of the validity of the JENDL database neutron capture cross-section for
99Tc. It implies also that the resulting simulation is validated in detail and gives strong
confidence in the simulation of other transmutation applications.

6.5  Evaluation of the 99Tc cross-section

We have evaluated the Geel data [56] using the SAMMY code [57] and found that
integrating the neutron capture rate over the neutron energy range covered by the evaluation
(0.7 to 617 eV) leads to a + 3% increase in the predicted number of captures when compared
with JENDL-3.2, which is a small difference compared with the size of the errors quoted for
instance in the rabbit analysis. Therefore, we conclude that the new Geel data do not make any
significant change in the various predictions of the number of captures on 99Tc in TARC (most
of the captures in TARC occur on the two main resonances of 99Tc).

We have corrected the apparent TARC cross-section for both the effect of the hydrogen
contained in the plastic tape surrounding the photomultiplier tube and the effect of the 99Tc
sample thickness (21.2 mg/cm2), using the SAMMY code. The sample thickness effect is most
significant at the two main capture resonances, at 5.6 eV and 22.3 eV where its magnitude is
50% and 18%, respectively.

In both cases (JENDL-3.2 and GEEL) there is a good agreement with the cross-sections
obtained by TARC (Fig. 75), within the estimated overall systematic error of about 25%. Even
though it was not the purpose of TARC to measure cross-sections, the fact that good quality
cross-section data could be obtained from our studies of 99Tc transmutation is a check of the
general high quality of TARC data.

Fig. 75: Comparison of the TARC 99Tc(n,γ) cross-section data with an evaluation based on GEEL data and
an evaluation based on the JENDL-3.2 data library. In both cases the lines correspond to the cross sections
at 293 K and have been broadened for the slowing-down resolution (∆E/E ~ 12%).
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6.6  Results for other targets

Apparent (n,γ) cross-sections for 181Ta, 197Au, natAg, and natIn targets have also been
measured and are reported in Ref. [8].

6.7  Conclusion

TARC has shown that the energy variation of the 99Tc (n,γ) transmutation cross-section can
be validated quite accurately with short measurement times and small quantities of material.
The concept of transmutation by adiabatic resonance crossing is fully understood in a low
lethargy medium (lead). The self-shielding effect, which modifies the local flux inside the
sample volume, and the flux perturbation due to the detector itself are well taken into account
by the Monte Carlo simulation.

The transmutation rate (tr) as a function of neutron energy was measured with a good
precision using small samples of material. Reliable energy profiles have been obtained
between 1 eV up to 1 keV which represents more than 80% of the total tr. These data
combined with activation measurements provide absolute apparent cross-section measurement
for given samples. From a more general point of view, this method can be considered as very
well adapted for checking the validity (or non-validity) of present database cross-sections for
transmutation calculation. Finally, it can be stressed that in this experiment neutron fluences
and transmutation rates have been measured independently and both agree well with our
Monte Carlo simulations.

7  Test of Transmutation of Long-Lived Fission Fragments

7.1  99Tc rabbit integral transmutation rate measurements

One of the main goals of the TARC experiment is the study of transmutation of Long-Lived
Fission Fragments (LLFFs) using Adiabatic Resonance Crossing (ARC). After having
demonstrated that the neutron flux in the lead volume has the expected properties, we have
measured directly the transmutation rate for the most important LLFFs in order to complete the
demonstration that ARC works effectively, choosing two LLFFs of major relevance: 99Tc and
129I (which represent about 95% of the LLFF radiotoxicity). In a system such as the Energy
Amplifier (EA) [2], where the actinides from PWR spent fuel are incinerated, LLFFs such as
99Tc and 129I generate the main contribution to the long-term radiotoxicity (> 500 years). A
spallation neutron, surviving the lead capture resonances, cannot miss a given resonance
energy such as 5.6 eV in 99Tc. In its ‘adiabatic’ slowing down process, a neutron will sweep all
energies with very small steps of constant ∆E/E, until it is captured with high probability on an
‘impurity’ with a high resonance in its capture cross-section, as is the case for 99Tc (Fig. 76).
As already explained in Section 1 the TARC effect maximizes the efficiency of the process.

In the case of 99Tc the two main resonances at 5.6 eV and 22.3 eV correspond, because of
the energy–time correlation (Section 4), to neutron captures occurring respectively 175 and
87 µs (Fig. 76) after the arrival of the proton beam.

7.1.1  Motivation

By neutron capture the 99Tc (2.1 × 105 years half-life) becomes 100Tc (15.8 s half-life)
which in turn decays into the excited states of 100Ru, finally stable. The ‘rabbit system’ method
consists in evaluating the number of 99Tc nuclei transmuted by counting of the 100Tc
de-excitation photons. Since the 99Tc itself is radioactive, and given the complex structure of
the photon energy spectra produced by the irradiated 99Tc sample, we use a pair of
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high-efficiency, High-Purity germanium (HPGe) detectors. They provide sufficient photon
energy resolution to identify and count the number of photons in each individual characteristic
line. The two germanium counters provide redundancy of information allowing detailed
systematic studies. To reduce the radiation background and avoid damage to the HPGe by the
fast neutrons present in the irradiation area, the sample is transferred to a remote counting
station by a pneumatic system (described in Section 7.1.2).

Fig. 76: 99Tc neutron capture cross-section as a function of neutron kinetic energy (from the JENDL-3.2
database). The times from the arrival of the proton pulse corresponding to the two main capture resonances
are indicated.

7.1.2  Experimental set-up

A primary fast extracted proton beam with 2.75 GeV of kinetic energy (3.5 GeV/c
momentum) and an intensity of a few times 109 protons per pulse was used, with a repetition
period of 14.4 s. A proton pulse, incident on a large volume of lead, produces by spallation a
neutron cascade. These spallation neutrons diffuse and thermalize inside the lead volume. A
99Tc sample, contained in a transport shuttle (rabbit), is placed at different positions in the lead
assembly, before and at least until 0.5 s after the beam arrives (long enough to make sure that
all spallation neutrons have been produced and captured or escaped from the lead). Some 99Tc
nuclei will capture a neutron and become 100Tc, with a 15.8 s half-life. The shuttle is then
transferred by a pneumatic system to a measurement station (Fig. 77). This station consists of
two large HPGe detectors inside a massive shielding system. The photons produced by the
transition from the 100Ru excited states (produced in 100Tc decay) to the ground state are
collected during most of the time interval between beam pulses (9 s out of 14.4 s). Each single
photon or photon coincidence between the two germanium counters is registered in amplitude
and time by an appropriate DAQ system, which also registers the beam intensity for each
accelerator beam shot and monitors the proper operation of the pneumatic system and the
correct positioning inside the measurement station of the shuttle containing the sample. After
the measurement, the sample is sent back to the irradiation position, a fraction of a second
before the next beam shot arrives. This process is repeated until enough statistics are collected
(typically 104 counts in the major photon peaks). 
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7.1.2.1  The pneumatic system

The pneumatic system consists of two ports, the irradiation (R) and the measurement (M)
ports, connected by a 24 m long plastic tube (Fig. 77). Each port contains a set of three
electromechanical valves, a couple of pressurized air reservoirs, specific pieces to define the
position of the shuttle containing the samples, and one optical sensor mounted on the tube
close to the port.

Fig. 77: a) Schematic layout of the ‘rabbit’ system; b) View of the carbon fibre shuttle containing the 99Tc
sample in the irradiation port; c) View of the gamma-ray detection station.

A specially designed electronic control box allows the state of each electrovalve to be set
according to the signal received from the optical sensors, the pressure in the tube, or through
external commands. These commands can be provided either by a manual switch box or by the
input signal of the automatic controls.

The tube connecting the two ports is made of Polyamid 116 and has internal and external
diameters of 10 mm and 12 mm, respectively. A couple of pressure sensors have also been
installed in the tube. The first one is an analogic pressure transducer, for calibration and
diagnostic purposes, and the second a digital sensor that produces a signal whenever the
pressure in the tube crosses some predefined thresholds. The signals are used to control the
pneumatic cycle and the values for these thresholds have been calibrated for each individual
transport shuttle. Typical values were of the order of 1.9 and 2.75 bar.

7.1.2.2  The sample irradiation shuttle

 As already mentioned, the samples are transported by the rabbit between the irradiation and
the measuring ports inside a special shuttle. The function of this shuttle is to hold the sample
during the transport, to position it at the two ports, and to provide the required safety in case
there is an unexpectedly strong collision of the shuttle with the stoppers at any of the two ports.

6. Rilsan, Polyamid 11, Hoses for fluids and gases - Stores catalogue CERN 38.40.30.612.4.
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The length of the shuttle is 33.5 mm and the external diameter is 9.5 mm. The internal cylinder
length, where the sample is normally placed, is 15 mm with a diameter of 6 mm [Figs. 77(b)
and 78]. The front-end shape, cut at 45°, combined with the stopper on the measuring port,
allows the position and orientation of the sample to be defined with respect to the HPGe
detectors [Fig. 77(c) and Fig. 80], determining in a precise way their geometrical efficiency.

Fig. 78: (a) Schematics of the metallic 99Tc arrangement inside the shuttle and the polyethylene holding
pieces; (b) the carbon-fibre cylinder holding the 206 mg of 99TcO4K sample; (c) the polyethylene cylinder
holding the 441.3 mg of 99TcO4K sample.

7.1.2.2.1  Choice of the shuttle material

The shuttle material was chosen according to the following requirements:

(a) Minimum perturbation of the neutron flux around the 99Tc sample to be studied. This
means no big resonances in the neutron cross-sections and low hydrogen content.

(b) Minimum absorption of the gamma ray of 100Tc, to be observed in the HPGe counters.

(c) Small gamma-ray emission rate during the measurement.

(d) Substantial mechanical strength, to be able to handle the repeated trips along the rabbit
tube at a speed greater than 100 km/h, as well as the impacts at the arrival at each of the
end ports.

The final choice of the material for the shuttle was carbon fibre. Carbon fibre is
manufactured from textile pre-cursor yarns made of polyacrylonitrile that results in a
predominantly graphite structure highly oriented in the direction of the fibre axis. This high
orientation provides them with their remarkable properties which includes a small negative
coefficient of thermal expansion along the axial direction as well as a high specific strength and
stiffness.

The carbon fibre used in the present experiment was composed of four main elements:
C(71%), H(6%), O(16%), N(7%) (special material made by the Stesalit AG Company). None
of these elements presents a large total cross-section for neutrons in the energy range of
interest (thermal to few MeV). Furthermore, the only significant activation is coming from the
(n,2n) and (n,3n) reactions with carbon at very high neutron energies. The level of activation
was not a problem for the 99Tc data analysis, as it produces lines of moderate intensity and
clearly separated from the 100Tc decay lines. In fact these lines were useful to study the
amount of very fast neutrons irradiating the sample (see Sections 5.4, 5.5 and Ref. [8]).
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7.1.2.3  Irradiated samples

7.1.2.3.1  The metallic 99Tc sample (14.3 mg)

A polyethylene support assures the precise positioning of the 99Tc sample inside the shuttle
[Fig. 78(a)]. The weight of the sample has been evaluated using a precision scale:
14.3 ± 0.1 mg and its thickness is about 29 µm. The total amount of technetium was verified
with gamma ray spectroscopy. The 99Tc is 100% beta-emitter. The major fraction (99.9984%)
de-excites directly to the fundamental state (5/2+) of 99Ru. A very small fraction (0.0016%)
de-excites to the 3/2+ excited state of 99Ru [58]. The de-excitation from the 3/2+ to 5/2+ of
99Ru is a 100% gamma decay with an energy of 89.68 keV (see Fig. 85 extracted from
reference [59]). Using a high efficiency and a high resolution HPGe this characteristic gamma
ray of 99Ru* was measured.

A Gaussian plus an appropriate polynomial function was used to fit the shape of the
bremsstrahlung spectrum in the 99Tc beta emission (Fig. 79) (maximum energy equal to
293.5 keV). The quantity of 99Tc was computed from the intensity of the 89.68 keV using the
branching ratio given in Ref. [58]. The agreement with the direct weight measurement is better
than 10%. A strong discrepancy (factor 100) is found when using the branching ratio value
given in Ref. [59].

Fig. 79: Part of the gamma-ray spectrum of 99Tc around 89.68 keV. The line is the result of a Gaussian
plus polynomial fit used for the determination of the 89.68 keV line intensity to verify the total 99Tc mass
of the metallic 99Tc sample.

7.1.2.3.2  The 99TcO4K powder samples

Even though it is preferable to use pure 99Tc samples, the only large samples available to us
were in the form of 99TcO4K powder, from which we made two samples.

First, the 206.0 ± 0.1 mg of 99TcO4K (sample no. 1 with 100.88 mg of 99Tc) were placed
inside one carbon-fibre cylinder [Fig. 78(b)]. Second the 441.3 ± 0.1 mg of 99TcO4K (sample
no. 2 with 216.11 mg of 99Tc) were placed inside one polyethylene cylinder [Fig. 78(c)]. The
carbon-fibre cylinder or the polyethylene cylinder is placed inside the shuttle. These powder
samples contain two additional elements, oxygen and potassium. Their contribution to the
gamma spectrum has been evaluated.

We checked that oxygen and potassium impurities will produce negligible effects on the
gamma-ray spectra of interest. Their effect on the neutron flux is acceptable and taken into
account in the Monte Carlo simulation.
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7.1.3  Germanium detectors

7.1.3.1  Detector configuration and specification

Two high-efficiency HPGe detectors were used in the experiment. The main characteristics
of these detectors are given in Table 8. Each detector is equipped with a Transistor Reset
Preamplifier (TRP) allowing counting rates up to 106 counts/s. The TRP has three outputs: an
analog signal, a time signal, and an inhibit signal.

(a) The analog signal from the TRP was sent to a fast and high-performance spectroscopic
amplifier (Canberra model 2020) and then to a NIM-ADC (Canberra 100 MHz model
8077). A specific CAMAC interface was built to control and read out this NIM-ADC.

(b) The time signal is sent to a shaping amplifier and a discriminator unit to provide the
trigger for the photon detection events. The integration of this signal in the DAQ is
explained in the following paragraph.

Table 8: Main characteristics of the germanium detectors

This TRP makes periodic resets of its base line and during each of these resets there is a
small dead time. The accumulated dead time from this source typically ranges between 2% and
10% depending on the HPGe noise and details of the electronic chain.

(c) The inhibit signal. The two detectors used in the experiment have been selected to have a
small reset frequency of the order of 20 Hz for the room background. To each reset
corresponds a pulse which is used to inhibit the ADC that normally receives the
amplifier signal during the reset time. In this way, the dead time is minimized.
Nevertheless, the dead time from this or any other source is measured run by run and can
therefore be taken into account.

The environmental background was reduced to the minimum possible level, to allow the
proper operation of the HPGe detectors, by:

(a) locating the HPGe detectors as far as possible from the lead assembly in order to reduce
damaging neutron background (~ 20 m away in a different room behind a concrete
shielding);

(b) installing a 10 cm lead layer on the floor of the counting room because of radioactivity
residuals from an old beam line;

(c) building a very hermetic lead-copper-aluminium shielding box (Fig. 80) around the two
counters. One external ingoing photon would encounter first 15 cm of lead, then 1 cm of
copper, and finally 5 mm of Al. With this arrangement, the signal’s counting rate of one
counter was reduced from about 500 Hz to only 2 Hz.

Detector
Relative 

efficiency
(%)

Resolution (keV)
(FWHM) at

Peak/
Compton

Al window 
thickness

(mm)

Useful 
crystal 
volume

122 keV 1332 keV

HPGe1
HPGe2

73.5
73.0

0.97
1.02

2.01
2.10

66.1
60.0

1.0
0.5

285 cm3

293 cm3
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7.1.3.2  Bremsstrahlung absorbers

The electrons from the β-decays of 99Tc and 100Tc (after irradiation) interact with matter
(the sample itself, the container, etc.) and produce a strong bremsstrahlung spectrum which
constitutes a background to the detection of the γ lines of interest. This bremsstrahlung
radiation induces a high counting rate, pile-up, and increases the dead time. The main
components are photons below 200 keV. To reduce them, one solution is to introduce an
absorber material between the sample and the detector. Two filters were used, one made out of
lead (0.5 mm) to cut down the spectrum below 100 keV, and the other one made out of copper
(0.5 mm), to absorb the X-rays produced by scintillation in the lead filter. The X-rays from the
copper foil are in turn absorbed by the HPGe detector aluminium window (1 or 0.5 mm).

The thickness of the filters was optimized with the help of the MCNP simulation program in
order to minimize the absorption of the 539 keV and 590 keV lines while at the same time
having an acceptable counting rate. The lead and copper filters also stop efficiently the β
electrons (Qmax = 3.2 MeV) from the 100Tc decays.

The HPGe crystal position was chosen to be as close as possible to the shuttle (Fig. 80), in
order to cover the maximum solid angle but with the limitations of introducing only a small
Compton cross-talk and avoiding that the dependency of the geometrical acceptance on the
shuttle position becomes too large.

Fig. 80: View of the measurement port with the lead shielding and the two gamma-ray (HPGe) detectors.

7.1.4  HPGe detector spectra analysis

The analysis of the HPGe energy spectra consists of the identification of the different
observed lines with the known peaks of the spectrum and the evaluation of the number of
signal events in each peak after background subtraction. In the present analysis, three methods
have been applied for each individual spectrum. 

The first method is the simplest but is not the most precise one. It consists of a visual
identification of the peaks with an evaluation of the contents in each peak by summing the
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number of entries on a range of channels around the peak, and the evaluation of the value of the
continuum background by summing the entries on two ranges of channels on each side of the
peak, assuming a linear evolution of the continuum.

The second method also uses visual identification of the peaks, but the content is obtained
from a non-linear fit to the peak and neighbouring region by the sum of a Gaussian and a
polynomial, and is described in detail in Ref. [60].

The third method, based on the algorithm developed by Mariscotti [61], allows the
automatic search of the peaks, including the identification of a single line or a doublet of lines
inside the peak, and a constrained fit of one or two Gaussians plus one polynomial to the peak
and the surrounding channels, providing the number of photons on each line inside the peak.

This last method has been used as reference in the present analysis. However, for every
measurement all the γ lines have been analysed with the three methods and whenever different
results were found, extra re-analysis was made to solve the discrepancy.

7.1.5  Energy calibration and efficiency of the HPGe detectors

The two HPGe detectors used in the TARC experiment were calibrated, both in energy and
efficiency, with a set of four radioactive sources: 152Eu, 134Cs, 88Y and 85Sr. These sources
were prepared by the Radiation Protection service of the Technical Inspection and Safety
Commission (TIS) at CERN and calibrated using their own HPGe spectrometer. The intensities
of all the γ-lines used have been extracted from Refs. [62] and [63]. The efficiency curves
obtained with standard methods are shown in Fig. 81.

The systematic error in the fit was taken as 2.5% (the biggest deviation of the original values
from those given by the fit). Moreover, another 5% coming from the systematic error in the
activity of the calibration sources, was also taken into account, giving a final systematic error
of 6%.

Fig. 81: Efficiency curves for the two germanium detectors (a) for GeHP1 and (b) for GeHP2. In each
case, the line is the result of the fit with an exponential of a polynomial in the logarithm of energy.

7.1.6  Analysis of experimental data

Two groups of measurements were performed with the rabbit system: a 99Tc scan of the
lead volume and a set of runs devoted to the evaluation of possible systematic biases. The 99Tc
scan is a set of measurements in which the 99TcO4K sample of 441.3 mg was irradiated at
different positions inside the lead volume. The positions covered most of the volume of the
lead and included longitudinal and transversal scans, as well as several pairs of symmetrical
positions. The beam energy and shape were kept constant during the whole scan. Different
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positions correspond to different neutron fluxes both in intensity and in energy distribution. For
each position the incineration rate was obtained. The comparison with the Monte Carlo
simulation allows one to verify if the nuclear databases, the descriptions of the cross-sections
and the Monte Carlo program used are adequate to describe 99Tc transmutation. The large
number of points helps in understanding possible differences between data and Monte Carlo
simulation. Finally, combining the measurements corresponding to different spectra with the
actual measurement of the neutron flux can allow the evaluation of the contribution of different
regions of the neutron energy spectra, in particular, the contribution of the 99Tc capture
resonances to the transmutation process.

The transmutation rate of 99Tc is obtained from the study of the gamma spectra of the
TcO4K sample after irradiation. There are three main components contributing to these
spectra: the environmental background, the bremsstrahlung from the 99Tc β-decay, and the
actual gamma spectrum both from the 100Tc β-decay and from de-excitation lines of the
produced 100Ru*.

7.1.6.1  Background spectra

Figure 82 shows the gamma spectra collected with the HPGe detectors without radioactive
source, before and after shielding. The higher curve, corresponding to no shielding, shows a
high activity giving 500 counts/s/detector in our T7 counting room. The spectra include the
typical lines from the radon chain, the 1461 keV line from the 40K (contained in the concrete
of the walls) and a relevant 511 keV line from the β+ annihilation.

The massive lead (15 cm), copper (1 cm) and aluminium (0.5 cm) shielding was very
effective in reducing the integral background counting rate to 2 counts/s/detector, distributed
according to the lower curve of Fig. 82.

This very small background rate was totally negligible in the 99Tc incineration
measurements.

Fig. 82: Gamma-ray background before and after shielding of the HPGe counters, in the TARC counting
room.
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7.1.6.2  99Tc spectra

Figure 83 shows a spectrum recorded from the 99Tc sample before irradiation. It includes
three prominent elements.

Fig. 83: Gamma-ray spectrum produced by the 99Tc sample before irradiation.

First the presence of a very large activity at photon energies below 292 keV. This activity
corresponds to the bremsstrahlung produced by the stopping of the large amount of β radiation
from the decay of the 99Tc. Most of the electrons are stopped in the sample itself and the few
that escape are stopped in the carbon shuttle. The large activity is a problem since it introduces
a large dead time and pile-up effects. A big part of the dead-time effect has been reduced by
raising the discrimination threshold of the electronic chain during the actual transmutation
experiments to 250 keV. The filters described in Section 7.1.3.2 reduce approximately by 10%
the counting rate for the interesting 100Tc lines. Their effect is of course naturally included in
the efficiency calibration of the counters. 

The second element is a peak due to Pb X-rays, mainly produced in the filters and in a ring
of lead in contact with the germanium crystal used to hold this crystal in position.

The third element concerns three discrete lines: the lines at 652 keV and 745 keV coming
from a small contamination of 98Tc contained in the sample. Even though the mass fraction is
very small (~8 ppm) and the half-life large (4.2 × 105 y) the much larger branching ratios make
its contribution to the spectra visible. The intensity of these lines has been useful in order to
cross-check the relative 99Tc mass contained in the different samples as well as the relative
normalization of spectra taken in different conditions. Finally we noted a 661 keV line coming
from the presence of a very small contamination of 137Cs.

7.1.6.3  100Tc spectra

Figure 84 shows a typical spectrum recorded from the TcO4K sample after irradiation (in
the instrumentation hole 6 at z = +112.5 cm). The figure shows first the effect of the very high
discrimination threshold, and second, nine clear new lines from the decay of 100Tc in addition
to the three already present in the non-irradiated 99Tc spectrum, over a modest background
(note the log scale). Out of these nine lines, two, the 539 keV and the 590 keV, are used to
compute the transmutation rate.
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Fig. 84: Gamma-ray spectra produced by the TcO4K sample after irradiation in the instrumentation hole 6
at z = +112.5 cm (from HPGe detector 1). Note that in this case an energy threshold of about 200 keV was
applied – the 1840 keV peak is a pulser signal.

Figure 85 which summarizes the level structure, the decay chain, and the population of each
level of the 100Ru* from the decay of 100Tc shows that there is a 590 keV and a 539 keV line
present in 5.7% and 7% of the decays, respectively.

Fig. 85: Level scheme in the decay of 99Tc to 99Ru and partial level scheme in the decay of the 100Tc
formed by neutron capture on 99Tc and leading to 100Ru.
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It must be pointed out that there is a very large (14%) uncertainty in the absolute γ/β
fraction. This uncertainty will limit the precision of our transmutation rate measurement. In
spite of this, a big effort was made to keep the rest of the uncertainties to a minimum, because
the relative comparison of different configurations is independent of this factor and provides
useful information on possible systematic deviations between the data and the Monte Carlo
predictions, and also because the γ/β fraction may be measured with better precision in the
future.

7.1.6.4  Angular correlation between the 539 and 590 keV lines

Figure 85 also shows that, for each 590 keV photon (except for 0.000084% of cases), a
539 keV photon is in coincidence. The angular correlation between these two photons must be
taken into account (pile-up effect) when computing the actual number of decays observed.

References [64] and [65] report measurements of this angular correlation and show that they
are in agreement with the theoretical expectation for a double-decay cascade E2–E2 between
0+-2+-0+ levels. We have used the value published in Ref. [65] for the correlation function
parameters. Finally, we should note that the internal conversion fraction is very small and has
been neglected in the analysis. 

Using the measured correlation between the 539 and 590 keV gammas, the detailed
geometry of the experimental set-up, a Monte Carlo simulation has been developed to estimate
the correction required for this effect. In this simulation, the peak efficiency is taken from the
calibration described in Section 7.1.5. The total efficiency is computed by a Monte Carlo
simulation of the HPGe crystal response using MCNP [66]. The results of this simulation have
been cross-checked with the recorded spectra of the 85Sr and 88Y. From these comparisons a
10% uncertainty on the ratio between the computed total and the observed peak efficiencies
has been estimated. The result obtained is that (6.0 ± 1.0)% of the 539 keV photons and
(6.2 ± 1.0)% of the 590 keV photons are lost from the peaks.

7.1.6.5  Photon absorption in the source

Table 9: Photon self-absorption corrections for the 100Tc, 108,110Ag and 28Al gamma-ray lines, relative to
the absorption in the calibration shuttle.

Sample or isotope
Photon energy 

(keV)
Self-absorption correction

(%)

441 mg 99TcO4K 539 
590 

(0.03 ± 0.23)
(0.02 ± 0.23)

206 mg 99TcO4K 539 
590 

(4.47 ± 0.30)
(4.26 ± 0.34)

14.3 mg metallic Tc 539 
590 

(1.12 ± 0.39)
(1.06 ± 0.40)

25.9 mg 107Ag 633 (1.50 ± 0.50)

24 mg 109Ag 657 (1.53 ± 0.50)

880 mg 27Al 1778 (5.39 ± 0.17)
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An additional very small correction, to be applied to the number of photons detected, is the
difference in absorption in the calibration shuttle and in the actual 99TcO4K shuttle. In the
calibration experiment a point source was held by a shuttle filled with carbon fibre and in the
actual transmutation experiments the source is distributed over the 99TcO4K powder and the
photons have to cross different materials. Using MCNP [66], a Monte Carlo simulation of the
photon transport up to the germanium crystal was performed for the two photon energies
(539 and 590 keV) and for the two shuttle configurations. The correction for the sample used in
the scan (441 mg 99TcO4K) (Table 9) is compatible with zero within error and has been
neglected. However, this will not be the case for the measurements presented in Section 7.1.7
where different sample/shuttle configurations are used and where the corrections become
relevant.

7.1.6.6  Protons equivalent and capture per proton evaluation

To compute the number of 99Tc transmutations per proton we have to apply one correction
which takes into account that only a fraction of all the 100Tc nuclei produced by a given shot
will decay inside the finite and non-continuous counting gate. This correction can be applied to
the counts under the peaks or to the number of protons sent by the accelerator. Although both
methods are equivalent, we prefer the second one because it allows checks on possible
systematic errors. To apply the correction a quantity named ‘protons equivalent’ is defined for
each beam shot as the sum of all the protons that can contribute to this shot (the protons from
the present shot and all the preceding shots) weighted by the probability that one 100Tc nucleus
produced by that proton will decay within the collection gate associated to this shot.

This probability is a function of the number of protons contained in each shot, Nk, the 100Tc
half-life, t1/2 = 15.8 ± 0.1 s, normally used as λ = �n(2)/t1/2, the delay between the time of
arrival of one beam shot and the beginning of the counting gate of the shot, tdelay, the duration
of this gate, tgate, and the time between shots, tcycle. For the first shot the number of decays
during the counting gate is proportional to :

(39)

For the counting gate of the second shot, there are contributions from the protons of the first
and second shots:

(40)

In general the protons equivalent of beam shot k is:

(41)

From this definition, the number of counts detected on one γ-line, α, in the window
following shot k, can be expressed as:

(42)

where R is the number of transmutations or captures produced per proton and

(43)
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with εα the efficiency for detecting line α, BRα the branching ratio of line α, DT the global
dead time of the run, and ACα the angular correlation correction for line α. For a run with m
shots, the total number of events collected in line α, is:

(44)

where peq is the total protons equivalent of the run. From these expressions, R can be computed
from each line as:

(45)

All the time parameters involved in the beam and DAQ cycle are known (and constant for
the selected events) with a precision better than 0.1%, and have no significant contribution to
the uncertainty on the total protons equivalent of the run. The half-life of 100Tc is known to
better than 1% and has negligible contribution to the error. The main uncertainty is coming
from the beam intensity measurement of each shot. As explained in Section 2.2, the statistical
uncertainties in the beam intensity measurement are small at the intensities used in the rabbit
experiment, and, when added (weighted sum) to compute the total protons equivalent of the
run, the statistical uncertainty is very small. However, the systematic uncertainty from the
beam intensity will not average out and will dominate the final uncertainty on the total protons
equivalent of the run. This uncertainty is estimated as 5% for all the rabbit runs.

7.1.6.7  Data quality tests

Before using data for the evaluation of the 99Tc transmutation rate, every run and every
event had to pass a set of data quality and systematic effects tests (described in detail in
Ref. [8]).

These data quality tests include the ratio of the number of 100Tc decays observed by the two
HPGe detectors on a given gamma line, tested for both 539 and 590 keV lines [Fig. 86(a)], the
ratio of the number of 100Tc decays observed on the two lines 539 and 590 keV by the same
HPGe detector [Fig. 86(b)], and the distribution of the time difference between the beam shot
and the detection time for the photons in one of the two main γ-lines, collected in the following
DAQ gate, accumulated for all the shots of one run (Fig. 87).

These data quality tests gave us high confidence in the reliability of the data we used and
allowed us to remove obvious technical problems.

Fig. 86: (a) Ratio of the 99Tc capture rates measured by the two HPGe counters on the 590 keV line (all
runs); (b) Ratio of the number of 99Tc captures per proton computed from the 539 and 590 keV lines with
HPGe1 (all runs).
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Fig. 87: Distribution of delays between beam shot and time of detection of the subevents of the
corresponding shot. The continuous lines represent exponential fits with a half-life of 15.8 s. 

7.1.6.8  Measurement of the half-life of 100Tc

To further verify that the 539 and 590 keV peaks were 100% produced by 100Tc, a set of
special runs were performed to evaluate the half-life of the isotope producing these two γ-lines.
During these special runs, the PS accelerator was prepared to send to the TARC lead volume
only one shot every three PS cycles. In this way, the cycle time was 43.2 s instead of the 14.4 s
used for most of the other runs.

Figure 88 shows the perfect description of the data by a simple exponantial fit. The half-life
obtained, 15.9 ± 0.4 s, allows one to discard the possibility of a significant component from a
different (short half-life) isotope.

Fig. 88: Measurement of 100Tc half-life with TARC. The fit gives t1/2 = 15.9 ± 0.4 s.

Detected time for photons (ms)

N
u

m
b

er
 o

f 
co

u
n

ts

0

100

200

300

400

500

600

700

800

900

0 2000 4000 6000 8000 10000 12000

539 keV
(HPGe1)

590 keV
(HPGe2)

0

50

100

150

200

250

300

350

400

0 5 10 15 20 25 30 35 40

Time from beam pulse (s)

N
u

m
b

er
 o

f 
co

u
n

ts



90

7.1.6.9  Measured number of captures per proton

An extensive positions scan was performed with the 441.3 mg 99TcO4K sample. For every
run, the number of counts collected after each selection, on each of the two HPGe counters on
each of the two lines (539 and 590 keV) were evaluated using the weighted average from the
three different methods described in Section 7.1.4.

Table 10: Measured number of captures per proton for different position measurements in the lead
volume. The Error 1 column displays the uncertainties on the average number of captures per proton
including all statistical and systematic errors except the 14% uncertainty on the γ/β 100Tc branching ratio.
The Error 2 column displays the total error on the average. The unit is 10–4 captures per proton and cm for
x, y, z.

z (cm) Average (10–4) Error 1 (10–4) Error 2 (10–4)

Hole 1; x = 105; y = 0
–7.5
7.5

67.5
112.5

1.25
1.24
0.84
0.39

0.10
0.10
0.07
0.03

0.21
0.21
0.14
0.07

Hole 2; x = 60; y = 30
67.5 1.46 0.12 0.25

Hole 3; x = 15; y = 0
–112.5
–67.5
–37.5
–22.5
–7.5
7.5
7.5

22.5
37.5
37.5
67.5

112.5

1.04
2.26
3.05
3.30
3.43
3.38
3.52
3.10
2.83
2.77
2.04
0.91

0.08
0.18
0.24
0.26
0.27
0.27
0.28
0.25
0.23
0.22
0.16
0.07

0.18
0.38
0.52
0.56
0.58
0.57
0.60
0.53
0.48
0.47
0.35
0.15

Hole 4; x = 0; y = –150
7.5
7.5

67.5

0.29
0.29
0.20

0.02
0.02
0.02

0.05
0.05
0.03

Hole 5; x = 0; y = –60
7.5

67.5
2.27
1.48

0.18
0.12

0.39
0.25

Hole 6; x = 0; y = 60
–112.5
–67.5
–37.5
–22.5
–7.5
7.5

22.5
37.5
67.5

112.5

0.80
1.70
2.20
2.27
2.37
2.31
2.18
2.05
1.53
0.68

0.06
0.14
0.18
0.18
0.19
0.18
0.17
0.17
0.12
0.05

0.14
0.29
0.37
0.39
0.40
0.39
0.37
0.35
0.26
0.12
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The uncertainty was estimated as the sum, in quadrature, of the average uncertainty of the
three evaluations plus the quadratic mean of the deviations to their mean value. From these
numbers of detected counts, four estimates of the total number of captures are computed per
run (two lines times two detectors), applying the described corrections. The weighted average
of these four estimates is used to compute the number of 99Tc transmutations or captures per
incident proton (Table 10).

Figure 89 displays the transmutation rate for holes 3, 6, and 12, respectively, as a function
of the z coordinate. Figure 90 shows the transmutation rate for all the runs in the scan as a
function of the distance to a corrected centre located at x = 0, y = 0, z = –5 cm. The Gaussian fit
demonstrates the high level of spherical symmetry of the distribution. This reflects the similar
property of the neutron fluence at low energy.

Error 1 in Table 10 includes the statistical error plus the systematic error associated to the
different evaluations of the number of counts in the peaks, typically smaller than 2%; the
uncertainty on the dead-time correction contributing less than 1% of the total error; the
uncertainty on the detector efficiencies, 6%, mainly systematic; the uncertainty on the
correction for the angular correlation contributing, 1%; and the systematic error on the beam

Hole 7; x = 0; y = 90
7.5

67.5
1.55
1.05

0.13
0.08

0.26
0.18

Hole 8; x = 0; y = 120
7.5

37.5
67.5

112.5
112.5

0.81
0.77
0.60
0.28
0.28

0.07
0.06
0.05
0.02
0.02

0.14
0.13
0.10
0.05
0.05

Hole 9; x = 0; y = 150
7.5

67.5
0.32
0.23

0.03
0.02

0.05
0.04

Hole 10; x = –45; y = 0
7.5

67.5
2.67
1.73

0.21
0.14

0.45
0.29

Hole 11; x = –65; y = 30
7.5

67.5
2.10
1.41

0.17
0.11

0.36
0.24

Hole 12; x = –105; y = 0
–112.5
–67.5
–37.5
–22.5
–22.5
–7.5
7.5
7.5

22.5
37.5
67.5

112.5

0.42
0.85
1.08
1.13
1.15
1.17
1.16
1.15
1.10
1.02
0.78
0.37

0.03
0.07
0.09
0.09
0.09
0.09
0.09
0.09
0.09
0.08
0.06
0.03

0.07
0.14
0.18
0.19
0.19
0.20
0.20
0.20
0.19
0.17
0.13
0.06

z (cm) Average (10–4) Error 1 (10–4) Error 2 (10–4)
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intensity, 5%. All these components added quadratically result in a value very close to 8% for
all the runs in the scan.

Error 2 is the addition in quadrature of error 1 with the 14% common uncertainty in the
absolute branching ratio of 99Tc γ-lines. In Fig. 90 only error 1 is shown.

Fig. 89: Measured number of captures per incident proton in 0.216 g of 99Tc, for three different measuring
holes (parallel to the beam line), and for various positions along the holes. Error bars include uncertainties
from statistics, beam intensity (~ 5%), and dead time (~ 0.7%) corresponding to error 1 in Table 10.

Fig. 90: Transmutation rate versus the distance to a corrected centre (x = 0, y = 0, z = –5 cm). The error
bars correspond to error 1 in Table 10. The line is a Gaussian fit.
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7.1.7  Monte Carlo simulation and comparison with the data

The EA Monte Carlo [2] adapted for TARC is used in this study [32].

7.1.7.1  Geometry of the irradiation port for the Monte Carlo simulation

Figure 77(b) shows the geometrical description of the rabbit irradiation port used in our
Monte Carlo simulation for the runs with the 441 mg 99TcO4K sample. It includes the precise
geometry and material composition of the irradiation port (steel tubes and lead plugs), the
shuttle made of carbon fibre, the polyethylene capsule, the 99TcO4K sample, and obviously the
surrounding lead and hole. Similarly, the different arrangements and material in the
carbon-fibre shuttles, have been simulated for the metallic 99Tc [Fig. 78(a)], the 206 mg
99TcO4K [Fig. 78(b)], the aluminium and the silver samples (Fig. 94).

7.1.7.2  Choice of the 99Tc neutron cross-section database

Different databases contain different descriptions of the 99Tc(n,γ) cross-section. The
JENDL nuclear database was used (Fig. 76). However, it must be pointed out that this
cross-section has been evaluated from the analysis of the same experimental data [39] used in
most of the other cross-section databases. A component of the cross-section systematic error
can be estimated from the spread of the capture rates obtained from the various cross-section
evaluations all based on the same experimental data (Table 11). The differences reach 10%.

Table 11: The number of captures per proton estimated by Monte Carlo using the different databases for
the 99Tc cross-sections at three positions in the lead volume (441.3 mg 99TcO4K)

The second component of the cross-section systematic error is the uncertainty in the
experimental data used in the evaluation. In the original paper describing those data [39] a
systematic error ‘below 10% between a few keV and 10 eV and somewhat above 10% outside
this energy region’ is quoted.

7.1.7.3  Quality checks of the Monte Carlo simulation

A check is made to determine if the ‘detector’ modifies substantially the neutron flux in its
neighbourhood. The fluxes of neutrons escaping the parallelepipedal surface around the
detector computed with and without the detector are compared. In the case of the rabbit
simulation the difference is found to be of the order of 2% validating the two-step procedure
for the Monte Carlo simulation.

Figure 91 displays the spectra of energies for the neutrons captured by the 99Tc, showing
the fraction of resonant and continuous captures at different positions. As expected, most of the
captures occur at the two main resonances (5.6 eV and 22.3 eV). For the far position
[Fig. 91(b)], the neutron flux is more thermalized leading to a higher fraction of captures at the
two main resonances.

Database Hole 3, z = +7.5 Hole 6, z = +7.5 Hole 12, z = +7.5

JENDL-3.2 0.401 × 10–3 0.241 × 10–3 0.123 × 10–3

ENDF/B-VI 0.372 × 10–3 0.243 × 10–3 0.120 × 10–3

JEF-2.2 0.379 × 10–3 0.254 × 10–3 0.129 × 10–3

BROND 0.413 × 10–3 0.261 × 10–3 0.130 × 10–3
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7.1.7.4  Comparison of data and Monte Carlo simulation

The agreement between data and simulation for the full scan of positions is excellent
(Fig. 92). The error evaluation includes the experimental data error (Table 10 – ‘Error 1’) and
the Monte Carlo simulation statistical errors. The band around 1 describes the global
systematic uncertainty in the absolute gamma branching ratio of the 100Tc lines (14%) and
10% from the systematic uncertainty of the Monte Carlo prediction.

It must be pointed out that the set of positions (from 15 cm to 170 cm) corresponds to a
broadly varying neutron flux, both in magnitude and in energy spectrum. It follows that, among
other features, the Monte Carlo simulation is able to reproduce the varying contributions of the
different energy regions of the neutron flux to the 99Tc transmutation, for the different
positions explored in the lead volume.

Fig. 91: Monte Carlo energy spectra of neutron captures on 99Tc: (a) hole 3, z = +7.5 cm (close to centre);
(b) hole 12, z = +67.5 cm (far from centre).

Fig. 92: Comparison of measured and predicted incineration rates in TARC for 99Tc. The grey band
represents the overall systematic uncertainty as described in the text.

7.1.8  Systematic studies and other special measurements

In addition to the general scan described in Section 7.1.6, a set of special measurements
with sources different from the 441 mg 99TcO4K, was made to study the possible systematic
effects affecting the results described in Section 7.1.6. The instrumentation hole number 10 at
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z = +7.5 cm was used for these measurements. This position has been selected to have a typical
spallation neutron spectrum, that means not too close to and not too far from the spallation
neutron source. The different samples listed below were used: metallic 99Tc (14 mg), 99TcO4K
powder (0.206 and 0.441 g), natural aluminium (0.883 g), and natural silver (51.839% of
107Ag and 48.161% of 109Ag).

The use of different mass, geometry, and chemical form for 99Tc allows one to verify that
the self-shielding and the self-absorption effects are properly simulated. The capture
cross-section of aluminium is relatively well known and the experiment performed allows one
to verify the full procedure used with the rabbit method. For the same reason, natural silver is
also used. Of particular interest is the 109Ag isotope, whose 5.2 eV capture resonance is very
close in energy to the main resonance, at 5.6 eV, of 99Tc. The study of the incineration rate is
similar to that of 99Tc with the advantages of having no initial radioactivity in the sample and a
known neutron capture cross-section over a large domain of neutron energies and a known
branching ratio for gamma emission.

7.1.8.1  Self-screening and self-absorption tests

Two extra samples of 99Tc with different masses, chemical compositions, and shapes,
already described in Section 7.1.2, were used to compare the rates of transmutation with the
results obtained with the standard sample. These measurements allow one to verify if the
self-shielding of the different 99Tc samples is correctly predicted by the Monte Carlo
simulation. The different efficiency corrections for self-absorption of photons with respect to
the calibration sources have been taken into account (Table 9).

Figure 93 shows the ratio between the captures per proton per gram for the different
samples of 99Tc and the value for the metallic sample (14.3 mg 99Tc) as a function of the
sample mass. The Monte Carlo prediction confirms that the self-shielding effect is large and
shows good agreement with the data. The errors do not include the common 14% from the γ/β
100Tc branching ratio.

Fig. 93: Ratio of capture rates per gram of different 99Tc samples to the metallic one. 99Tc masses are
indicated in the legend. Both data and Monte Carlo simulation are shown.
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7.1.8.2  Cross-check of the rabbit method with silver and aluminium samples

We used a silver sample, whose neutron capture properties are well known and present
some similarities to those of technetium, to verify the overall procedure for the rabbit system.
The silver nucleus has a resonance energy (5.2 eV) close to that of 99Tc (5.6 eV). The sample
is a metallic foil of 50 ± 0.1 mg of pure (99.99%) natural silver with the dimensions shown in
Fig. 94(a). The sample is held inside the same support used for the metallic 99Tc.

A 880 ± 1 mg pure (99.999%) natural aluminium (27Al) sample has also been irradiated. Its
geometry and the polyethylene support used to ensure its precise position inside the shuttle are
shown in Fig. 94(b).

Fig. 94: Schematics of (a) the Ag sample and (b) the Al sample arrangements inside the shuttle and the
polyethylene holding pieces.

Six gamma peaks characteristic of the de-excitation of 108Ag and 110Ag (443, 614, 633,
657, 815 and 1125 keV) [67] are observed in the energy domain between 200 keV and 2 MeV. 

The analysis method is similar to that used for 99Tc and is described in detail in Ref. [8].
The transmutation rates measured in the instrumentation hole 10 at z = +7.5 cm, after all
corrections have been applied, are summarized in Table 12.

Table 12: Measured and simulated number of captures per proton in hole 10 at z = +7.5 cm for the three
configurations of the 99Tc sample, the Ag and Al samples

In total, five samples, three of 99Tc, one of Ag and one of Al were used in the rabbit for
transmutation measurements. Figure 95 shows the transmutation rate ratios, data over Monte
Carlo simulation, for the different samples. Within their systematic error of 10% the Monte
Carlo simulation results are consistent with the data.

Sample or isotope Measured captures per proton MC captures per proton

441.3 mg 99TcO4K
206 mg 99TcO4K
14.3 mg metallic Tc
25.9 mg 107Ag
24 mg 109Ag
880 mg 27Al

(2.67 ± 0.21) × 10–4

(1.38 ± 0.11) × 10–4

(3.27 ± 0.25) × 10–5

(2.43 ± 0.16) × 10–5

(1.21 ± 0.11) × 10–5

(5.96 ± 0.35) × 10–6

(3.05 ± 0.11) × 10–4

(1.53 ± 0.02) × 10–4

(3.41 ± 0.10) × 10–5

(2.68 ± 0.09) × 10–5

(1.18 ± 0.02) × 10–5

(6.28 ± 0.42) × 10–6

15 mm

6 mm

6 mm

50 µm

5.5 mm

Ag metallic
m = 50 mg
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Polyethylene
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Fig. 95: Ratio of the measured number of captures per proton over the Monte Carlo predictions (the
database used is JENDL-3.2 except for 27Al for which we used JEF-2.2) in the instrumentation hole 10 at
z = +7.5 cm for the various samples used. Data from the two germanium detectors and from the two
gamma lines, in the case of 99Tc, are shown separately.

7.1.8.3  Conclusion of rabbit measurements

With the rabbit system, a subset of the TARC experiment, the transmutation of 99Tc based
on the Adiabatic Resonance Crossing method, was studied using the flux of spallation neutrons
created and subsequently diffusing in a large lead volume.

Transmutation of 99Tc has been clearly observed from the photon spectra of the
de-excitation of 100Ru* produced by 100Tc decay. These spectra include nine γ-lines
identifying uniquely this isotope. Furthermore, the half-life of the two main lines used to
compute transmutation rates (539 keV and 590 keV) were measured providing additional
confirmation of the negligible level of background to 100Tc decay. A detailed and extensive
study of the possible systematic uncertainties contributing to the observed transmutation rates
has also been performed, and the corresponding corrections have been applied.

The 99Tc transmutation rate has been measured in a large number (58) of widely distributed
positions inside the lead volume. Over which the neutron flux varies both in intensity and in
energy. Data coherency is further assured because at each position we made four different
measurements (two HPGe detectors and two main γ-lines). This set of data constitutes in
addition an excellent benchmark for any simulation program needed to study transmutation
systems. In particular, it constitutes a precise validation of the simulation developed for the
Energy Amplifier by the CERN EET Group with which our data are very well reproduced.

7.2  129I and 127I integral transmutation rate measurements

The incineration rate of the second most offending LLFF, 129I, has also been measured as
part of our study of the Adiabatic Resonance Crossing method. In this section, we summarize
the procedure used for collecting and analysing the data to measure the neutron capture rate on
a sample of iodine containing an isotopic mixture of 86.1% of 129I and 13.9% of 127I. The
sample was obtained in a solid phase as 286.85 ± 1.4 mg of PbI2 (Fig. 96). A more detailed
description of the sample can be found in Refs. [8] and [68].
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Fig. 96: (a) Configuration of the iodine sample. The material around the iodine sample is a special carbon
fibre described in Section 7.1.2.2. (b) Properties of the iodine sample.

7.2.1  Iodine capture and decay schemes

7.2.1.1  Iodine incineration scheme

Through neutron capture, 129I which has a half-life of 1.57 × 107 y is transmuted into two
possible states of 130I with relatively short half-lives (9 min for the isomer and 12.36 h for the
ground state). Therefore, the corresponding radioactivity disappears rapidly as they both
eventually lead to 130Xe which is stable. 

The 13.9% of stable 127I, contained in the sample can capture neutrons and produce 128I.
We have used the detection of 128I as a technical check of our various procedures (chemistry to
prepare the sample and activation procedure).

A simplified decay scheme for 130mI and 130gI is shown in Fig. 97(a) and for 128I in
Fig. 97(b), where only the levels of interest to this analysis have been kept.

With high-energy neutrons, another possible channel is the (n,2n) reaction on 129I
producing 128I in principle in competition with (n,γ) reactions on 127I. The threshold is
8.8 MeV and our Monte Carlo simulation indicates a totally negligible rate (about 0.04% of the
neutron capture rate on 129I at the closest position to the centre of the lead assembly). This
produces additional 128I atoms to those produced in the 127I neutron capture, but the addition is
at most 0.5%.

The other possible (n,2n) reaction is on 127I with a threshold at 9.1 MeV producing 126I
(t1/2 ~ 13.11 d). The rate corresponds to 0.05% of 127I captures and can be neglected. As a
check, we verified that there is no sign of 388.6 keV (Br = 32.2%) and 666.3 keV (Br = 31.3%)
γ’s from possible 126I decays in the high statistics Ge counting of activation in hole 3, at
z = +7.5 cm.

7.2.1.2  Gamma branching ratios in iodine isotopes

Table 13 gives the values of the branching ratios we used, for the various gamma lines
produced in the decays of the isotopes of interest. In addition, the probability for the 130mI state
to decay to the ground state is taken as P = 84.2% [63] [Fig. 97(a)]. The decay schemes from
Ref. [63] have been chosen, since it is the latest compilation available, but also because, as we
shall see, it gives a good consistency between the activities obtained from each individual
gamma line.

Element Mass and error
(mg)

129I
127I 10.44 (0.20) 

Pb 190.39 (2.10) 
H2

O2

Total

Density (g/cm3)

y

x

6 
m

m

9 mm

Density = 1.13g/cm3

Assembled shuttle with iodine sample

Details of sample configuration

PbI2 +PbOH2O

Carbon Fibre

9.
5

15.5
9.

5.

33.5

6.

a) b)

64.70 (1.00)

1.26 (0.02)
20.06 (0.30)
286.85 (1.40)
1.13 (0.01)

SAMPLE INFORMATION



99

Fig. 97: Simplified decay scheme, derived from Ref. [63], for a) 130mI and 130gI and b) 128I. Inside
parentheses, we indicate both the probability to reach the level directly through β-decay and the total
probability to reach the level.

Table 13: Gamma branching ratios (taken from Ref. [63]) in the various decays of interest

7.2.2  Data analysis

7.2.2.1  Irradiation procedure

We used the PS proton beam, with a momentum of 3.5 GeV/c, extracted directly from the
PS in the fast extraction mode (bunch length ~ 20 ns). The number of protons for each
individual PS shot is measured with beam transformers as already described in Section 1 and
in Ref. [14]. The activation data are summarized in Table 14.

a) 130gI decay b) 130mI decay c) 128I decay

130gI 
lines
(keV)

Branching
ratio (%)

Error
(%)

130mI 
lines
(keV)

Branching
ratio (%)

Error
(%)

128I 
lines
(keV)

Branching
ratio (%)

Error
(%)

418.0 34.57 0.1 536.1 15.64(*) 0.1 442.9 12.81(*) 0.1

536.1 98.82 0.1 586.1 1.06(**) 0.01 526.6 1.20(**) 0.01

586.1 1.46 0.01 (*) 16.7% from Ref. [69]
(**) 1.14% from Ref. [69]

(*) 16.0% from Ref. [69]
(**) 1.50% from Ref. [69]

668.6 96.2 0.1

739.5 82.58 0.1

1157.5 11.41 0.1
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Table 14: Summary of activation run information

Assuming that at a given position in the lead assembly, Ni atoms of 130mI (isomer) and Ng
atoms of 130gI (ground state) are produced per 109 incident protons, we can calculate the
number of 130mI and 130gI atoms present at the end of irradiation in the following way.

7.2.2.1.1  Direct production of 130mI

The total number of 130mI atoms present at the end of the irradiation is given by:

(46)

where Xn is the number of protons (in units of 109 protons) in beam shot n,
λm = 1.28360 × 10–3 s–1 is the decay constant of 130mI, tend is the time of the last PS shot, and
tn is the time of shot number n. Figure 98(a) is an example of the time evolution of the
contribution of each PS shot to the number of 130mI atoms directly produced by neutron
capture and still present at the end of the irradiation. 

Fig. 98: a) Quantity  versus PS shot number (n). This quantity multiplied by Ni
represents the number of atoms of 130mI produced by shot n and still present at the end of irradiation;
b) Quantity  versus PS shot number (n). This quantity multiplied by Ng represents the
number of atoms of 130gI produced by shot n and still present at the end of irradiation.

7.2.2.1.2  Direct production of 130gI

The total number of 130gI atoms present at the end of the irradiation is given by:

(47)
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where λg = 1.55777 × 10–5 s–1 is the decay constant of 130gI. Figure 98(b) shows an example
of the time evolution of the contribution of each PS shot, to the number of 130gI atoms, directly
produced by neutron capture and still present at the end of the irradiation. 

7.2.2.1.3  Indirect production of 130gI

Since the 130mI isomer has a relatively short half-life and since it decays through internal
transition to the ground state with a probability P = 84.2%, the 130mI isomer produced directly
acts as a source of 130gI atoms. The number of 130gI atoms, present at the end of the irradiation
and due to isomer production and decay is given by:

(48)

The numerical value of the factor P × λm/(λg – λm) is – 0.85234. Figure 99(a) illustrates the
time evolution of the contribution of each PS shot to the number of 130gI atoms indirectly
produced by the decay of 130mI and still present at the end of the irradiation. 

Fig. 99: a) Plot of  versus PS shot number (n),
representing the indirect production of 130gI. This quantity multiplied by Ni represents the number of
atoms of 130gI due to shot n produced by 130mI decay and still present at the end of irradiation; b) Plot of
the quantity  versus PS shot number (n). This quantity multiplied by Nk represents the
number of atoms of 128I produced by shot n and still present at the end of irradiation.

7.2.2.1.4  Production of 128I

The number of 128I atoms, present at the end of the irradiation is given by:

(49)

where λk = 4.62283 × 10–4 s–1. Figure 99(b) shows an example of the time evolution of the
contribution of each PS shot to the number of 128I atoms produced by neutron capture and still
present at the end of the irradiation. 

The quantities:

characterize a given irradiation and are calculated for each run (Table 15).

The statistical errors are negligible. The main systematic error comes from the absolute
beam calibration uncertainty (5%).

  
N P N X e

t t
e

t t

n

n N
( I)m g

end i
m

g m
n

m end n g end n130

1

→ ( ) ( )
=

=
= × ×

−
× − − −

− −
∑

λ
λ λ

λ λ
[ ]

0

1

2

3

4

5

6

7

8

9

10
a) Activation number 4;
Indirect 130gI Production

0

2

4

6

8

10

12

14

16

18
b) Activation number 4; 
Production of 128I

0 20 40 60 80 100 120 140

PS shot number
0 20 40 60 80 100 120 140

PS shot number

A
to

m
s 

12
8 I

A
to

m
s 

13
0g

I

P X e et t t t× −( )[ ] × × −





− −( ) − −( )λ λ λ λ λ
m g m n

m end n g end n/

X e t t
n

k end n× − −( )λ

N N X e t t

n

n N
( I)end k n

k end n128

1

= × − −( )
=

=
∑ λ

A N N B N N

C N N D N N

≡ ≡

≡ ≡→

( I) ; ( I) ;

( I) ; ( I)

m
end i

g
end g

m g
end i end k

130 130

130 128



102

Table 15: Beam integrals (A, B, C and D) calculated for each irradiation run. These beam integrals
characterize the production of 130mI, 130gI and 128I during the irradiation. They represent numbers of
protons in units of 109 protons.

7.2.2.2  Gamma spectra analysis

7.2.2.2.1  Procedure and calibration

The iodine sample was quickly (within 3 min) taken to the CERN/TIS Ge counter system,
where the activity of the various gamma lines of interest was measured. Several short counting
periods (600, 600 and 900 seconds) were performed at the beginning to allow us to detect the
effect of the short decay time of 130mI. Then, longer countings were made to detect, with high
statistics, the 130gI at longer times where it dominates the sample activity.

Several calibrations of the Ge counter were made using a 152Eu source and also a 133Ba
source. The activity of the 152Eu is known to ± 5%.

7.2.2.2.2  Correction for extended source geometry and gamma absorption

The Ge calibration is performed with a naked point-like source, therefore, we need to
calculate corrections to take into account that (a) the iodine sample is an extended source of γ’s
and (b) that the γ’s produced can be absorbed in the iodine sample itself as well as in the shuttle
material. Absorption in the Ge counter material (aluminium window, etc.) is common to the
calibration procedure and to the data taking.

The correction was obtained by a simulation performed using both MCNP [66] and FLUKA
codes [20]. The results are given in Table 16. They are found to be small (≤ 5%).

Table 16: Efficiencies obtained from point-like source calibration, for positions D1 and D2, and relative
corrections to the efficiencies for extended source geometry and absorption obtained with MCNP

Activation A B C D

1
2
3
4
5
6
7
8

107
118
508
612
387
614
403
395

394
299
1279
1620
986
1554
1199
1076

218
153
656
857
509
800
696
579

216
206
880
1090
677
1068
763
714

Energy (keV)
Eff. at D1

(%)
Corr. at D1

(%)
Eff. at D2

(%)
Corr. at D1

(%)

417.93
443

526.5
536.1
586.37
668.57
739.5
1156.9

1.25
1.16
0.949
0.931
0.849
0.752
0.693
0.497

4.96
4.55
3.53
3.44
3.03
2.52
2.19
1.16

0.401
0.377
0.315
0.309
0.283
0.251
0.230
0.159

4.47
4.08
3.13
3.05
2.67
2.19
1.89
0.95



103

7.2.2.2.3  Correction for gamma overlap

We have computed the corrections to the Ge counter efficiency, using (a) the overlap
probability between the various gamma lines [Table 17(a), 17(b) & 17(c)], and (b) the angular
correlations between the various gammas Refs. [70] and [71]. To do this we used a
combination of MCNP to obtain the γ spectra in the Ge counter, including Compton scattering
and resolution effects with a specially written Monte Carlo to simulate the various decay
chains.

Table 17: Probability (%) of simultaneous emission of other gammas, when a given gamma (first column)
is emitted: a) 130gI, b) 130mI and c) 128I

In fact, since the correlations are different for 130gI and for 130mI, and since the ratio of
130mI to 130gI is changing as a function of time, the effective efficiency for the lines common to
130gI and 130mI is also changing as a function of time. This was taken into account properly in
our evaluation of the contribution of each line. The overlap corrections computed for all the γ
lines used in this analysis [Table 18(a), 18(b) & 18(c)] were used to correct the Ge counter
efficiencies determined from single γ data. These corrections are small, they reach at most 6%.

Table 18: Overlap corrections to the various γ lines of: (a) 130gI; (b) 130mI and (c) 128I

a) 418 keV 536 keV 586 keV 668 keV 739 keV 1157 keV

418 keV
536 keV
586 keV
668 keV
739 keV
1157 keV

–
34.98

0
35.95
41.88

0

100
–

100
100
100
100

0
1.48

–
0
0
0

100
97.34

0
–

100
100

100
83.57

0
85.85

–
0

0
11.54

0
11.86

0
–

b) 536 keV 586 keV c) 443 keV 526 keV

536 keV
586 keV

–
100

7.83
–

443 keV
526 keV

–
100

9.36
–

130gI
(a) γ energy

(keV)
Correction for position D1

(%)
Correction for position D2 

(%)

418
536
586
668
739
1157

6.20 ± 0.6
4.58 ± 0.4
1.88 ± 0.2
4.71 ± 0.5
4.86 ± 0.5
3.99 ± 0.4

2.20 ± 0.2
1.52 ± 0.15
0.62 ± 0.06
1.53 ± 0.15
1.55 ± 0.15
1.39 ± 0.14

130mI
(b) γ energy

(keV)
Correction for position D1

(%)
Correction for position D2

(%)

536
586

0.146 ± 0.015
2.88 ± 0.28

0.0389 ± 0.004
0.84 ± 0.08

128I
(c) γ energy

(keV)
Correction for position D1 

(%)
Correction for position D2 

(%)

443
586

0.164 ± 0.016
1.753 ± 0.17

0.0588 ± 0.006
0.00665 ± 0.0006
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7.2.2.2.4  Systematics in shuttle positioning

It was possible to monitor the relative position of the shuttle, using the 39.5 keV gamma
emitted by 129I with a 7.52% branching ratio. The maximum spread between rates observed for
the 39.5 keV line is 2.6% at D1 and 1.13% at D2, which, when transformed into a spread in
position, gives respectively 0.6 and 0.5 mm displacements expected for D1 = 43 mm and
D2 = 93 mm. The absolute position has an error of 1 mm. Therefore, the overall systematic
error in the shuttle position is estimated to be 1.1 mm.

7.2.2.3  Peak analysis

The number of counts in the peaks was determined in three ways: (a) using the standard
algorithm available from the CERN/TIS Ge system (Inter gamma Analysis), which has the
advantage of being very robust; (b) using an algorithm used also for the rabbit analysis [61]
(see Section 7.1), and (c) making a fit with an interactive software (PAW), in cases of
ambiguity of results from (a) and (b). This allowed us to compare the methods, and gave us a
way to correct problems and estimate the systematic errors. In all cases the γ’s of interest are
sufficiently separated from one another (Fig. 100) to have a reasonably good measurement of
the number of counts.

A practical overall test of the peak fitting performance, the estimation of the Ge counter
acceptance, the effect of γ overlap and the determination of the γ-line branching ratio is
obtained by verifying that all the γ-lines of one element give the same activity. This is indeed
the case both for 130gI and for 128I γ’s. Furthermore, since for 130gI there are six different γ
lines, the spread between the activities of these lines, averaged over the eight activations, is a
good measure of the systematic error. We find a standard deviation of 4%, which we use in our
systematic error analysis.

Fig. 100: Comparison of first and sixth countings for activation number 7 in hole 3 at z = 7.5 cm, showing
the disappearance of the 128I peaks (443 and 526 keV) after nine half-lives of 128I (the rate of the sixth
counting is multiplied by 10 to avoid overlap of spectra).

7.2.2.4  Calculation of capture rates

We define the origin of time as the end of the irradiation time (time of the last PS shot). At
that moment we have a certain number of 130mI atoms, n1(0), and a certain number of 130gI
atoms, n2(0), which can be expressed as:
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(50)

whith A, B, C, Ni and Ng are the quantities defined in Section 7.2.2.1.

From the above initial conditions we can calculate n1(t) and n2(t), the numbers of 130mI and
130gI atoms present in the sample at time t:

(51)

From these relations we can predict the number of γ’s due to the decay of species x with a
decay constant λx observed in the Ge counter, for a given counting period, which started at
t = age and lasted tc seconds:

(52)

where Brγ and εγ are respectively the branching ratio and the Ge counter acceptance for the γ
line considered (εγ includes the correction for γ overlap in the decay chains). Applying the
above expression for the number of γ’s produced by the 130mI and by the 130gI decays
respectively we obtain the following equations:

(53)

For each observed γ-line, and for each counting period we obtain an equation by equating
the number of γ’s observed in the γ-peak to the number of γ’s predicted as a function of Ni and
Ng, using the two above equations, or only one of them, depending on the case. The two main
γ-lines of 130mI (586 and 536 keV) are common to both 130mI and 130gI. However, the small
branching ratio for the 586 keV line, ~1.1%, is such that it is mainly the 536 keV line which
determines the isomer fraction. In practice, for each Ge counting period, we have a set of seven
equations to solve.

For the production of 128I, the method is similar, the initial condition at the time of the last
PS shot is:

The time evolution of the number of 128I atoms is given by:

(54)

from which we obtain the equation for the number of γ’s observed during a given Ge counting:

(55)
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In the case of 128I there are only two main γ-lines (442.9 and 526.6 keV). The 526 keV line
is weak (Br ~ 1.2%), and it is mainly the 442.9 keV line, with a branching ratio of 12.8%,
which determines the number of 128I atoms.

Some very small corrections were applied to take into account residual activity from the
previous irradiation (see Refs. [68] and [8]).

7.2.3  Experimental results

7.2.3.1  Measurements of the ratio 130mI to 130gI

It is interesting to note that by measuring the number of 130mI and 130gI atoms separately,
we obtain a measurement of the ratio isomer to ground state produced by 129I capture. This
ratio is not generally known for all neutron energies. It is given for thermal neutrons as
σ(n+129I → 130mI) = 18.0 ± 2 b and σ(n+129I → 130gI) = 9.0 ± 1 b [72], which corresponds to
a ratio isomer to ground state of 2.0 ± 0.315. This ratio is not expected to vary much with
energy below 10 keV [73].

Our simulation shows that in all cases, less than 10% of all captures occur above a neutron
energy of 105 eV, therefore, the isomer-to-ground-state ratio should be constant between
thermal energies and 105 eV.

Indeed, we find that this ratio is constant within errors over the distance range measured
[Fig. 101(a)]. If we assume a constant ratio for all the measurements we obtain 1.58 ± 0.14,
where the error is obtained from the different γ-lines spread of the measurements (8.3%) and
from the systematic error from the spread of activities (2 times 4%). In 1973, P. K. Hopke et al.
[74] made a measurement at the MIT reactor where they obtained a ratio of  which is
closer to our result than the BNL value [Fig. 101(b)]. Our measurement of both the 130mI and
the 130gI production rates is consistent with expectations of their predicted ratio, in the neutron
energy range relevant here, and constitutes an important quality test of the data collected in
TARC for the transmutation rate of 129I.

Fig. 101: (a) TARC measurements of the ratio 130mI to 130gI in neutron captures on 129I. The error bars
shown are the total error bars. (b) Comparison of various determinations of the ratio 130mI to 130gI
produced by neutron capture on 129I.

7.2.3.2  Transmutation rates for 129I and 127I

In total, eight activations were performed at five different positions in the lead volume,
spanning distances to the centre of the lead assembly from 16.77 cm to 68.76 cm. For three of
the positions, two activations were performed, at different times, with different beam
intensities. For the distance of 68.76 cm, the Ge counting took place at D1 for activation 5 and
at D2 for activation 6. This allows some cross-checks on the reproducibility of the data, which
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is found to be better than 4% in the case of 129I. For each sample activation the number of
neutron captures that occurred on 129I and on 127I is given in Table 19 and Table 20,
respectively. The results are also shown in Figs. 105 and 107, for 129I and 127I, respectively.

Table 19: Measured number of captures on 129I, with the corresponding production of 130mI and 130gI
atoms, per 109 protons incident on the lead assembly. The errors quoted are peak-finding (stat.) errors only.

Table 20: Measured number of captures on 127I, per 109 protons incident on the lead assembly. The errors
are peak-finding (stat.) errors only.

7.2.4  Comparison with the Monte Carlo simulation

7.2.4.1  Neutron capture cross-section

Both the neutron capture and elastic cross-sections of 129I [Fig. 102(a)] and 127I
[Fig. 102(b)] are fairly well known below 2–3 MeV. In the case of TARC we expect to have at
least 90% of neutron captures occurring below a few tens of keV for 129I and below a few keV
for 127I.

The 127I neutron capture cross-section is in principle better known than the 129I one, for
which the differences between various evaluations result in a difference of up to 12.5%
between JENDL-3.2 [5] and the other data bases while it reaches 30% for 129I. Our data favour
slightly the JENDL-3.2/JEF-2.2/BROND evaluations [75] of the 129I capture cross-section
[Fig. 103(a) & 103(b)].

7.2.4.2  Monte Carlo results

As expected, the distribution of captures reflects the resonance structure in the capture
cross-section [Fig. 104(a) & 104(b)] the main one being at 40 eV in the case of 127I and 70 eV
in the case of 129I. The capture energy spectrum is significantly harder than in the case of 99Tc,
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1
2
3
4
5
6
7
8

14421
18923
13554
15368
11660
10784
18758
17922

276
309
138
121
134
182
288
154



108

where a large fraction of the captures occurs below 25 eV. We expect only 20% of the captures
below 50 eV in the case of 129I and 4% of the captures below 20 eV in the case of 127I.

Fig. 102: Neutron elastic and capture cross-sections as a function of neutron kinetic energy (JENDL-3.2
[75]), (a) 129I and (b) 127I.

Fig. 103: Ratios of 129I and 127I capture rates as a function of distance to the centre of the lead assembly
for three data bases [75] (JEF-2.2, ENDF/B-VI and BROND-2) to JENDL-3.2 used in this analysis.

The detailed Monte Carlo results are shown in Table 21. The statistical errors were obtained
from the actual fluctuations in the results obtained from different FLUKA batches processed
separately on different Convex processors. A comparison between the Monte Carlo simulation
and the data is presented in Figs. 105 to 108.

Table 21: Monte Carlo calculation of the number of captures on the iodine sample. The errors quoted are
statistical only.
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Fig. 104: Neutron energy spectra at capture in (a) 129I and (b) 127I samples. The two curves (0311 and
1111) correspond to extreme measurement positions (16.77 and 68.76 cm from center of lead volume) in
the lead volume (Monte Carlo codes defining positions are shown in Table 14) and have been normalized
to unit area.

Fig. 105: Comparison of the measured capture rate on 129I with the Monte Carlo simulation based on
JENDL-3.2. Error bars include point-to-point errors only (statistics and systematic). For the data there is
an additional global systematic error of 8.3%. For the Monte Carlo simulation there is an additional global
systematic error of 10.8%.
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Fig. 106: Ratio of measured to predicted (JENDL-3.2) capture rates on 129I as a function of distance from
the centre of the lead assembly. The error bars include point-to-point systematic errors only. The grey band
shows the global systematic uncertainty.

Fig. 107: Comparison of the measured capture rates on 127I with the Monte Carlo simulation based on
JENDL-3.2. Error bars include point-to-point errors only (statistics and systematic). For the data there is
an additional global systematic error of 8.4%. For the Monte Carlo simulation there is an additional global
systematic error of 7.2%.

7.2.5  Systematic errors

The neutron capture measurement error is dominated by the systematic errors. The total
error in each measurement of the numbers of 129I and 127I captures is 10.5% and 9.9%
respectively. A more detailed discussion of systematic errors can be found in Ref. [8].
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Fig. 108: Ratio of measured to predicted capture rates on 127I as a function of distance from the centre of
the lead assembly. The error bars include point-to-point systematic errors only. The grey band shows the
global systematic uncertainty.

7.2.6  Conclusion

We have measured at five different positions in the TARC lead assembly the neutron capture
rates on a sample containing both 129I and 127I. We find an excellent agreement between our
simulation and the TARC measurements.

This iodine measurement is also an integral part of a validation of the Energy Amplifier
simulation, concerning the phenomenology of neutrons in pure lead and the properties of
fissions fragments. It is shown here that we are able to simulate the neutron capture history of a
very small sample (64.7 mg for 129I and 10.4 mg for 127I) placed inside a large assembly of
334 t of pure lead.

We have also obtained a new measurement of the production ratio of 130mI to 130gI in 129I
capture, for neutron energies ≤ 105 eV.

7.3  Conclusion on transmutation of long-lived fission fragments

We have measured at a large number of positions inside the TARC lead volume the integral
absolute transmutation rates of 99Tc, 129I and 127I summarized in [Fig. 109(a) & 109(b)].

With the CeF3 crystal used to calibrate the energy–time relation, we also obtained
measurements of the 99Tc differential transmutation rate as a function of neutron energy
(Fig. 110).

In all cases, the observed transmutation rates (99Tc, 129I and 127I) agree well with the
prediction and follow very closely the decrease of neutron fluence as a function of increasing
distances from the centre of the lead volume. This implies that neutron capture at low energies
dominates and that the capture rate per unit of fluence varies little within most of the lead
volume.
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The excellent agreement between our simulation and the entire TARC data set validates
further our simulation. In turn, the correct prediction of integral and differential transmutation
rates for 99Tc and 129I validates the efficiency of the TARC method to transmute LLFFs.

In the case of 99Tc we have obtained a complete set of measurements of all the parameters
involved in the ARC process: (a) the integral neutron capture rate with the rabbit system; (b)
the differential neutron capture rate as a function of neutron energy below 1 keV with the CeF3
detector; (c) the neutron capture cross-section below 1 keV. All of this was done in a
well-controlled neutron flux which had also been measured precisely using several redundant
methods. We can conclude that these transmutation measurements in TARC complete the
demonstration of the efficiency of the Adiabatic Resonance Crossing effect to be used for the
destruction of the most offending long-lived fission fragments produced in nuclear fission.

Fig. 109: (a) Measurement of transmutation rates for 99Tc (216.11 mg), 129I (64.7 mg) and 127I (10.44 mg)
samples as a function of distance from the centre of the lead volume. The lines are Gaussian fits to the data;
(b) Ratio between data and prediction for the transmutation rates shown in part (a).
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Fig. 110: Measured transmutation rate (hole 10, z = +7.5 cm) for a 85 mg 99Tc sample as a function of
neutron energy compared to simulation (right-hand scale). Measurement of the 99Tc apparent neutron
capture cross-section as a function of neutron energy, and comparison with the previous measurement by
Chou et al. [39] extrapolated to zero thickness (left-hand scale).

8  Other Integral Measurements

8.1  Production rates of 233U and 239Pu

We have measured the production rates of 233U from 232Th and of 239Pu from 238U with the
use of delayed γ spectroscopy. Two sets of metallic foils of 232Th and 238U were irradiated
during the same run inside the lead assembly [76].

8.1.1  Production rate of 233U

In a low-intensity neutron flux the transmutation of 232Th to 233U proceeds through the
following nuclear reactions:

In order to measure the production rate of 233U, we detected the gammas of 233U* instead
of those from the de-excitation of 233Pa, since the half-life of 233Pa (27 d) is larger than the
half-life of 233Th (22.3 min), thus resulting in smaller errors in time measurements, transport
of the sample, and gamma counting.

The thorium samples have 99.85% purity, 88.9 µm thickness, 12.7 mm diameter and an
average weight of 132 mg [48]. The foils were activated during run 767 which lasted 8.5 hours
for a total of (2.141 ± 0.107) × 1013 protons [15], [16]. The 311.98 keV (38.63%) gamma line
is the most direct gamma emitted from the 233U excited states [59] and has a total attenuation
coefficient of 0.11 cm2/g, which results in the absorption of 1.1% of the γ’s. The samples were
measured with a GeLi counter and analysed with the help of the Inter Technique Gamma
Spectrum analysis program. We have used the same calibration of the GeLi detector as that
used in triple-foil activation measurements. The activity of the samples was further normalized
to 109 protons.
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The transmutation rate is calculated as:

(56)

where P expressed in g/g is the quantity of produced element over the quantity of initial
sample, R is the normalized activity of the foil in becquerel, t1/2 is the half-life of the produced
element, A its atomic weight, NA is the Avogadro constant and mf is the mass of the foil. The
232Th activation data are given in Table 22. The rates of production of 233U are in good
agreement with the simulation given an overall systematic error of about 10% each on data and
on Monte Carlo calculations (Fig. 111).

Table 22: 232Th foil positions, activities (R) and transmutation rates (P). The errors are statistical only

Fig. 111: Production rates for 233U: experimental data and rates calculated from Monte Carlo simulation
versus the distance from the centre of the lead volume. The lines are guides to the eye made using Gaussian
fits.
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8.1.2  Production of 239Pu

In a low-intensity neutron flux, the transmutation of 238U into 239Pu proceeds through the
following nuclear reactions:

Since the half-life of 239Np (2.36 d) is larger than the half-life of 239U (23.5 min), 239Pu*
gammas allow a smaller time measurement error. We used the 277.6 keV (6.8%) and
228.18 keV (11.46%) gamma lines of 239Np* which are the most direct gammas emitted
during the decay of 239Np [59].

The samples are depleted uranium foils with 400 ppm of 235U with a purity of 99.23%, a
thickness of 127 µm, and a diameter of 12.7 mm, corresponding to an average weight of
290 mg [48]. The foils were activated in the same run as the 232Th samples (run 767). 

Figure 112 shows that the measured transmutation rate of 238U is in good agreement with
our Monte Carlo simulation given a systematic error of about 10% each on data and on Monte
Carlo calculation. The 238U activation data are given in Table 23.

Fig. 112: Production rates for 239Pu: experimental data and rates calculated from Monte Carlo simulation
versus the distance from the centre of the lead volume. The lines are guides to the eye made using Gaussian
fits.

Table 23: 238U foil positions, activities (R) and transmutation rates (P). The errors are statistical only
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8.1.3  Systematic errors

We estimate that the uncertainty in the foil position inside the lead hole is less than 1 cm,
which results in less than 1% error in the estimation of the transmutation rate.

The uncertainty on the measured activity R is 7% [5% from absolute activity of calibration
sources, 3% for the efficiency at the γ energy, 3% for the estimation of the γ peak area, 2% for
the positioning precision (±1 mm at 100 mm) and 0.3% to 0.9% for γ branching ratios, the time
measurement error (2 min) has negligible effect]. The uncertainty on the beam intensity is 5%.

The errors on the physical properties of the sample are negligible. Thus the total systematic
error on the transmutation rates is estimated to be 9% both for 233U and 239Pu.

The systematic error on the Monte Carlo prediction is dominated by the uncertainty on the
(n,γ) cross-sections which is hard to estimate. We think that in the case of 232Th(n,γ) it is at
least 10% and, according to the BNL tables [27], it is at least 7% for 238U(n,γ).

Both for 233U and 239Pu production rates measured with a precision of 9%, the results are
consistent with the Monte Carlo simulation obtained with an uncertainty of order 10%.

8.1.4  Protactinium (233Pa) half-life

We checked that the 312 keV γ line used in the previous analysis was due entirely to 233Pa
by checking its half-life. The activation of 0.25 g of 232Th in hole 5 at z = +7.5 cm was used for
our measurement (runs 1303 to 1325). The detailed experimental conditions are described in
Ref. [77]. The evaluation of the number of counts in the 312 keV peak was made with the same
methods used in the 99Tc and 129I studies [77].

The number of counts in the γ peak can be written as:

(57)

where  is the number of captures on 232Th per proton, λ1 = 5.18047 × 10–4 s–1 (233Th);
λ2 = 2.97131 × 10–7 s–1 (233Pa); tc is the counting time and age is the time between the last
proton shot and the beginning of a given Ge detector counting period, εγ and Brγ (36.8%) are
respectively the efficiency and the branching ratio of the 312 keV γ-line, α1 and α2 are
constants depending on the beam intensity.

The ratio between two Ge measurements will eliminate the common constants, Eq. (58),
(  is here the same for all countings):

(58)

This relation is only dependent on measurements from the Ge detector and not on the
irradiation. From each equation (58) a value of λ2 was extracted.

The spread in the values of λ2 gives us a check of the consistency of our data. Figure 113
shows the results for all calculated λ2 values in the two different positions D1 and D2, λ2 of
0.31 × 10–6 ± 0.91 × 10–8 s–1 for position D1, and 0.29 × 10–6 ± 0.51 × 10–8 s–1 for position
D2. The average value for λ2 is introduced in the following expression as a small correction to
the number of γ counts:

(59)
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with

 

Exponential fits to the data using Eq. (59) allow us to obtain our best estimate of the of
233Pa half-life: 27.46 ± 1.8 days which is consistent with the accepted world value of
26.96 ± 0.002 days.

No attempt was made to perform a high-precision determination of 233Pa half-life, however,
this study is part of a check of the quality of the TARC data.

Fig. 113: Distribution of λ values for the two different positions D1 and D2 and for the three methods of
peak evolution.

8.2  The 232Th(n,2n)231Th reaction rate

8.2.1  Motivation

In the Energy Amplifier project, the contribution to the neutron multiplication from the
non-fission reactions is not negligible in particular for the proposed fuel which is 232Th.
Furthermore, the reactions 232Th(n,2n)231Th → β– + 231Pa and 231Pa(n,γ)232Pa → β– + 232U
leading to the production of 232U which is responsible for a large part of the short-term (few
centuries) radiotoxicity, while 231Pa is responsible for the long term radiotoxicity, are of great
relevance. We have exploited the opportunity offered by the TARC experiment to measure the
(n,2n) reaction rate of 232Th  in a lead slowing down
spectrometer environment.

The 232Th(n,2n) reaction has been studied in different laboratories [78], but as far as we
know, has not been measured with spallation neutrons in lead. The measurement is based on
the observation of the gamma rays emitted by 231Th formed by the n,2n reaction on 232Th. As
is well known, natural 232Th is an alpha emitter with many gamma rays emitted during this
de-excitation. The gamma rays from 231Th are superimposed on the natural gamma-ray
background of 232Th. The intensity of the gamma rays from 231Th is extracted from the
subtraction of this background. This introduces a sizeable uncertainty for the determination of
the n,2n reaction rate.
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A special experimental set-up was arranged to observe the 25.6 keV gamma-ray transition
of 231Th. This line has the advantage of a relatively high intensity (14.5%), and lies in the
gamma-ray region where the contamination is unlikely. The details of this analysis are given in
Refs. [8] and [79]. Here we summarized the main elements of the measurement.

The n,2n energy threshold for 232Th is 6 MeV and the evaluated cross-section is of the order
of 3 barn in the neutron energy range between 6 MeV and 14 MeV. The two samples used
(Table 24) have been placed in hole 3 at z = + 7.5 cm and z = 0.0 cm near the centre of the lead
volume in order to maximize the component of the spallation neutrons having an energy above
6 MeV.

Table 24: Characteristics of the 232Th samples, irradiation positions in the lead volume, and characteristics
of the proton beam

8.2.2  Photon spectra

The 25.6 keV line can be seen without any ambiguity (Fig. 114), while Fig. 115 shows
other peaks of 231Th such as 84.2 keV which are common to 232Th hence harder to separate.
Note also the presence of lines at 94.6 and 98.6 keV characteristic of uranium X-rays and
probably originating from other high-energy neutron reactions on 232Th. 

We have checked that the half-life of the 25.6 keV line was consistent with the 25.52 h
expected for 231Th [80].

Fig. 114: Observed photon energy distribution from the irradiated and non-irradiated 232Th sample in the
energy range 21–39 keV.
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Fig. 115: Observed photon energy distribution from the irradiated and non-irradiated 232Th sample in the
energy range 80–115 keV.

Various sources of background contributing to the γ counting obtained with a
high-resolution X-ray detector have been studied. Background from the 232Th sample was
subtracted from measurements performed before irradiation. The background from 233Th was
made negligible by waiting about 10 half-lives (~ 4 h) before counting the 231Th γ’s. The
background from bremsstrahlung of β’s from 231Th and 233Pa was made negligible by using a
beryllium filter 250 µm thick.

Other potential backgrounds such as fissions of 232Th and 232U, γ’s from 233Pa and from
233U were found not to contribute substantially to the 25.6 keV line of interest. Our results for
the two irradiations performed are given in Table 25.

For comparison, the results obtained from the 84.2 keV gamma line are also reported in
Fig. 116, Fig. 117, and in Table 25. The observed difference between the data (Table 25) is
qualitatively consistent with what is expected from the effect of the neutron flux at z = 0.0
(close to the centre of the spallation source) being greater than the one at z = +7.5 cm.
However, as mentioned above, the 84.2 keV line is not pure and the method used gives a
significant uncertainty in the determination of the counts resulting from the de-excitation of the
231Th.

Table 25: Measured reaction rates of 232Th(n,2n)231Th per incident proton and per gram of 232Th using
the 25.6 and 84.2 keV lines, for each of the samples indicated (hole 3)

The neutron self-shielding was found negligible in the neutron energy range from 6 MeV to
14 MeV. 

The systematic error on the measurement was not evaluated with precision. We can,
however, conservatively state that they are smaller than 50%.

232Th sample z position 25.6 keV line 84.2 keV line

0.678 g
0.158 g

7. 5 cm
0.0 cm
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Fig. 116: 232Th(n,2n)231Th reaction rates obtained from the intensities of the 25.6 keV and 84.2 keV lines,
from the 3 cm × 3 cm 232Th sample (0.678 g) irradiated in hole number 3 at z = +7.5 cm.

Fig. 117: 232Th(n,2n)231Th reaction rates obtained from the intensities of the 25.6 keV and 84.2 keV lines,
from the 0.158 g of 232Th sample irradiated in hole number 3 at z = 0.0 cm.

9  Medical Applications of ARC

9.1  General strategy for medical applications of ARC

9.1.1  Introduction

The domain of applications of the ARC method of enhancement of neutron captures is very
vast. We will discuss in this section the production of (short-lived) isotopes for medical
applications. Radionuclides are extensively used for medical diagnosis applications as
‘tracing’ elements, i.e. they are directly detectable within the patient under study because of
their spontaneous radioactive decays. In order to minimize the integrated radiotoxicity, the
half-life of the chosen tracing isotope should be short, ideally not much longer than the
examination time. As a consequence, its utilization is limited to a period of a few half-lives
from activation, since the radioactivity of the isotope decays exponentially from the moment of
production. Another application of growing interest for radionuclides is (cancer) therapy, for
which doses significantly larger than those used in diagnostics are required. Most of these
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isotopes must have a relatively short half-life, since they are generally injected or implanted in
the patient’s body. Today the main sources of supply for these isotopes are nuclear reactors or
particle accelerators irradiating a suitable target with a charged-particle beam.

The simplicity of the device (activator) which was proposed by one of us [4] and its
relatively modest cost and dimensions are intended to promote ‘local’ production of short-lived
radioisotopes, thus eliminating costly, swift transportation and the consequent need of larger
initial inventories and thus extending their practical utilization. This is made possible by the
high neutron capture efficiency resulting from the ARC method, which allows the required
amount of the radioisotope to be produced with a relatively modest neutron generator. 

This method of neutron activation is intended to be a competitive alternative to
reactor-driven, neutron capture activation. In addition, several isotopes that are difficult to
produce by activation in the (usually thermal) neutron flux of an ordinary reactor can be
produced using the broad energy spectrum of the neutrons in the activator extending to high
energies and especially designed to make use of the large values of the cross-section at the
energy of resonances. This is the case, for instance, in the production of 99mTc (99Mo), widely
used in medicine and which is nowadays generally chemically extracted from the fission
fragments of spent nuclear fuel. With the present method, this popular radioisotope can be
obtained instead by direct neutron resonant activation of a (natural) molybdenum target with
the help of a much simpler and less costly activator driven by a small particle accelerator.
Incidentally, the total amount of additional, useless radioactive substances that have to be
produced and handled in association with a given amount of this wanted radionuclide is also
greatly reduced. 

9.1.2  Selected examples of procedures for an activator

The procedures to be followed in order to prepare radioactive samples are illustrated by the
following practical examples:

(1) A first procedure, suitable for medical examinations (thyroid), consists of activating
directly inside our device an already prepared, pharmacological iodine compound. The
element is initially available in the most appropriate chemical compound7, made from
natural iodine (stable isotope 127I). Shortly before administration, the compound is
introduced in the activator driven by a small proton accelerator (23 MeV and 1 mA) and
activated — for instance during a time of the order of one 128I half-life (25 min) or
correspondingly less for smaller activation strengths — with the help of the capture
reaction 127I + n → 128I + γ, which transforms natural iodine into the tracing element
128I with β–-decay and a prominent γ-line at 443 keV. There is no chemical ‘preparation’
between activation and examination. This very simple procedure is becoming practical
with the ARC method because of the higher efficiency of neutron capture, which
produces the required source strength (≤ 1 GBq) starting from a tiny, initial amount of
natural iodine (≤ 1 g) and using a conventional accelerator of a scale already in wide use
within hospitals for other applications (PET, etc.). The feasibility of the production of
128I from 127I has been confirmed by TARC, using the 127I content of the iodine sample
used in the transmutation test of 129I. The rate of captures measured in TARC is well
reproduced by our simulation (Fig. 118). At about 46 cm from the centre of the lead
volume (hole 10, z = +7.5 cm) the capture rate is 14 900 per 109 protons on our

7. For instance sodium iodide (NaI).
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10.44 mg sample of 127I. These measurements validate the simulation used in this
section. Our method makes practical the use of 128I as a tracing element for thyroid
diagnosis with a much shorter half-life (25 min) than the one of currently used iodine
isotopes (131I and 123I) and hence the corresponding important advantage of a much
smaller dose to patients8. 

Fig. 118: Ratio of measured to simulated capture rate on our 10.44 mg 127I sample. The grey band
represents the size of the common systematic error.

(2) A second example, also tested in TARC (see Section 9.2), illustrates the case in which
some (simple) chemical transformation is needed between the activation and the use of
the radioactive compound. This is the case for the 99mTc medical examination, of which
many millions are performed annually world-wide. The small sample to be irradiated
consists of molybdenum9, for instance in the form of MoO3. The appropriate sample of
99Mo (t1/2 = 65 h) is produced with the help of the activator driven by an accelerator and
the capture reaction 98Mo + n → 99Mo + γ. The activated molybdenum sample is then
handled according to a generally used procedure: transformed for instance in the form of
an appropriate salt, it is captured in an alumina absorber. The production of 99mTc
proceeds inside the absorber through the subsequent β-decay reaction 99Mo → 99mTc.
The 99mTc which has a relatively short half-life (t1/2 = 6.01 h) is extracted in the form of
Tc4+, for instance by passing a solution of water with a small amount of NaCl through
the Mo sample in the alumina (which remains insoluble). Since only a very small
fraction of the compound is activated at each exposure, the molybdenum ‘father’ can be

8. The current methods of iodine examinations are based on 131I, which has a relatively long half-life of eight
days and which causes large intake doses for the patients (roughly in the ratio of half-lives (461/1), and
123I which has the shorter half-life of 13.2 hours (31.8 times that of 128I), but is difficult and costly to
obtain since it is normally produced by 30 MeV protons with the (p,2n) reaction on isotopically separated
124Te (natural abundance 4.79%). In order to use natural Xe, the reaction is (p,5n) and the energy must be
at least 60 MeV. The presently proposed method has therefore both a very simple application and leads to
much smaller doses to the patient for a given disintegration rate during the examination. We note that the
larger doses of the current methods generally hamper extensive application in the case of young subjects
and of pregnant women. 

9. The isotopic content of 98Mo in natural molybdenum is 24.13%. Isotopic enrichment will be convenient,
though not mandatory. 
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recycled10 flushing it from the alumina absorber and repeatedly re-introducing it in the
activator. 

(3) Another type of radioisotope used in medicine is extracted from fragments of uranium
fission and generally referred to by the generic name of ‘fissium’. The increased capture
efficiency offered by the ARC method works equally well in the case of neutron capture
leading to fission. Fissium can be produced in our activator introducing a small uranium
target, possibly enriched with 235U, which, as in the previous examples, is strongly
activated by primarily resonance-driven captures. The system is not critical and a small
amount of fissile target material is sufficient to obtain relatively large amounts of
fissium. In the case of activation of short-lived elements, the target must be frequently
extracted and reprocessed. This is made extremely easy by the geometry and general
conditions of the operation of an activator, when compared with a nuclear reactor. The
amount of plutonium produced by the captures in 238U is negligibly small and causes no
concern about proliferation. 

These cases are examples of the potential of the activator (Fig. 119) and obviously a variety
of scenarios are possible, depending on the type of radioisotope and the specific application. 

The activator has a geometry close to the TARC experimental set-up [Fig. 119(a) and
119(b)], but with additional improvements to enhance the neutron flux in the energy region of
interest described in detail in Ref. [4].

Fig. 119: General layout of the activator (a) for a small target and low-power beam or radioactive source;
(b) for high-power beam and spallation neutrons. 

10. This is of importance if molybdenum is isotopically enriched. 
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9.1.3  Characterization of the spallation neutron source

The energy spectrum of the initially produced neutrons is relatively unimportant, since the
inelastic processes in the diffuser quickly damp the neutron energy down to about 1 MeV,
where the lethargic slow-down of the neutrons is taking over. Therefore, the neutron capture
efficiency for activation and, more generally, the geometry of the activator are relatively
independent of the details of the realization of the source. 

In the case of the activation of natural iodine, it is likely that a small sample — of the order
of a fraction of a gram — must be activated for each exposure to a level requiring a cyclotron
or similar accelerator with a neutron production rate of a few times 1013 neutrons/second over
the full solid angle. This can be obtained with a proton energy of the order of 10–30 MeV and
a current of the order of milliamperes, which is also suited for production of isotopes for PET
examinations. Therefore a combined facility may be envisaged. 

In the case of a large industrial production of radionuclides, like for instance 99Mo (99mTc),
131I, or of fissium from uranium fissions it may be worth considering similar currents but
higher proton energies, in the region of a few hundred MeV. Activation can then be performed
within much smaller samples which is a considerable advantage especially in the case of
portable 99Mo (99mTc) dispensers. 

At the other end of the scale, the production of small activation with a simple device using a
neutron-emitting radioactive source is worth mentioning, since it might be of interest for
applications in which a very weak source (<< mCi) of radioisotopes is needed. This would be
cheap and simple to operate. 

The overall neutron yield from a thick Be target bombarded with a beam of protons
at Ep = 23 MeV is 1.66 × 1014 n/s/mA (E > 0.4 MeV), corresponding to a neutron flux of
0.654 × 1012 cm–2 s–1 mA–1 at r = 20 cm from the source, according to the formula
φ(r) ≈ S0/4πDr, which exhibits the lead enhancement factor (D = 1.01 cm). We note also that
the flux is falling like the inverse of the distance (1/r), more slowly than in empty space where
the flux is proportional to the solid angle from the source (1/r2). We note that for a current of
10 mA, typical for modern cyclotrons, our system leads to the remarkable flux
6.5 × 1012 cm–2 s–1, typical of a nuclear reactor. Other target materials can be used, in
particular 7Li, with comparable yields. The neutron yield is a growing function of the proton
energy and for a given beam power is rising proportionally to . Neutrons can be
produced also with other incident particles, in particular deuterons and alphas. For a given
incident energy, the forward neutron yield of deuterons is substantially higher than for protons,
but, as relevant in our application, the angle integrated flux is comparable to that of protons
[81]. The yield for incident α-particles is substantially lower. In view of the associated
simplicity and their high neutron yield, proton beams seem to be optimal for the present
application. 

Neutron yields achievable by proton accelerators and different targets are summarized in
Fig. 120. 

9.1.4  Performance of a typical activator

Transmutation rates (Fig. 121) are largely independent of the chemical binding and isotopic
composition of the materials inserted in the activator. They are also almost independent of the
source geometry and of the process used for the neutron production, provided their energy is
initially sufficiently high (> 0.4 MeV). More details can be found in Ref. [4].

  E0
0 886.
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Fig. 120: Neutron yield, S0 per mA of proton current, as a function of the kinetic energy of the proton
beam for both a beryllium target and a heavy spallation target (taken from Ref. [4]). 

Fig. 121: Asymptotic activated yield for different elements, as a function of the strength S0 of the neutron
source. Points (1) and (2) correspond to a local production scenario, and points (3) and (4) to a regional
industrial scale scenario (taken from Ref. [4]).

9.2  Measurement of 99mTc production rate from natural molybdenum

9.2.1  Sample configuration and preparation

The sample used is a standard commercial 99.985% pure sample of molybdenum with very
few impurities at the 10–3 level which can be ignored. The molybdenum sample was packaged
in a small polyethylene bag to facilitate handling during irradiation in TARC. It had the shape
of a thin disk of diameter 12.75 ± 0.05 mm, a thickness of approximately 0.078 ± 0.002 mm
for a total weight of 90.3 ± 0.15 mg. The sample contains 21.79 ± 0.04 mg of 99Mo (Table 26).
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Table 26: Properties of the molybdenum sample irradiated in TARC

9.2.2  Molybdenum capture and decay schemes

9.2.2.1  Molybdenum transmutation scheme

Through neutron capture, stable 98Mo is transmuted into 99Mo (Fig. 122), which decays
with a half-life of 65.94 hours into mostly (Br = 87.5%) 99mTc (t1/2 = 6.01 h), but also
sometimes (12.5% of the cases) into 99Tc (t1/2 = 2.111 × 105 yr). 99mTc decays almost always
(99.996% of the cases) into the 99Tc ground state through internal transition.

Fig. 122: Neutron capture on 98Mo and subsequent decay scheme.

For 100Mo the scheme is simpler (Fig. 123). 101Mo (t1/2 = 14.61 min) is produced which
decays 100% of the time into 101Tc (t1/2 = 14.22 min) which itself decays into stable 101Ru.

The 92Mo neutron capture cross-section is relatively small. In our sample of natural
molybdenum, 92Mo corresponds to only 2.5% of all the captures. For 92Mo, most of the
captures (> 77%) produce 93Mo (Fig. 124) which has a long half-life and does not contribute
very much to the total sample activity. In less than 23% of the cases, 93mMo is formed. As a
result the contribution to the overall sample activity is negligible. It is confirmed by the γ
spectra where we do not see any significant γ peaks from 93mMo. 93Mo has only X-rays, and
93mMo three significant γ’s [69]: 263.1 keV (56.7%); 684.7 keV (99.7%), and 1477.1 keV
(99.1%).

Element
Fraction

(%)
Mass
(mg)

Error
(mg)

92Mo
94Mo
95Mo
96Mo
97Mo
98Mo
100Mo

14.84

9.25

15.92

16.68

9.55

24.13

9.63

13.40

8.35

14.375

15.08

8.625

21.79

8.696

0.02

0.014

0.02

0.025

0.015

0.036

0.015

Total 100.00 90.3 0.15

99Mo (t1/2 = 65.94 h)

99Tc (t1/2 = 2.111 × 105 yr)

99mTc (t1/2 = 6.01 h)

99Ru (stable)

99.996% IT 0.004% β–

100% β–

β–~ 87.5%

β–~ 12.5%

n + 98Mo (stable) 99Mo (t1/2 = 65.94 h)
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All the other isomers (94Mo, 95Mo, 96Mo and 97Mo) are irrelevant in this study, since each
of them produces, through neutron capture, another stable element. They do not contribute to
the activation of the sample. We conclude that the total activation of natural molybdenum
should be dominated by the production of 99Mo, with a small contribution from the production
of 101Mo and a negligible contribution from the production of 93mMo and 93Mo. This is indeed
confirmed by our measurements.

Fig. 123: Neutron capture on 100Mo and subsequent decay scheme.

Fig. 124: Neutron capture on 92Mo and subsequent decay scheme.

9.2.2.2  Other neutron reactions

Other possible channels with high-energy neutrons include (n,2n) reactions which can
produce 91Mo (t1/2 = 15.49 min) and 91mMo (t1/2 = 65.0 s) from 92Mo. In the same way 93Mo
and 93mMo can be produced from 94Mo and finally 99Mo can be produced from 100Mo. All
these reactions have relatively high neutron energy thresholds (≥ 10 MeV), and represent a
very small fraction of the captures, which can be safely neglected. This was checked explicitly
with our simulation.

9.2.2.3  Gamma branching ratios in molybdenum isotopes

Tables 27–28 give the values of the branching ratios, for the various gamma lines used to
detect the decays of the isotopes of interest. The branching ratio is defined as the probability of
producing a given gamma in the decay of the element considered.

101Mo (t1/2 = 14.61 min)
β–(100%)

n + 100Mo (t1/2 = 1.2 × 1019 yr) 101Mo (t1/2 = 14.61 min)
(n.a. 9.63%)

101Tc (t1/2 = 14.22 min) 101Ru (stable)
β–(100%)

93Nb (stable)

99.88% IT 0.12% EC

100 % EC

n + 92Mo (stable)

93Mo (t1/2 = 4.0 × 103 yr)

93mMo (t1/2 = 6.85 h)< 0.006 barn

0.02 barn

93Mo (t1/2 = 4.0 × 103 yr)

93mMo (t1/2 = 6.85 h)
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Table 27: γ branching ratios in 99Mo decay [69]

(*) Note on the 140.5 keV γ branching ratio: This γ comes mainly from the 99mTc daughter
of 99Mo. But 99Mo also produces this line directly. The first number given in Table 27 (90.7%)
is taken from Ref. [69] which claims that this is the value at ‘transient’ equilibrium calculated
as:

 (60)

where IE is the 140 keV abundance observed in the case of transient equilibrium,

ID ≡  

is the 140 keV abundance of the same transition in the decay of the daughter alone. λP and λD
are the decay constants of the parent and daughter respectively, and Br is the branching ratio
for the decay from parent to daughter.

The result is clearly different from the 90.7% given in the data tables [69]. We suppose that
one should add the 140.5 keV γ’s not coming from 99mTc according to:

 . (61)

From this we obtain = 6.3%. Unfortunately, when we compute that branching
ratio directly from the level scheme [63] we get 2.99%. It will be shown later that the 6.3%
value gives an activity more consistent with the other lines, therefore, we use that value, but we
attribute a large error to it, namely 6.3% ± 3.3%.

Table 28: γ branching ratios in 99mTc decay [69]

9.2.2.4  Correction for extended source geometry and gamma absorption

The activity of the various γ lines of interest was measured, using the same Ge counter as
for the iodine study [68]. The Ge calibration was performed with a naked point-like source,
therefore, we need to calculate corrections to take into account that (a) the molybdenum

99Mo lines (keV) Branching ratio (%) Error (%)
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sample is an extended source of γ’s and (b) that the γ’s produced can be absorbed in the
molybdenum sample itself. In this case, we removed the plastic holder to perform the Ge
counter measurement (Fig. 125). Absorption in the Ge counter material (aluminium window,
etc.) is common to the Ge calibration procedure and to the data taking.

Fig. 125: Details of the set-up used for the measurement of the molybdenum activation, on the TIS Ge
counter.

The correction factor, evaluated with the MCNP Monte Carlo code [66], takes into account
also the correction needed to go from the point-like source used in the efficiency calibration of
the Ge counter, to the extended sample geometry. In both cases the corrections are expected to
be small, of only a few per cent. We followed the procedure used in the analysis of the 129I
activation [68], where we defined the Ge effective efficiency to be used in the analysis as:

(62)

where the correction to the measured point-like efficiency can be defined as:

 (63)

The results summarized in Table 29 are taken partially from Ref. [82], for all the γ’s of
interest here. Note that the systematic uncertainty for the low-energy γ’s (below about
500 keV) may be larger than the canonical 5% because relatively few points were available in
the calibration.

The error on the efficiency correction (Table 29) is estimated to 50% of the correction but
does not matter very much because it is small in absolute value compared to the error on the
measured efficiency which suffers from the precision on the activity of the calibration sources
(5%) and on the interpolation procedure between measured points (5%).

9.2.2.5  Correction for gamma overlap

It is apparent from the excited level properties of 99Tc, that some of the gamma lines used in
this analysis are correlated with one another, both in time and in space. Therefore, there is a
certain probability that two or more gammas are recorded together in the same Ge counter.
When this happens, the observed energy is not in the peak corresponding to the gammas
considered, and the event does not contribute to the peak counting. We estimate, based on a
calculation made with MCNP [66], that this effect is smaller than in the case of 129I where it
was at most 6%. In the following analysis we neglect this effect, since it is small compared to
several sources of systematic errors.
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Table 29: Effective γ efficiency of the TIS Ge counter used at position D1 (all Ge counter measurements
were made at position D1). The correction is defined above

9.2.3  General summary of the irradiation data

The activation was performed in TARC in hole 10 at z = +7.5 cm (2172 PS shots,
2.156 × 1013 ± 3.6 × 108 (stat.) protons. The number of non-empty shots was 2075 and the
measured mean distance of the beam impact to the beam axis was 2.84 mm

9.2.4  Data analysis

9.2.4.1  Production of 99Mo and of 99mTc

The procedure is totally analogous to the one used for the irradiation of 129I and is described
in detail in the corresponding note [68]. The run history for irradiation number 1 is given in
Fig. 126.

Fig. 126: History of beam intensity for run 767.

Assuming that at a given position in the lead assembly, Ni atoms of 99Mo are produced per
109 incident protons, we can calculate the number of 99Mo and of 99mTc atoms present at the
end of irradiation in the following way:
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(64)

(65)

where Xn is the number of protons (in units of 109 protons) in PS beam shot n, λ1 = 2.91994 ×
10–6 s–1 is the decay constant of 99Mo, λ2 = 3.203675 × 10–5 s–1 is the decay constant of
99mTc, tend is the time of the last PS shot, tn is the time of shot number n, Br is the probability
that 99mTc is formed in the decay of 99Mo, taken to be 87.5%. The quantities
A ≡ N(99Mo)end/Ni which we call the 99Mo beam integral, and B ≡ N(99mTc)end/Ni which we
call the 99mTc beam integral characterize a given irradiation and are given in Table 30.

Table 30: Beam integrals (A, B) calculated for each of the processes. These beam integrals characterize the
production and decay of 99Mo, and 99mTc during the irradiation. The errors include the systematic errors
coming from the absolute beam calibration (5%) and the statistical error (but, negligible in all cases).

9.2.4.2  Gamma spectra analysis

The time measured between the last PS shot and the beginning of Ge counting is
1867 seconds and the measurement lasted 10 000 seconds.

The number of counts in the γ peaks (Table 31) was determined in three ways: (a) using the
standard algorithm available on the Ge system we used (TIS); (b) using an algorithm
developed by our group for the rabbit analysis and based on Ref. [61]; and (c) making a fit with
interactive software (PAW) [83], in cases of ambiguity of results from (a) and (b). This allowed
us to compare the algorithms, and gave us a way to correct technical problems and estimate the
systematic errors. Figure 127 shows the Ge gamma spectrum obtained.

Table 31: Peak-finding results for 99Mo data (the errors are statistical only)

A good technical overall test of (a) the peak-fitting performance; (b) the estimation of the
Ge counter acceptance; (c) the effect of γ overlap; (d) the determination of the γ-line branching
ratio is obtained by making sure that all the γ-lines of one element give the same activity. This
is indeed the case for 99Mo (Fig. 128). Since, in the case of 99Mo, there are five different γ lines
which we can use, the spread between the activities obtained from these lines, is a good
measure of the systematic error. We find a standard deviation of 6% (Table 31), which is the
value we are using in our general error analysis.
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Fig. 127: Ge gamma spectrum taken shortly after the end of irradiation, showing the 99Mo, 99mTc, 101Mo,
and 101Tc peaks of interest.

Fig. 128: Measurement of capture rates on 98Mo from the activity of each 99Mo gamma line (statistical
errors only).

9.2.4.3  Calculation of the 98Mo capture rates

We call n1(t) and n2(t) the number of 99Mo and 99mTc atoms at time t, and n1(0) and n2(0)
the numbers of atoms of these two elements at time t = 0, defined as the time of the last PS shot
in the irradiation run. We have:

(66)
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where A and B are the beam integrals given in Table 30. The expressions for n1(t) and n2(t) are
given by:

(67)

where Br is the fraction of 99Mo decays into 99mTc. With these expressions we can calculate
the number of decays for each element in a time window [Age, Age + Tc], where Age is the time
at which the Ge counting starts, and Tc is the counting time:

(68)

from which we can obtain the number of 98Mo captures per 109 protons, from the number of
Ge counts in a given γ peak in the 99Mo decays [Ncounts(γ)] (except for the 140.5 keV line
which has to have special treatment):

(69)

The 140.5 keV γ line gets contributions from both 99Mo and 99mTc, and therefore the
number of captures per 109 protons calculated with this line is a bit more involved:

(70)

The number of captures obtained from each line is given in Table 32. The average capture
rate is found to be 1785 ± 46 (stat.) (Table 32). Taking into account, in addition, the systematic
errors of 10.7% (Table 34) we get Ni = 1785 ± 191 (tot.), to be compared to the Monte Carlo
prediction of 2016 ± 126 where the error is statistical only.

Several technical checks of the evaluation of the number of captures are described in
Ref. [8].

Table 32: Measured rates of captures on 98Mo from each gamma line

Gamma energy (keV) Ni (capt/109 protons) Statistical error
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181.09
366.42
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777.91
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9.2.5  Monte Carlo simulation

9.2.5.1  Simulation of capture rates

The simulation (Table 33) [82] was obtained with the same general procedure used in other
similar analyses in the TARC experiment and is based on the JENDL database for
molybdenum neutron cross-sections (Fig. 129).

Fig. 129: Neutron capture cross-sections of stable molybdenum isotopes (from JENDL-3.2).
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Table 33: Captures per 109 protons, on the various stable isotopes of natural molybdenum contained in the
activated sample, as obtained from the TARC simulation

9.2.5.2  Systematic errors

Table 34 summarizes all the systematic error contributions to the measurement of the 98Mo
capture rate and to the Monte Carlo calculation.

Table 34: Sources of systematic errors in the measurement of the number of captures on 98Mo and in their
simulation

Isotope Captures per 109 p Error (stat.) Fraction (%)

92Mo
94Mo
95Mo
96Mo
97Mo
98Mo
100Mo

373.0
325.4

13357.1
3246.0
2341.3
2015.9
777.8

54
51
326
161
136
126
79

1.66
1.45
59.53
14.47
10.44
8.98
3.47

Error source
Error on error 

source
Resulting error on 

98Mo captures

Beam intensity
Ge acceptance (source and systematics of calibration)
Molybdenum amount

5 %
6.4%
0.2% 

5%
6.4%
0.2% 

Total common experimental 8.1%

Peak finding and statistics
Sample position in Ge system
Br. ratio, Ge acceptance, absorption
T0 measurement

2.6%
1.1 mm
see text

15 s

2.6%
2.6% (D1)

6%(*)
neglig.

Total individual experimental 7% 

Total experimental 10.7% 

Monte Carlo 98Mo capture cross-section(**) – 7% 

Monte Carlo statistics & others (***) 7% 7%

Total Monte Carlo 9.9%

(*) Error estimated from spread of activity measurements for various γ lines in 99Mo decays, which

includes part of the first two sources of errors, hence the estimated total of 6%. 

(**) As our estimate of the error due to the uncertainty on the neutron capture cross-section on 98Mo we

take into account the spread of capture rates obtained with the various databases (Fig. 130).

(***) The Monte Carlo error quoted here includes statistical errors and estimates on the error on

geometry, impurity contents, method, etc. We do not include the error which comes from the simulation

of the neutron flux, but only errors belonging to the simulation of molybdenum properties. From TARC

flux measurements we know that the agreement between simulated flux and data is better than 10%

(Fig. 37) on average in the energy range of interest.
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Fig. 130: Ratio of numbers of 98Mo captures obtained from various data libraries (ENDF/B-VI & JEF-2.2)
to the JENDL number, as a function of distance to the centre of the lead volume.

9.2.5.3  Comparison with the data

The 98Mo measured capture rate (1785 ± 191 per 109 protons) is well consistent with the
prediction (2016 ± 199 per 109 protons) from the TARC simulation (Fig. 131). The average
ratio data/Monte Carlo is 0.89 ± 0.13.

As for all TARC neutron capture measurements, in the Monte Carlo uncertainty, there is in
addition an overall contribution coming from how well the neutron flux is simulated (mainly
due to the uncertainty on the spallation process and on the lead cross-sections, see Section 5).
This additional uncertainty is about 15%. This makes our measurement clearly more precise
than the prediction.

Fig. 131: Comparison between the observed capture rate on 98Mo and the simulation (hole 10,
z = +7.5 cm). The values are compared for each of the 99Mo gamma lines used in the analysis. The error
bars shown represent the statistical errors of both data and Monte Carlo simulation. The thick horizontal
line is the average ratio. The band shows the total common error (0.11) centred on 1.
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9.2.6  Various checks on the data

We have used the various Ge counting measurements, made after a high-intensity
irradiation, to verify the quality of some of the basic data used in this analysis. The Ge
counting data can be used to study the production of 99mTc and obtain information on the
half-life of the various elements involved.

Using for instance the 181 keV line of 99Mo, we can fit the average observed counting time
as a function of the age of the sample. We get t1/2 = 65.7 h (Fig. 132), in excellent agreement
with the 65.94 h given in the NNDC/BNL library.

Fig. 132: Determination of the 99Mo half-life, using the 181 keV line. The average counting time is plotted
versus the sample age at beginning of counting.

It is clear that the 140.5 keV line is mainly produced by 99mTc. We can estimate the number
of 99mTc atoms present in the sample as a function of time (Fig. 133). The maximum number
of 99mTc atoms occurs at time tmax ~ 5 hours, given by:

(71)

and is nicely consistent with what we observe (Fig. 133). The 191 keV line of 101Mo was used
to obtain a check of the 101Mo half-life (Fig. 134). We find t1/2 = 14 min 45 s ± 20 s to be
compared to 14 min 37 s given in the NNDC/BNL database.

9.2.7  Conclusion

We have verified that 99mTc could be produced simply by activation of natural molybdenum
producing 99Mo from 98Mo.

The overall activity of natural molybdenum after activation is dominated by the production
of 99Mo; the isomers other than 98Mo induce only a small contribution to the overall activity
(mainly from 101Mo).

The rate of neutron capture on 98Mo, hence of production of 99mTc, is found to be
consistent with the TARC simulation prediction and therefore validates this simulation for this
particular process.
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Fig. 133: Number of 99mTc atoms present in the sample, as a function of time, following the third
activation.

Fig. 134: Determination of 101Mo half-life, using the 191 keV line and data from activation number 3.

10  Energy Deposition in Lead by Neutrons

10.1  Introduction

When a proton beam hits the TARC lead volume, a large number of particles, mainly
neutrons, but also photons and charged particles are produced. These particles move around in
the lead inducing different scattering processes, some of them producing energy that heats up
the lead. The amount of heat generation by neutrons is normally much smaller than the heat
deposited by the protons through cascade and ionization, but it is nevertheless very interesting
both from the characterization of the spallation and diffusing cascades and from the practical
point of view as a direct measurement of total energy deposited at different positions close to
the spallation target. Calorimetric measurements of such energy deposition in a lead sample
placed inside the TARC assembly were performed in August–September 1996. The energy, E,
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was obtained by a calorimetric method in adiabatic conditions: by measuring the temperature
increase, ∆T, exhibited by a sample with known heat capacity, C(T), then:

E = C(T) ∆T  ;  assuming ∆T<<T . (72)

At room temperature, ∆T values are expected to be only some tens of microkelvin for a total
heating time of one hour [84]. Therefore, the measurements had to be performed at
liquid-helium temperature (about 4 K) since the specific heat of lead decreases rapidly as the
temperature is lowered. At 4 K the specific heat of lead is 180 times smaller than the value at
room temperature, so the ∆T values should typically be a few millikelvin. Our experimental
set-up (Fig. 135) achieved a temperature resolution of 0.2 mK which allowed reliable
measurements of the energy deposition.

 

Fig. 135: Schematic description of the different parts and materials of the cryostat.

10.2  Experimental set-up

A home-made cryostat (Fig. 135) designed and built in the Laboratorio de Bajas
Temperaturas of the Universidad Autónoma de Madrid was used in the measurements. The
cryostat is part of a continuous flow system of liquid 4He. Liquid helium is transferred from the
helium dewar into the cryostat through a double jacket siphon. The helium gas produced by
evaporation in the cryostat returns through the external jacket of the siphon, thus refrigerating
it. The flux and base temperature are controlled with the aid of a pump and a needle valve.
Typical working flows are of 1.25 �/h. It takes several hours for the sample to reach low
enough temperatures. The base temperature in the experiment was about 4.15 K. Temperature
fluctuations of some tenths of kelvin with a period of some tens of seconds can appear in the
bath, although normally, the stability is better than 2 mK.

As the measurements are performed under adiabatic conditions, it is necessary to get
high-quality vacuum; using a turbomolecular pump the level reached was typically 10–8 bar.
Two radiation shields made of copper prevent thermal radiation exchange with the
surroundings, the inner one is in good thermal contact with the bath at 4 K.
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Thickness 0.2 mm
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Thickness 0.3 mm

Inner radiation shield (copper)
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Thickness 0.3 mm
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Nylon threads
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Ge thermometer
(GR200)
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Total Length = 30.7 cm

Samples: a) Pb #1
                     L = 2.5 cm. fl 1.4 cm. M = 42.167 g
                 b) Pb #2
                     L = 1.5 cm. fl 1.4 cm. M = 24.440 g
                 c) Cu
                     L = 2.5 cm. fl 1.4 cm. M = 32.078 g

Cooper block
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The sample hangs from an eccentric brass bar by two nylon threads to keep it under
adiabatic conditions; the cooling power of these threads is less than 20 nW/K. The inner shield
is also used to cool the sample down to the copper shield temperature (~ 4.2 K): by rotating the
whole cryostat, the sample can be put in thermal contact with it. The thermometer is placed
inside a hole made in the sample, and clamped by a screw. Its manganin leads are clamped to
the thermal bath container at different places. They are finally fixed to the sample with varnish
to avoid erroneous measurements of temperature. The cooling power of the leads is less than
20 nW/K. The thermometer Joule heating power is less than 10 nW. Two different
thermometers were used: a doped germanium chip and a carbon glass resistance. Both are
mounted strain-free in a gold plated copper can, with internal atmosphere of 4He and sealed by
an epoxy heat sink.

In these quasi-adiabatic conditions, the leak time of the energy between the bath at 4.5 K to
the sample is more than 20 hours. For this reason, the fast temperature fluctuations that
eventually appear in the bath are not seen by the sample. So, even when the bath temperature is
not very stable, good calorimetric results can be obtained. The resolution in the temperature of
the sample is about 0.2 mK. As the specific heat of lead at 4 K is 7 × 10–4 J/K/g, this allows
one to measure energy productions of the order of 200 nJ/g.

The specific heat of the sample was measured between 4 K and 8 K. The estimated error in
the region of interest, i.e. below 6 K, is 3%. During the calibration procedure the conditions
inside the TARC assembly were simulated: the sample was heated by Joule dissipation pulses
in an electrical resistance, which was in good thermal contact with the sample. The amount of
energy of these pulses was fixed at similar values to those expected from prior Monte Carlo
simulation results.

10.3  Analysis of the data

The measurements were mostly performed under adiabatic conditions, although a
non-adiabatic experiment was also done. The results in these different conditions are
consistent. In what follows, we will distinguish between quasi-adiabatic and non-adiabatic
measurements.

10.3.1  Analysis of the data in quasi-adiabatic conditions

In the adiabatic experiments we measure the temperature of the sample when protons are
injected into the lead assembly, and also both before and after the proton injection period. In
Fig. 136, curve 1 shows the evolution of the temperature of the sample versus time in these
three regimes. The two small kinks at about 0.57 hours and 1.34 hours, corresponding
respectively to the start and end of the beam activation, show that the beam is indeed heating
the sample. Nevertheless, even when there is no beam, the temperature changes smoothly. A
typical rate in our case was +0.05 K per hour.

This indicates the presence of an extra source of heat whose power is about 400 nW. This
value is bigger than the heating power due to neutrons and other particle interactions in most of
the measurements. In the calibration procedure it was realized that the heating rate was
proportional to the intensity of mechanical vibrations. These vibrations cannot be reduced to
zero, because some of them come from the flux of helium inside the cryostat. The temperature
increase of the sample at time t is then:

∆T = T(t) – T(0) = ∆Tp(t) + ∆Tv(t) . (73)
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Fig. 136: Analysis of data for an adiabatic measurement: (1) Typical time evolution of the temperature of
the sample; (2) Heating rate versus temperature. The dashed line is a second-order polynomial fit of the
derivative using the data when the beam is off; (3) Increase in temperature due to the energy released when
the proton beam is turned on, after subtraction of the general temperature drift.

∆Tp(t) corresponds to the proton pulses, ∆Tv(t) is due to mechanical vibrations. The net
extra heating power seen in the experiment depends on various parameters: the difference in
temperature between the bath and the sample, the position of the sample, the mechanical
vibrations, the vacuum, and so on.

All these parameters change in every measurement. To obtain ∆Tp it is necessary to
determine and subtract ∆Tv. We have used the following expression for the time evolution of
the temperature of the sample:

 . (74)
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When the beam is off,  at any time, and ∆Tv(t) is simply:

(75)

where dTOFF/dt means the heating rate when there is no beam. Then, using relation (2) the
increase of temperature due to the beam is:

 . (76)

In principle the derivative dTOFF/dt is smooth and continuous with T. When the beam is off
dTOFF/dt can be obtained numerically.

Then, for new situations when the beam is off, it can easily be determined by fitting; on the
other hand, for situations with the beam on, the value can be obtained by interpolation. This
procedure, i.e. the fit of the heating rate dTOFF/dt when the beam is off versus T, is shown in
Fig. 136, curve 2. Since T depends on time, dTOFF/dt = dTOFF(T(t))/dt also depends on time, and
the integral in Eq. (75) has to be done numerically.

If we plot the result of this correction against time, we obtain directly the temperature
increase of the sample due to the proton source, see Fig. 136, curve 3. In this figure, the
goodness of the fit is explicit: before and after the proton pulse interval

    is zero as expected.

Knowing the specific heat of the sample and the number of protons supplied, we can
calculate the energy deposited per gram and per proton using Eq. (72).

10.3.2  Analysis of the data in non-adiabatic conditions

It is possible to measure the energy even with the sample in thermal contact with the bath. If
the beam is on, the sample temperature rises up to a value determined not only by the energy
losses in the sample, but also by the thermal exchange between sample and bath. This depends
on the contact area and mass of the sample as main parameters.

Eventually, the sample reaches equilibrium and its temperature is stable. When the proton
source stops, the temperature decreases and, following this decay, we can extract the power
supplied to the sample. If the cooling power of the contact is linear with the difference of
temperatures between bath and sample, ∆T(t) should be exponential in time. This is a good
approximation because the temperature difference is less than 0.1%:

∆T(t) = ∆T0 exp(–t/τ) in which τ = C ∆T0/P , (77)

where C is the heat capacity of the sample and P the heating power of the proton source. The
value C is known and P can be obtained by fitting of the experimental data. Since P and the
number of protons per second are known, the energy deposited per gram and per proton can be
derived.

10.4  Experimental results

In all the measurements the protons had a kinetic energy of 2.75 GeV and the beam was
provided in the fast extraction mode. The beam intensity was measured by two beam
transformers with an absolute precision of 5%, as already explained in previous sections.
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10.4.1  Adiabatic measurements

Measurements were performed in four different holes, at several z positions (Table 35).
Three different samples and two different thermometers were used. This was done to test the
existence of heating sources different from the protons, and to check possible systematic
effects.

Table 35: Experimental results

Adia- 
batic 
data 

sample

Thermom. 
/screw

Run Hole
z 

(cm)
D 

(cm)

T 
average 

(K)

Cp ×104 
(J/g/K)

∆T 
(mK)

No. of 
protons
(1012)

E×108 
(J/g) for 
1010 p 
∆E = 
6%

Big Pb Ge/Brass 763
764
765

10
3
3

20.0
20.0
20.0

49.2
25.0
25.0

4.492
4.442
4.531

9.77
9.38
10.12

5.5
33.0
36.5

0.831
0.635
0.743

6.48
48.8
49.7

Big Pb Ge/Al 878
866
867
868
869
870
871
872
874
875
877

881
882
883
884
885

886
887
888
890

3
3
3
3
3
3
3
3
3
3
3
 
6
6
6
6
1

10
10
10
10

113.0
67.5
52.5
45.0
37.5
30.0
22.5
15.0
7.5
0.0
–6.3

67.5
22.5
7.5
–5.7
67.5

37.5
22.5
7.5
–7.2

114.0
69.1
54.6
47.4
40.4
33.5
27.0
21.2
16.8
15.0
16.3

90.3
64.1
60.5
60.3
124.8

58.6
50.3
45.6
45.6

4.372
4.423
4.317
4.442
4.418
4.337
4.460
4.483
4.445
4.439
4.479

4.309
4.435
4.352
4.336
4.349

4.325
4.494
4.354
4.322

8.85
9.23
8.46
9.38
9.19
8.59
9.53
9.71
9.41
9.36
9.68

8.95
9.33
8.70
8.59
8.66

8.51
9.80
8.72
8.49

4.4
20.5
31.5
26.0
47.4
66.2
77.1
86.0
97.8
128.9
115.5

5.0
7.1
8.2
9.2
3.2

9.1
6.8
9.3
11.3

1.628
1.814
1.579
1.157
1.581
1.594
1.649
1.501
1.429
1.586
1.440

1.611
1.478
1.508
1.622
2.060

1.496
1.094
1.200
1.382

2.39
10.4
16.9
21.1
27.6
35.7
44.6
55.6
64.4
76.0
77.6

2.79
4.48
4.73
4.87
1.35

5.18
6.09
6.76
6.94

Big Pb C/Al 943
944

3
3

67.5
113

69.1
114.0

4.366
4.404

8.80
9.09

6.6
3.2

0.579
1.231

10.05
2.36

Small 
Pb

Ge/Al 954 10 37.5 58.6 4.303 8.36 15.5 2.385 5.44

Cu Ge/Cu 892
917

10
10

67.5
37.5

81.1
58.6

4.819
5.062

1.37
1.53

8.6
2.3

0.153
0.035

7.7
10.2

Non 
Adia-
batic 
data 

sample

Thermom. 
/screw

Run Hole
z 

(cm)
D 

(cm)

T 
average 

(K)

Cp ×104 
(J/g/K)

∆T 
(mK)

No. of 
protons
(1012)

E×108 
(J/g) for 
1010 p 
∆E = 
6%

Big Pb Ge/Brass 760 10 20.0 49.2 4.129 3.10 1.15 7.99 6.33
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The first lead sample, of 42.167 g, was measured with both thermometers. No discrepancy
is seen although germanium and carbon have very different heat cross-sections. The extra
heating supplied by the germanium or carbon in the thermometers is negligible. There is no
difference between this sample and the second (small) lead sample of 24.440 g. Heating
supplied by the varnish, contact grease, manganin leads, copper can or nylon threads by heat
conduction can be neglected, because all these elements were the same in both samples.

There is an exponential dependence of the deposited energy with radial distance (Fig. 137).
This dependence is suddenly lost for hole 3 near z = 0. Nevertheless, if we add 4 cm to the
assumed z values, and plot the energy versus , the exponential
dependence is recovered for the whole data set (Fig. 137). The decay distances obtained from
the exponential fits are: 59 cm, 53 cm and 30 cm for holes 6, 10 and 3, respectively. Hole 3, the
closest to the beam, shows a behaviour significantly different from that of the other holes,
indicating extra contributions for the energy release in this region of the lead volume (probably
the spallation cascade). A spherical symmetry is inferred from the data obtained far away from
the beam axis as the measurements in holes 6 and 10 follow a similar radial dependence. At
large distances, all curves seem to converge. This is consistent with the fact that far away from
the centre of the lead volume, the quasi-spherical behaviour has to be recovered for all
directions.

Fig. 137: Experimental data obtained at several holes and z positions. The released energy is plotted versus
radial distance to the centre after adding 4 cm to the assumed z coordinates. Different symbols correspond
to different experimental configurations.

Lead becomes superconducting below 7.19 K. This fact is reflected in the specific heat,
which is lower than the linear extrapolation of normal lead properties down to 4 K. We do not
think that superconductivity had other major influences in the results. Any possible
perturbation is relaxed in a few milliseconds, because the temperature increases are small and
the pulses are very short. Temperature measurement times are in the range of seconds, so we
always measure the temperature when the sample is in equilibrium.

Copper has a much larger heat cross-section. Copper is present in the germanium
thermometer, in the screw used to clamp the thermometer, and in the manganin wires: about
150 mg in all. It could then have a significant contribution to the observed energy released in
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the sample. Two measurements were performed in hole 10 with a copper sample (Fig. 137).
The specific energy dissipation measured in copper is twice that measured in lead. But, as the
mass of copper is 200 times smaller than the lead mass, its effect can be neglected.

To ensure an optimal thermal contact between the sample and the thermometer, the
thermometer lead is pressed with a screw. Unfortunately, lead is too soft to be used for this
purpose. We have used screws of aluminium and brass (70Cu, 30Zn ) of 70 mg. There is no
appreciable difference in the measurements done with both materials. As the predicted heating
for aluminium is much smaller than that of copper, we conclude that the screw has no relevant
influence on the measurements. In the case of the copper sample, a copper screw was used. In
summary, it is found that the influence of probes in the measured energy can be neglected.

 The precision in the determination of positions is about ± 0.3 cm. The accuracy in the
measurement of the increase of temperature is 0.2 mK. The specific heat data have estimated
errors of around 3%. The uncertainty on the beam intensity is 5%. It follows that the precision
in the determination of the specific energy in the adiabatic measurements is typically 6%.
Nevertheless, when the increase in temperature is only of a few millikelvin, the error rises to
10%.

10.4.2  Contact or non-adiabatic measurements

The analysis of the non-adiabatic measurement is illustrated in Fig. 138. The evolution of
the bath temperature [Fig. 138(a)] shows that the stability of temperature is within about 2 mK.
In these continuous flux systems there are also fast fluctuations of a few tenths of millikelvin.
The evolution of the sample temperature [Fig. 138(b)] shows clearly the turning off and on of
the beam as sudden heating or cooling. Four of these jumps can be seen.

The difference of 2 mK between sample and bath is due to usual calibration errors in
absolute temperature. However, the sensitivity in the measurement of relative temperature
changes is better than 0.2 mK.

We have subtracted the thermal drift in the bath from the sample temperature in order to
obtain the heating due only to the beam [Fig. 138(c)]. As the thermal contact is far from perfect
(in this case the relaxation time of the sample heat is about 3 minutes), the thermal noise in the
bath is damped in the sample. Anyway, if we compare the sample and bath temperatures, we
see that the temperature in the sample follows the overall evolution of the bath temperature.

From the exponential fit, the relaxation time is τ = 167.2 s. Using Eq. (77), the thermal
conductivity is then K = Cp M τ–1 = 1.86 × 10–4 W/K. The heating power is P = K∆T0 = 2.13
× 10–7 W. Finally, the energy deposited per gram and per 1010 protons is E = P M–1 Nps

–1 =
6.33 10–8 J/g/1010 p. Where Nps is the number of protons per second, in units of 1010 p/s. This
measurement was done in hole 10 at z = 20 cm. After comparing with the data obtained in
quasi-adiabatic conditions in the same position (E = 6.48 × 10–8 J/g/1010 p), we conclude that
the agreement between the two methods is quite reasonable.

There are some disadvantages in the non-adiabatic measurements. First, as the heating
observed is always smaller than in the adiabatic case, measurement precision is worse. Only
for positions close to the centre of the lead assembly can the temperature increase be resolved
with sufficient accuracy. Secondly, as the sample is in mechanical contact with the bath,
instabilities can be generated in the sample temperature by both temperature fluctuations and
external vibrations.
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Fig. 138: Non-adiabatic measurement data: (a) Typical time evolution of the temperature of the bath; (b)
Time evolution of the temperature of the sample. (Jumps and falls are due to the start and stop of the proton
beam.); (c) Exponential fit to the data during one of the sudden falls in temperature. The characteristic time
of the exponential fit is the relaxation time of the heat from sample to bath.

10.5  Monte Carlo simulations

To compare with the experimental results, a simulation relying on a full Monte Carlo
procedure was used. The 2.75 GeV proton beam interacting with the lead volume, the
spallation cascade produced, the neutron transport of this cascade through the lead until the
thermometer is reached, and the transport of photons, electrons, and positrons produced in the
nuclear interactions are fully simulated by the FLUKA code [20].

The energy releases obtained fit the experimental data well within the error bars. This good
agreement validates this Monte Carlo simulation’s ability to simulate energy depositions.

Special simulations have also been made to study the effects of the surrounding materials on
the lead sample, in particular high-energy γ’s from the copper shielding. In these studies the
thermometer is simplified to just the lead sample in an empty hole. Figure 139 shows the result
of these simulations. Despite the remaining large statistical uncertainty in the Monte Carlo
simulation the effect is found to be small.
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Fig. 139: Comparison of the FLUKA Monte Carlo results with the experimental data for hole 3. Both the
full geometry and the Pb only simulations are shown.

10.6  Conclusion

We have found that the designed thermometer is a highly precise instrument for the
measurement of small amounts of deposited energies: its resolution is better than 200 nJ. We
exploited the fact that specific heats decrease with decreasing temperature. Going down to
liquid-helium temperature, we were able to measure temperature changes that are equivalent to
only a few microkelvin at room temperature.

The energy deposited in a small lead sample placed in different holes at several z positions
has been measured. The measurements were performed in quasi-adiabatic and non-adiabatic
conditions, the results from both methods are found to be in good agreement. The influence of
the probes (thermometers, screws or leads) is found to be negligible as a result of
measurements taken with different experimental configurations. The results obtained are in
good agreement with the FLUKA Monte Carlo simulation. 

Hole 3, the one closest to the beam, shows a behaviour different from that of the other holes,
indicating extra contributions to the energy release in this region of the lead volume (probably
the spallation cascade). A spherical symmetry for long distances seems a good approximation
to our data. After shifting by 4 cm the value of the z parameter, the dependence of energy
deposition with radial distance becomes exponential for each hole.

The agreement between experimental data and Monte Carlo results validates the physical
parameters used in the simulation. This same validation applies when the program is used to
study the energy released in lead by the neutron cascade in the Energy Amplifier.
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11  Practical scheme for an Incineration Device Based on ARC

In a system such as the Energy Amplifier (EA) [2] where the TRansUranian elements (TRU)
are destroyed by fission, as part of the fuel [3], the long-term radiotoxicity of the waste is
dominated by that of long-lived fission fragments (LLFFs). Most of the discussion in this
section is reported in more detail in Ref. [4].

We have studied specially 99Tc and 129I which represent about 95% of the long-term
radiotoxicity due to fission fragments

After having developed the necessary tools (the simulation described in Section 3) and
collected the necessary facts (TARC data), we are in a position to assess the performance of a
practical device to be used for the elimination of LLFFs such as 99Tc and 129I. The proposed
scenario is mainly based on the fact that outside the core of an Energy Amplifier [2], the
neutron flux exhibits the same isolethargic behaviour as in TARC and that neutrons in that area
have only a small probability to return to the EA core and be useful for inducing fission.
Therefore, in principle, LLFF transmutation could be accomplished in a parasitic mode,
without affecting the performance of the EA, implying a minimized cost for the process.

The Monte Carlo simulation validated by TARC has been used to describe the time
evolution of neutron fluxes and element compositions in the EA. The EA is cooled with molten
lead, which surrounds the core. In this otherwise empty volume (apart from lead), the
conditions described for the transmuter [4] develop naturally. This is evidenced by the neutron
flux spectra shown in Fig. 140, plotted for various distances above the core considering a small
cylindrical volume coaxial to the core and about 1 metre away from the axis. The first five
spectra correspond to different vertically segmented levels of the core, starting from the
medium plane and rising each time by 15 cm. One can observe a very hard spectrum, which is
required for instance in order to fission the TRUs. The subsequent five spectra (6–10)
correspond to different vertically segmented levels in the lead surrounding the core, in steps of
40 cm. All spectra are average spectra over the vertical bin. The spectra in the surrounding lead
show the characteristic flattening due to the isolethargic condition and enrich dramatically the
part of the spectrum which is relevant to transmutation (1–1000 eV). In segments 8 and 9 we
have introduced a small, distributed contamination of 99Tc at the density of 2.686 mg/cm3

equivalent to a mass concentration of only 260 ppm with respect to lead. The prominent
capture lines corresponding to the leading 99Tc resonances correspond to a strong absorption
as indicated by the large drop of the neutron flux at the resonance crossing.

The simulation program was used to study the time evolution of the burning process inside
the EA and the subsequent reactions in the transmuter (Fig. 141). The concentration of relevant
elements as a function of the burn-up in the EA was obtained for segment 8 (0.409 m3) in
which the 99Tc doping is inserted initially. One can observe directly the large transformation
rate of the 99Tc into stable element 100Ru, followed by small capture rates into 101Ru and
finally 102Ru. We remark that all the indicated ruthenium isotopes are stable11.

11. The subsequent elements which may be produced by successive captures are also favourable: 103Ru decays
in 39.3 d into 103Rh which is stable, 104Ru is stable, while 105Ru decays quickly into the stable 105Pd. Also
106Pd is stable, the first long-lived isotope being 107Pd, which has a half-life of 6.5 × 106 years. However,
its production rate is negligible, taking into account that as many as eight successive neutron captures must
occur in the same nucleus to reach 107Pd. 
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The decay constant for transmutation of 99Tc is about 82 GW × day/ton (Fig. 141),
corresponding to less than three years for the nominal EA power (1.0 GW, thermal). These
curves demonstrate the feasibility of elimination of technetium in the periphery of an EA with
a reasonable time constant.

Fig. 140: Neutron spectra plotted at various distances above the EA core for a small cylindrical volume
coaxial to the core and about 1 metre away from the axis. The first five spectra (1–5) correspond to
different vertically segmented levels of the core, starting from the medium plane and rising each time by
15 cm. The subsequent five spectra (6–10) correspond to different vertically segmented levels in the lead
surrounding the core, in steps of 40 cm. In segments 8 and 9 a small, diffused contamination of 99Tc at the
density of 2.686 mg/cm3 was introduced.

Fig. 141: Concentration of relevant elements as a function of burn-up in segment 8 of Fig. 140. While the
99Tc, initially with a density of 2.686 mg/cm3, is rapidly transmuted with a 1/e constant of 82 GW d/t, the
daughter element 100Ru builds up correspondingly. Captures in this second element produce 101Ru, 102Ru,
etc. which are stable and are a small contribution to the stockpile.
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Incidentally, we also remark that if the materials to be transmuted were inserted in the core
directly, the transmutation rate would be much smaller, since the neutron flux in the core is
concentrated at energies where captures by LLFFs have a small probability.

The performance of the waste transmuter is exemplified in the case of the 99Tc and 129I.

For instance, the EA simulation now validated by TARC predicts that, in a 1 GWth EA, after
a burn-up of 100 GWth × d/ton and with an initial load of 270 kg of 99Tc uniformly diluted in
lead at a relative weight concentration of 10–3 in a dedicated volume of 22.9 m3. The average
transmutation rate is 12.3 kg/GWth × year [4] to be compared to a production rate of
7.5 kg/GW × year in the EA. 

A similar simulation was performed for the case of iodine. With a relative weight
concentration 1.8 × 10–3 for 129I corresponding to an initial mass of 430 kg one obtains a 129I
transmutation rate of 8.8 kg/GWth × year to be compared to a production rate in the EA of
3.5 kg/GWth × year. 

The fact that the process can take place outside the EA core, in a region where neutrons
have a small probability to return to the core and have little chance to contribute to fissions,
makes it possible to envisage LLFF transmutation in a parasitic mode, thus minimizing the cost
of the process. We find it a very attractive idea to use the available neutrons outside the EA core
to reduce the radiotoxicity produced in the overall fuel cycle.

The high confidence level in the proposed scheme is the main consequence of the TARC
experiment where a large coherent set of neutron fluence data, over eight orders of magnitude
in neutron energies (from thermal to 2 MeV) and the many measurements performed with 99Tc
and 129I throughout the lead volume have demonstrated that Adiabatic Resonance Crossing can
be used effectively and have validated the innovative simulation used here.

We can conclude that, on the basis of the TARC results, it appears possible to destroy,
outside the EA core and in a parasitic mode, very large amounts of 99Tc or 129I at a rate
exceeding the production rate, thereby making it practical to reduce correspondingly the
existing stockpile of LLFFs.

12  General conclusion of the TARC study

We have obtained with TARC a large coherent set of neutron fluence data over eight orders
of magnitude in neutron energies (from thermal to 2 MeV). In the energy region below 10 keV,
this was done with three different detector techniques, each with an absolute precision of the
order of 15%. The spatial distribution of the neutron fluence within the lead volume has been
mapped in detail over distances of up to 1.9 m from the centre.

At low energies (below ~ 10 keV) and up to a radius of 1.5 m, the neutron fluence, in good
approximation, has spherical symmetry and behaves approximately in the same way as if
produced by a point-like source, even though neutron production through the spallation
process is neither point-like nor isotropic. This is, of course, precisely what is expected from
the small elastic collision length in lead and also from the fact that the lead volume is
sufficiently large that edge effects do not constrain the shape of the neutron cloud. The
dF/d[ln(E)] distribution decreases very slowly, only one order of magnitude when the neutron
energy decreases by four orders of magnitude (from 10 keV to 1 eV). This is the first important
element in the demonstration of the efficiency of ARC.
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The many transmutation measurements performed with 99Tc, 129I, and 127I throughout the
lead volume provide self-consistency checks (reproducibility of measurements, control of
systematics) and confirm the validity of 99Tc and 129I cross-section data. From the excellent
agreement with the simulation, we conclude that the ARC effect is well understood.

Every effort was made to control carefully the systematics of the various measurements to
provide the best possible experimental precision. This implied great care in the construction of
the lead assembly, the development of detectors using state-of-the-art techniques and,
throughout the experiment, a systematic use of redundant techniques to allow internal
cross-checks of the results. 

The unique and comprehensive ensemble of measurements reported here, taken under
well-controlled conditions, constitutes a very precise validation of the innovative simulation
developed by the TARC Collaboration, with which practical schemes for the transmutation of
LLFFs were studied. These data will be useful for benchmarking any new simulation needed
for the development of future nuclear systems and for related systems such as for the disposal
of nuclear waste. 

On the basis of the TARC results, it appears possible to destroy, outside the EA core and in
a parasitic mode, large amounts of 99Tc or 129I at a rate exceeding the production rate, thereby
making it practical to reduce correspondingly the existing stockpile of LLFFs.

The TARC experiment also demonstrates the possibility of producing radioactive elements
in particular for medical applications (as shown directly with the 127I and natural molybdenum
activation measurements), with an accelerator-driven activator, which constitutes an attractive
alternative to the production with nuclear reactors.

Several additional physics measurements were carried out as part of the TARC programme
as a by-product of the main goal of the experiment. Some of them improve or verify previous
nuclear data, others bring into light a number of potential problems. We conclude, for instance,
that 232Th(n,γ), 186W(n,γ) and 237Np(fission) cross-sections should be re-measured with
precision. Measurements concerning the properties of 99Tc, 100Tc, 233Pa and 99Mo were
performed. The cross-section for 99Tc(n,γ) was measured up to 1 keV, as well as the ratio
isomer to ground state in the production of 130I in the reaction: 129I(n,γ). Finally, TARC is
providing an indirect measurement of spallation neutron production by 2.5 GeV/c (60 neutrons
per proton) and 3.57 GeV/c (98 neutrons per proton) protons in the thick TARC lead target.

The understanding of the physics related to the exploitation of a high-energy proton beam as
an intense source of spallation neutrons and the unique features of ‘free’ neutron diffusion in a
high-Z medium of very high transparency, both arising from the TARC experiment, have led to
the concept and design of a world-wide unique neutron source at CERN, the Time-Of-Flight
Facility (TOF). The uniqueness of TOF lies in the availability of a very high neutron flux, of a
broad energy range exceeding eight orders of magnitude, and of an unprecedented energy
resolution over the whole energy range. These novel features provide great potential for
modern experimentation with neutrons, exploiting new ideas in nuclear ADS technology whilst
also covering new ground in the fields of nuclear physics, nuclear astrophysics, and nuclear
medicine. Its excellent energy resolution and event rates allow practically all cross-section
resonances to be resolved as well as permitting the systematic study of relevant neutron-
induced reactions in the energy interval between 1 eV to above 250 MeV, of almost any
nuclide using targets of very modest mass (few milligrams), as needed for radioactive or
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expensive materials such as transuranics and medium to long-lived fission fragments. The
TARC experiment showed that 232Th(n,γ), 186W(n,γ) and 237Np(fission) cross-sections should
obviously be a priority for the TOF facility at CERN. The TOF project makes the sophisticated
measuring techniques and the accelerator and infrastructure of CERN accessible to the whole
European nuclear data community.
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Appendix

A  Neutron Fluence as a Function of Energy

The first part of the appendix gives the data and errors corresponding to the TARC fluence
measurements (dF/d(ln(E)) in hole 10 at z = +7.5 cm (approximately at a distance of 45.6 cm
from the centre of the lead volume). The fluence is given as neutrons per cm2 per 109 protons
incident on the lead volume. The proton momentum is either 2.50 GeV/c or 3.57 GeV/c, as
indicated.

For the 6Li/233U and 3He/scintillation detector data (Tables A1–A4) the binning is
isolethargic with a bin width

(A1)

The energy values given in eV correspond to the logarithmic mean in the bin defined as:

(A2)

The first bin starts at E = 10–2 eV and the last bin ends at E = 105 eV. There are 100 bins in
total.

For the 3He/ionization detector data (Table A5), the energy bins are given as the value of the
lower edge and the mean value calculated linearly:

(A3)

Both the statistical and the systematic errors are given.
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Table A1: 3He/scintillation/2.5 GeV/c

Mean 〈Ei〉
(eV)

EdF/dE
(n/cm2/109p)

Stat. error Syst. error

0.376 275 278 3 448 37 226

0.442 301 782 3 756 40 810

0.519 340 272 4 157 46 016

0.61 356 588 4 421 48 223

0.716 394 892 4 838 53 404

0.841 429 498 5 256 58 085

0.989 458 291 5 646 61 981

1.161 484 007 6 029 65 460

1.365 506 543 6 422 68 511

1.603 544 825 6 938 73 691

1.884 566 643 7 324 76 646

2.213 616 788 7 971 83 433

2.6 642 024 8 464 86 852

3.055 676 087 9 038 91 466

3.589 719 414 9 673 97 336

4.217 742 831 10 263 100 514

4.955 774 353 10 859 104 792

5.821 827 903 11 755 112 054

6.839 845 510 12 289 114 456

8.035 885 449 13 134 119 885

9.441 915 560 13 871 123 990

11.092 941 733 14 636 127 567

13.032 980 162 15 567 132 814

15.311 1 012 818 16 446 137 288

17.989 1 055 418 17 466 143 123

21.135 1 102 804 18 600 149 624

24.831 1 141 888 19 708 155 017

29.174 1 156 113 20 572 157 055

34.277 1 185 135 21 690 161 127

40.272 1 235 172 23 087 168 088

47.315 1 289 648 24 600 175 696

55.591 1 307 669 25 735 178 382

65.313 1 341 033 27 092 183 211

76.736 1 370 895 28 509 187 623

90.157 1 398 922 29 863 191 857

105.926 1 431 318 31 571 196 778

124.452 1 441 628 32 989 198 759

146.218 1 513 853 35 157 209 411

171.791 1 547 521 36 989 214 898

201.837 1 563 220 38 597 218 059

237.138 1 636 756 41 363 229 518

278.613 1 628 540 42 734 229 762

327.341 1 705 225 45 742 242 287

384.592 1 751 752 48 197 250 941

451.857 1 797 444 50 849 259 929

530.885 1 858 746 53 944 271 730

623.736 1 913 164 56 952 283 196

732.825 1 944 251 59 634 291 933

860.995 1 953 811 62 321 298 177

Mean 〈Ei〉
(eV)

EdF/dE
(n/cm2/109p)

Stat. error Syst. error

1 011.58 20 648 94 66 872 320 998

1 188.503 2 070 736 69 862 328 686

1 396.369 2 206 711 75 060 358 571

1 640.59 2 244 527 79 162 374 394

1 927.525 2 341 376 84 198 402 087

2 264.644 2 431 927 89 569 431 292

2 660.725 2 498 864 94 963 459 100

3 126.079 2 645 949 101 803 505 230

3 672.822 2 678 028 106 813 533 181

4 315.188 2 758 465 113 268 574 485

5 069.903 2 878 502 120 584 629 077

5 956.616 2 882 548 126 414 663 089

6 998.413 2 890 662 132 323 701 981

8 222.417 2 994 883 141 359 769 922

9 660.496 3 266 327 154 144 891 239

11 350.091 3 300 371 162 315 958 096

13 335.199 3 237 443 169 011 1 002 119

15 667.5 3 488 670 183 639 1 153 770

18 407.715 3 721 156 198 814 1 317 240

21 627.188 3 758 134 209 985 1 426 233

25 409.74 3 793 469 221 589 1 545 651

29 853.852 4 196 991 244 748 1 838 329

35 075.23 4 477 528 266 618 2 110 672

41 209.82 4 762 069 290 044 2 418 254

48 417.336 4 984 865 312 674 2 729 327

56 885.434 5 477 323 347 075 3 235 861

66 834.586 6 116 790 389 450 3 901 621

78 523.82 6 491 265 424 105 4 472 942

92 257.172 7 726 631 490 180 5 754 467
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Table A2:  3He/Scintillation/3.5 GeV/c

Mean 〈Ei〉
(eV)

EdF/dE
(n/cm2/109p)

Stat. error Syst. error

0.376 460 169 6 881 62 229

0.442 506 885 7 514 68 547

0.519 549 528 8 154 74 314

0.61 548 740 8 466 74 209

0.716 594 713 9 165 80 427

0.841 651 083 9 988 88 053

0.989 715 866 10 891 96 816

1.161 739 961 11 506 100 077

1.365 797 973 12 441 107 927

1.603 859 480 13 450 116 250

1.884 911 811 14 340 123 334

2.213 970 610 15 434 131 294

2.6 1 058 194 16 772 143 150

3.055 1 079 046 17 625 145 982

3.589 1 154 850 18 917 156 250

4.217 1 212 281 20 238 164 037

4.955 1 254 628 21 336 169 787

5.821 1 323 898 22 944 179 186

6.839 1 379 847 24 233 186 789

8.035 1 467 118 26 096 198 640

9.441 1 490 151 27 315 201 803

11.092 1 534 421 28 838 207 853

13.032 1 516 054 29 884 205 428

15.311 1 560 426 31 510 211 517

17.989 1 695 097 34 167 229 869

21.135 1 750 221 36 168 237 462

24.831 1 822 483 38 432 247 411

29.174 1 860 997 40 288 252 812

34.277 1 919 743 42 611 261 002

40.272 1 941 352 44 677 264 189

47.315 1 853 578 45 524 252 523

55.591 1 985 524 48 948 270 849

65.313 2 068 154 51 932 282 549

76.736 2 129 360 54 844 291 428

90.157 2 144 374 57 070 294 093

105.926 2 322 807 62 081 319 340

124.452 2 329 668 64 732 321 195

146.218 2 302 510 66 926 318 505

171.791 2 530 406 73 009 351 388

201.837 2 648 351 77 546 369 428

237.138 2 646 419 81 185 371 100

278.613 2 635 380 83 912 371 811

327.341 2 728 743 89 316 387 713

384.592 2 819 625 94 386 403 916

451.857 2 832 283 98 527 409 577

530.885 2 886 461 103 764 421 972

623.736 2 993 124 109 958 443 057

732.825 3 225 018 118 553 484 243

860.995 3 202 944 123 166 488 811

Mean 〈Ei〉
(eV)

EdF/dE
(n/cm2/109p)

Stat. error Syst. error

1 011.58 3 306 183 130 613 513 963

1 188.503 3 373 168 137 634 535 420

1 396.369 3 570 359 147 373 580 152

1 640.59 3 767 851 158 318 628 490

1 927.525 3 892 049 167 565 668 386

2 264.644 3 964 917 176 533 703 161

2 660.725 4 143 703 188 758 761 296

3 126.079 4 288 171 200 048 818 804

3 672.822 4 266 158 208 096 849 369

4 315.188 4 513 817 223 651 940 059

5 069.903 4 614 116 235 655 1 008 384

5 956.616 4 727 511 249 891 1 087 497

6 998.413 4 815 028 263 611 1 169 303

8 222.417 5 082 352 284 245 1 306 567

9 660.496 5 209 888 300 495 1 421 552

11 350.091 5 324 324 318 226 1 545 649

13 335.199 5 279 861 333 159 1 634 330

15 667.5 5 289 359 349 031 1 749 292

18 407.715 5 539 290 374 423 1 960 835

21 627.188 6 070 463 411 945 2 303 774

25 409.74 6 292 250 440 514 2 563 781

29 853.852 7 373 733 500 749 3 229 778
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Table A3: 6Li/233U/2.5 GeV/c

Mean 〈Ei〉
(eV)

EdF/dE
(n/cm2/109p)

Stat. error Syst. error

0.021 15 908 2 296 2 204

0.024 17 993 2 545 2 492

0.029 24 624 3 102 3 411

0.033 38 977 4 069 5 399

0.039 38 936 4 242 5 393

0.046 56 744 5 340 7 860

0.054 51 858 5 209 7 183

0.064 78 687 6 631 10 900

0.075 80 212 6 933 11 111

0.088 92 435 7 721 12 804

0.104 112 138 8 835 15 533

0.122 138 309 10 199 19 159

0.143 147 323 10 941 20 407

0.168 178 602 12 514 24 740

0.197 208 492 14 033 28 881

0.232 231 684 15 343 32 093

0.272 242 909 16 284 33 648

0.320 306 021 13 826 29 984

0.376 310 552 14 432 30 420

0.442 349 617 15 860 34 292

0.519 361 640 16 667 35 494

0.610 372 367 17 347 36 485

0.716 390 333 18 013 38 490

0.841 453 242 18 952 44 399

0.989 502 635 18 568 49 262

1.161 493 583 15 919 48 453

1.365 494 861 12 888 48 492

1.603 482 488 10 717 47 270

1.884 514 136 10 963 50 449

2.213 543 474 13 377 53 391

2.600 627 154 19 953 61 800

3.055 656 274 25 914 64 432

3.589 726 710 28 390 71 219

4.217 724 241 29 453 70 982

4.955 806 797 30 985 79 082

5.821 763 901 25 506 74 898

6.839 737 945 24 175 72 464

8.035 867 885 32 372 85 110

9.441 875 563 29 274 85 930

11.092 829 345 26 276 81 397

13.032 921 048 30 171 90 669

15.311 965 185 33 120 94 758

17.989 1 014 804 32 924 99 699

21.135 889 206 28 541 87 559

24.831 973 931 33 712 95 789

29.174 1 114 639 41 872 109 678

34.277 1 058 564 45 386 104 235

40.272 1 232 387 60 071 121 456

47.315 1 529 422 70 447 150 878

55.590 1 345 060 59 887 132 850

Mean 〈Ei〉
(eV)

EdF/dE
(n/cm2/109p)

Stat. error Syst. error

65.313 1210322 57434 119 781

76.736 1 453 971 67 287 144 068

90.157 1 418 608 66 888 140 843

105.925 1 362 524 63 152 135 945

124.451 1 227 946 66 509 122 624

146.217 1 511 154 81 408 151 257

171.791 1 429 373 78 724 143 870

201.836 1 627 807 86 350 166 021

237.137 1 582 482 87 150 161 064

278.612 1 628 250 91 315 167 587

327.340 1 723 348 99 985 177 132

384.591 1 848 327 113 129 191 310

451.855 2 178 810 132 774 228 913

530.884 2 137 029 130 999 227 725

623.734 2 204 020 130 072 235 396

732.823 1 845 805 121 329 199 994

860.992 1 936 230 130 514 212 977

1 011.577 1 998 776 140 505 224 305

1 188.499 2 311 320 158 478 264 033

1 396.365 2 387 485 165 673 280 557

1 640.586 2 268 294 166 773 272 401

1 927.521 2 483 071 180 262 307 337

2 264.639 2 455 236 186 485 312 542

2 660.720 2 450 272 192 890 323 612

3 126.072 2 766 197 214 243 378 190

3 672.816 2 755 937 221 442 394 280

4 315.182 3 095 936 244 535 462 686

5 069.899 3 118 377 255 526 491 293

5 956.609 3 160 060 387 514 733 096

6 998.403 3 445 465 412 492 843 086

8 222.412 3 091 801 400 721 800 244

9 660.496 3 706 670 455 571 1 017 497

11 350.080 3 717 733 482 881 1 085 017

13 335.170 4 654 344 552 433 1 447 471

15 667.480 3 894 362 517 210 1 293 239

18 407.660 4 508 537 568 926 1 601 695

21 627.140 2 939 137 469 298 1 118 906

25 409.660 4 439 832 589 659 1 813 919

29 853.750 4 631 860 606 093 2 033 568

35 075.100 5 931 119 697 767 2 801 549

41 209.670 9 105 124 885 261 4 631 794

48 417.120 14 277 100 1 135 819 7 828 772

56 885.140 45 261 009 2 044 653 26 773 503

66 834.250 45 816 255 2 084 523 29 256 399

78 523.430 5 828 108 749 593 4 019 784
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Table A4: 6Li/233U/3.5 GeV/c

Mean 〈Ei〉
(eV)

EdF/dE
(n/cm2/109p)

Stat. error Syst. error

0.075 136 821 13 481 18 952

0.088 147 269 14 511 20 400

0.104 189 792 17 113 26 290

0.122 193 421 17 959 26 793

0.143 261 752 21 715 36 258

0.168 273 486 23 056 37 883

0.197 330 851 26 321 45 830

0.232 387 450 29 543 53 670

0.272 390 250 30 732 54 059

0.320 391 459 31 883 54 226

0.376 495 989 37 146 68 707

0.442 530 785 39 748 73 528

0.519 514 308 40 412 71 246

0.610 639 911 46 296 88 647

0.716 709 795 49 304 98 329

0.841 703 736 48 107 97 492

0.989 790 865 47 406 109 565

1.161 793 205 41 031 109 892

1.365 683 367 30 834 94 678

1.603 810 821 28 306 112 340

1.884 751 001 26 947 104 056

2.213 921 449 35 404 127 679

2.600 1 003 056 51 234 138 995

3.055 1 053 106 66 747 145 941

3.589 1 100 545 71 161 152 527

4.217 1 164 793 76 101 161 447

4.955 1 290 617 79 843 178 907

5.821 1 076 456 61 718 149 239

6.839 1 209 259 62 936 167 677

8.035 1 406 360 83 962 195 042

9.441 1 156 057 68 458 160 363

11.092 1 274 007 66 292 176 768

13.032 1 323 097 73 489 183 633

15.311 1 374 192 80 492 190 790

17.989 1 418 413 79 236 197 009

21.135 1 347 106 71 421 187 194

24.831 1 453 772 83 838 202 129

29.174 1 519 187 99 654 211 362

34.277 1 733 481 118 260 241 361

40.272 1 888 361 151 566 263 162

47.315 1 938 158 161 616 270 386

55.590 1 919 220 145 759 268 075

65.313 2 061 837 152 886 288 412

76.736 2 300 584 172 370 322 354

90.157 2 050 328 163 891 287 859

105.925 2 017 214 156 183 283 868

124.451 2 368 271 187 930 334 174

146.218 2 437 672 210 622 345 059

171.791 2 295 428 203 646 326 127

201.836 2 154 312 203 343 307 399

Mean 〈Ei〉
(eV)

EdF/dE
(n/cm2/109p)

Stat. error Syst. error

237.137 2 369 321 217 854 339 778

278.612 2 460 551 229 689 354 924

327.340 2 280 036 233 981 331 117

384.591 2 756 006 281 549 403 385

451.855 2 745 673 304 728 405 525

530.884 3 279 609 352 961 552 844

623.734 2 695 023 293 074 407 059

732.823 2 715 284 300 159 415 781

860.992 3 005 634 331 130 467 497

1 011.577 3 070 210 355 556 486 105

1 188.499 3 056 556 371 178 493 772

1 396.366 3 084 099 384 940 509 627

1 640.586 3 221 901 405 771 546 065

1 927.522 3 045 267 407 881 530 904

2 264.640 2 995 790 419 121 538 855

2 660.721 4 076 129 508 180 758 821

3 126.073 3 383 133 482 334 653 933

3 672.817 3 637 157 519 923 732 330

4 315.182 3 858 717 557 878 811 939

5 069.900 4 370 950 619 146 964 219

5 956.610 3 494 666 569 171 810 721

6 998.404 3 356 627 568 649 821 348

8 222.412 3 822 169 622 289 989 283

9 660.496 2 886 462 561 498 792 347

11 350.080 3 954 690 695 597 1 154 173

13 335.180 4 563 132 763 981 1 419 105

15 667.480 3 873 365 720 433 1 286 267

18 407.670 4 333 018 778 993 1 539 341

21 627.140 4 400 745 802 051 1 675 327

25 409.670 4 831 128 859 098 1 973 784

29 853.750 5 840 420 950 571 2 564 174

35 075.110 4 162 665 816 448 1 966 224

41 209.680 4 905 666 907 566 2 495 524

48 417.130 4 258 432 866 393 2 335 089

56 885.140 4 116 317 861 217 2 434 949

66 834.250 4 170 700 878 419 2 663 240

78 523.440 5 345 556 1 002 671 3 686 956

92 256.960 5 612 317 1 042 980 4 183 208
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Table A5: 3He/ionization/2.5 GeV/c

Ei/low
(eV)

Mean 〈Ei〉
(eV)

EdF/dE
(n/cm2/109p)

Statistical
error

Systematic 
error

59 500 84 250 4 769 990 585 185 858 598

109 000 133 750 5 513 695 766 895 992 465

158 500 183 250 7 339 415 1 079 366 1 321 095

208 000 232 750 6 917 651 1 154 588 1 176 001

257 500 282 250 10 017 312 1 627 418 1 702 943

307 000 331 750 6 167 753 1 283 921 1 048 518

356 500 381 250 9 621 671 1 816 459 1 635 684

406 000 430 750 8 704 919 1 812 074 1 392 787

455 500 480 250 8 429 564 1 884 908 1 348 730

505 000 529 750 10 091 790 2 221 605 1 614 686

554 500 579 250 7 095 639 1 910 559 1 135 302

604 000 628 750 5 036 533 1 670 429 805 845

653 500 678 250 5 692 027 1 887 832 910 724

703 000 727 750 12 173 780 3 046 648 1 947 805

752 500 777 250 2 858 499 1 457 554 457 360

802 000 851 500 2 481 939 1 043 202 397 110

901 000 950 500 2 492 927 1 142 402 398 868

1 000 000 1 081 154 2 233 198 938 652 357 312

1 162 308 1 256 634 2 491 258 1 047 119 398 601

1 350 960 1 460 596 959 095 684 930 153 455

1 570 232 1 697 662 1 814 799 1 063 375 290 368
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B  Neutron Fluence Distribution in the Lead Volume

The second part of the appendix gives the distribution in the lead volume of the differential
fluence (dF/dE) for a selected number of energy bins as a function of the distance to the centre
of the lead volume. (This distance has a minus sign when z is a negative value.) In this case
only the statistical errors are given. The unit is neutrons per cm2 per eV per 109 protons of
3.57 GeV/c. 

Table B1:  6Li/233U/0.1 eV

Distance
(cm)

Fluence
(n/cm2/eV/109 p)

Error

–187.5 178 127 20 916

–164.5 208 387 15 236

–154.6 252 267 19 480

–132.7 652 345 26 868

–124.8 721 648 31 621

–121.2 695 630 37 039

–111.5 861 361 37 286

–107.4 951 128 43 864

–105.3 992 298 41 004

–97.5 1 098 173 43 472

–95.2 1 166 686 50 820

–94.0 1 075 235 52 536

–90.3 1 214 726 59 741

–76.9 1 341 157 80 500

–70.8 1 143 483 106 866

–70.8 1 401 114 60 049

–64.1 1 389 402 75 086

–60.5 1 479 789 75 960

–58.6 1 591 117 69 629

–54.6 1 793 428 94 551

–50.3 1 734 488 72 263

–45.6 1 660 183 71 642

–40.4 1 906 804 100 561

–27.0 1 998 677 105 661

27.0 1 946 504 108 645

40.4 1 799 165 97 110

45.6 1 965 170 101 310

46.0 1 404 543 214 244

50.3 1 709 736 71 958

54.6 1 479 024 93 239

58.6 1 612 297 68 516

60.5 1 743 914 117 159

60.5 1 638 378 79 586

67.5 1 465 282 64 304

69.1 1 534 629 62 931

70.8 1 367 310 55 589

70.8 1 484 603 73 533

76.9 1 318 944 64 449

79.7 1 307 921 52 070

Distance
(cm)

Fluence
(n/cm2/eV/109 p)

Error

83.9 1 048 934 68 685

85.2 1 221 003 59 340

90.3 1 291 466 92 312

90.3 1 157 944 46 655

90.3 1 106 473 61 307

94.0 1 070 874 48 136

95.2 1 101 744 53 235

102.0 992 297 53 476

105.3 844 377 130 788

105.3 925 665 39 518

111.5 891 084 36 844

112.5 859 081 34 146

117.4 815 832 32 958

120.2 725 850 28 554

124.8 671 149 30 435

127.5 730 157 28 978

127.5 603 684 25 423

127.5 532 314 35 862

131.0 556 694 32 606

133.5 609 798 26 898

137.7 540 992 21 415

143.3 480 779 23 472

144.1 445 007 19 050

144.1 350 657 16 957

145.6 469 112 18 525

150.2 242 026 18 278

153.9 348 872 16 337

154.6 251 507 11 483

154.6 269 597 12 693

154.6 243 829 9 988

164.5 198 383 9 593

164.5 242 238 10 798

164.5 279 758 11 411

165.2 216 177 12 280

171.2 184 382 7 422

187.5 106 216 20 669

187.5 159 332 21 266
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Table B2: 6Li/233U/1.5 eV

Distance
(cm)

Fluence
(n/cm2/eV/109 p)

Error

–187.5 52 037 7 250

–164.5 60 333 2 796

–154.6 73 270 4 200

–150.2 75 772 4 035

–132.7 172 600 7 786

–124.8 208 772 9 666

–121.2 208 477 11 622

–111.5 262 848 19 126

–111.5 251 775 11 478

–107.4 285 943 13 805

–105.3 269 209 12 593

–97.5 291 771 13 215

–95.2 352 464 16 428

–94.0 340 796 16 835

–90.3 362 096 19 401

–90.3 366 357 18 540

–76.9 443 692 25 199

–70.8 374 540 49 984

–70.8 402 242 18 332

–67.5 481 558 31 378

–67.5 477 824 23 938

–64.1 445 496 23 782

–64.1 420 413 24 629

–60.5 475 073 24 555

–58.6 489 428 23 622

–54.6 479 350 36 273

–54.6 540 276 31 094

–50.3 524 329 24 304

–50.3 515 078 23 643

–45.6 538 414 23 636

–40.4 573 929 31 042

–27.0 563 951 56 170

–27.0 610 220 34 302

27.0 597 918 34 339

40.4 546 907 33 215

45.6 536 203 26 304

46.0 435 567 49 354

50.3 498 337 22 665

54.6 517 116 29 952

58.6 455 746 21 531

60.5 491 059 25 864

60.5 474 549 25 428

60.5 484 480 25 025

67.5 415 905 38 030

67.5 433 361 20 431

69.1 422 865 20 274

70.8 388 025 17 357

70.8 434 043 22 920

70.8 412 295 27 045

76.9 364 314 37 569

76.9 395 237 20 274

Distance
(cm)

Fluence
(n/cm2/eV/109 p)

Error

79.7 354 786 16 006

81.1 378 500 37 086

83.9 351 309 22 740

85.2 374 363 19 518

90.3 324 092 19 276

90.3 308 537 13 998

90.3 341 238 19 812

90.3 351 774 21 177

92.8 368 103 19 033

94.0 304 353 14 503

95.2 321 900 16 641

102.0 257 844 21 189

102.0 283 505 16 470

105.3 271 252 22 573

105.3 268 307 12 532

105.3 252 442 12 043

111.5 242 475 11 123

111.5 246 286 12 376

112.5 218 185 9 735

117.4 216 957 18 756

117.4 213 167 24 040

117.4 227 283 10 334

120.2 186 689 8 444

124.8 191 253 9 300

124.8 198 983 9 080

124.8 200 761 8 998

127.5 186 511 8 635

127.5 166 697 7 994

127.5 161 090 11 119

127.5 155 814 12 734

131.0 150 208 9 615

133.5 170 289 8 173

137.7 134 541 6 071

143.3 132 267 9 824

143.3 138 269 6 995

144.1 121 826 5 621

144.1 103 701 5 192

145.6 116 794 5 352

150.2 69 495 8 780

150.2 73 972 4 350

153.9 96 561 5 095

154.6 71 825 3 481

154.6 71 305 3 458

154.6 68 455 3 110

164.5 57 475 2 947

164.5 58 911 2 877

164.5 69 183 3 199

165.2 61 544 3 585

171.2 47 362 2 193

187.5 29 628 1 587

187.5 34 947 1 689
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Table B3: 6Li/233U/5 eV

Distance
(cm)

Fluence
(n/cm2/eV/109 p)

Error

–187.5 19 654 3 775

–164.5 23 255 1 093

–154.6 28 522 1 666

–150.2 29 988 1 721

–132.7 66 240 3 049

–124.8 81 051 3 790

–121.2 82 117 4 661

–111.5 105 704 9 652

–111.5 97 672 4 424

–107.4 110 736 5 439

–105.3 104 929 4 826

–97.5 112 948 5 058

–95.2 139 589 6 534

–94.0 135 880 7 070

–90.3 144 366 7 872

–90.3 148 753 8 028

–76.9 173 919 10 862

–70.8 151 538 25 055

–70.8 152 228 7 128

–67.5 183 371 14 961

–67.5 192 210 11 922

–64.1 178 006 10 140

–64.1 171 565 10 552

–60.5 190 845 10 178

–58.6 198 896 9 008

–54.6 198 543 16 385

–54.6 221 945 12 552

–50.3 207 810 10 763

–50.3 208 064 9 314

–45.6 214 427 9 596

–40.4 234 634 13 543

–27.0 219 351 29 333

–27.0 246 342 14 200

27.0 246 591 15 097

40.4 224 161 13 512

45.6 214 558 11 421

46.0 178 277 34 321

50.3 200 567 9 076

54.6 204 048 12 301

58.6 187 469 8 673

60.5 195 491 12 339

60.5 190 137 10 444

60.5 193 141 10 628

67.5 159 567 19 067

67.5 171 050 8 002

69.1 172 297 7 824

70.8 151 338 6 762

70.8 171 693 9 521

70.8 164 591 11 145

76.9 173 333 20 852

76.9 155 287 8 340

Distance
(cm)

Fluence
(n/cm2/eV/109 p)

Error

79.7 139 681 6 195

81.1 149 211 15 392

83.9 139 398 9 484

85.2 147 546 7 751

90.3 127 203 9 142

90.3 120 764 5 280

90.3 135 269 7 885

90.3 135 597 8 838

92.8 144 734 8 759

94.0 119 849 5 903

95.2 124 716 6 937

102.0 103 624 10 581

102.0 109 857 7 022

105.3 104 741 10 277

105.3 104 519 4 950

105.3 97 749 4 845

111.5 93 341 4 274

111.5 94 634 4 839

 112.5 82 193 3 672

117.4 85 547 11 095

117.4 85 349 14 371

117.4 88 025 3 608

120.2 70 531 3 157

124.8 73 397 3 470

124.8 78 090 3 603

124.8 78 385 3 459

127.5 69 544 3 096

127.5 64 191 2 978

127.5 60 962 4 475

127.5 59 521 4 677

131.0 57 224 3 867

133.5 64 979 3 196

137.7 50 557 2 232

143.3 47 420 4 926

143.3 52 529 2 765

144.1 46 303 2 133

144.1 39 465 2 013

145.6 43 679 1 946

150.2 26 193 3 588

150.2 27 994 1 728

153.9 36 002 1 892

154.6 27 536 1 363

154.6 26 758 1 340

154.6 26 318 1 193

164.5 21 902 1 139

164.5 21 728 1 135

164.5 25 603 1 154

165.2 23 063 1 463

171.2 17 841 819

187.5 11 053 672

187.5 12 680 641
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Table B4: 6Li/233U/10 eV

Distance
(cm)

Fluence
(n/cm2/eV/109 p)

Error

–187.5 10 787 2 087

–164.5 12 973 682

–154.6 16 029 1 040

–150.2 16 823 1 044

–132.7 37 060 1 781

–124.8 45 469 2 252

–121.2 46 469 2 928

–111.5 59 793 4 664

–111.5 54 722 2 772

–107.4 61 839 3 443

–105.3 59 306 2 869

–97.5 63 596 2 944

–95.2 79 278 4 101

–94.0 77 315 4 362

–90.3 82 491 5 048

–90.3 84 399 5 004

–76.9 97 383 6 723

–70.8 87 004 7 565

–70.8 83 784 4 240

–67.5 103 674 8 171

–67.5 109 837 6 506

–64.1 101 372 6 318

–64.1 98 073 6 950

–60.5 109 123 6 420

–58.6 115 080 6 008

–54.6 114 736 9 192

–54.6 129 676 8 399

–50.3 119 080 6 141

–50.3 120 122 5 597

–45.6 121 708 5 960

–40.4 136 590 8 962

–27.0 121 178 16 016

–27.0 141 880 9 266

27.0 144 317 8 974

40.4 130 661 8 990

45.6 123 695 6 426

46.0 103 661 9 005

50.3 115 618 5 571

54.6 114 399 8 418

58.6 110 128 5 254

60.5 112 016 6 757

60.5 109 275 6 325

60.5 109 903 6 871

67.5 91 304 10 339

67.5 97 038 4 866

69.1 100 656 4 916

70.8 85 314 4 015

70.8 97 644 5 502

70.8 92 960 6 999

76.9 93 183 12 350

76.9 87 705 5 109

Distance
(cm)

Fluence
(n/cm2/eV/109 p)

Error

79.7 79 562 3 735

81.1 84 859 9 087

83.9 78 723 6 080

85.2 83 401 5 014

90.3 72 673 5 372

90.3 68 564 3 178

90.3 76 771 5 176

90.3 75 967 5 568

92.8 81 769 4 651

94.0 68 056 3 515

95.2 69 807 4 261

102.0 58 161 5 694

102.0 61 592 4 372

105.3 58 092 5 792

105.3 58 780 2 908

105.3 54 528 2 858

111.5 52 244 2 581

111.5 52 313 2 905

112.5 45 462 2 131

117.4 47 536 5 508

117.4 47 586 6 566

117.4 49 418 2 269

120.2 39 064 1 821

124.8 40 854 2 149

124.8 43 521 2 176

124.8 43 647 2 088

127.5 38 148 1 714

127.5 35 901 1 832

127.5 33 429 2 764

127.5 32 990 3 382

131.0 31 792 2 436

133.5 36 060 1 891

137.7 27 950 1 310

143.3 25 418 2 519

143.3 28 993 1 676

144.1 25 652 1 269

144.1 21 769 1 220

145.6 24 058 1 119

150.2 14 371 1 146

150.2 15 479 1 026

153.9 19 639 1 159

154.6 15 312 838

154.6 14 715 845

154.6 14 684 697

164.5 12 111 703

164.5 11 859 672

164.5 13 995 670

165.2 12 605 915

171.2 9 860 472

187.5 6 029 409

187.5 6 884 386
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Table B5: 6Li/233U/18 eV

Distance
(cm)

Fluence
(n/cm2/eV/109 p)

Error

–187.5 6 356 961

–164.5 7 770 395

–154.6 9 671 648

–150.2 10 087 658

–132.7 22 305 1 000

–124.8 27 386 1 314

–121.2 28 211 1 707

–111.5 36 102 2 540

–111.5 32 910 1 560

–107.4 37 046 1 964

–105.3 36 039 1 666

–97.5 38 516 1 628

–95.2 48 296 2 394

–94.0 47 140 2 562

–90.3 50 574 3 085

–90.3 51 043 3 071

–76.9 58 376 4 215

–70.8 53 488 4 327

–70.8 49 520 2 336

–67.5 63 378 4 274

–67.5 67 202 3 622

–64.1 61 844 3 630

–64.1 59 825 4 102

–60.5 66 840 3 822

–58.6 71 393 3 463

–54.6 70 743 5 261

–54.6 81 271 5 004

–50.3 73 381 3 678

–50.3 74 414 3 313

–45.6 73 987 3 483

–40.4 85 294 5 308

–27.0 71 502 7 595

–27.0 87 630 5 685

27.0 90 560 5 954

40.4 81 680 5 539

45.6 76 659 3 624

46.0 64 615 5 776

50.3 71 544 3 376

54.6 68 582 5 240

58.6 69 490 3 165

60.5 68 951 3 730

60.5 67 424 3 927

60.5 67 016 4 148

67.5 56 597 6 311

67.5 59 077 2 863

69.1 63 197 2 896

70.8 51 658 2 209

70.8 59 608 3 596

70.8 56 113 4 570

76.9 54 894 6 303

76.9 53 143 3 046

Distance
(cm)

Fluence
(n/cm2/eV/109 p)

Error

79.7 48 723 2 063

81.1 51 845 5 663

83.9 47 582 3 704

85.2 50 552 2 925

90.3 44 713 2 580

90.3 41 868 1 840

90.3 46 715 3 037

90.3 45 754 3 523

92.8 49 557 2 689

94.0 41 508 2 079

95.2 41 942 2 583

102.0 34 765 3 364

102.0 37 086 2 552

105.3 34 516 3 363

105.3 35 491 1 705

105.3 32 622 1 659

111.5 31 437 1 499

111.5 30 984 1 709

112.5 27 074 1 159

117.4 28 172 2 939

117.4 28 223 3 654

117.4 29 812 1 318

120.2 23 289 1 011

124.8 24 423 1 257

124.8 25 922 1 190

124.8 25 999 1 173

127.5 22 529 1 026

127.5 21 580 1 046

127.5 19 663 1 822

127.5 19 634 1 954

131.0 18 993 1 550

133.5 21 502 1 090

137.7 16 645 707

143.3 14 701 1 414

143.3 17 184 973

144.1 15 277 719

144.1 12 887 753

145.6 14 273 620

150.2 8 467 671

150.2 9 204 676

153.9 11 513 712

154.6 9 145 491

154.6 8 705 484

154.6 8 803 403

164.5 7 190 409

164.5 6 976 379

164.5 8 241 384

165.2 7 400 506

171.2 5 866 268

187.5 3 533 242

187.5 4 036 219
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Table B6: 6Li/233U/100 eV

Distance
(cm)

Fluence
(n/cm2/eV/109 p)

Error

–187.5 1 257 232

–164.5 1 637 101

–154.6 2 095 181

–150.2 2 100 180

–132.7 4 818 261

–124.8 5 894 351

–121.2 6 242 564

–111.5 7 688 951

–111.5 7 037 439

–107.4 7 789 545

–105.3 8 061 442

–97.5 8 519 438

–95.2 10 821 676

–94.0 10 558 712

–90.3 11 620 901

–90.3 10 888 845

–76.9 12 217 1 184

–70.8 12 334 1 316

–70.8 9 923 631

–67.5 14 786 1 543

–67.5 15 212 1 217

–64.1 13 871 1 084

–64.1 13 237 1 239

–60.5 15 221 1 191

–58.6 17 121 1 055

–54.6 16 296 2 031

–54.6 20 293 1 740

–50.3 17 330 1 135

–50.3 17 794 1 034

–45.6 16 357 978

–40.4 21 007 1 554

–27.0 13 977 3 914

40.4 20 184 2 036

45.6 18 474 1 227

46.0 15 769 1 721

50.3 17 059 1 049

54.6 14 299 1 467

58.6 17 890 1 071

60.5 16 155 1 277

60.5 15 908 1 284

60.5 15 019 1 125

67.5 14 015 2 598

67.5 13 224 845

69.1 15 993 944

70.8 11 361 608

70.8 13 493 1 001

70.8 11 989 1 244

76.9 11 636 2 673

76.9 11 672 874

79.7 11 225 600

Distance
(cm)

Fluence
(n/cm2/eV/109 p)

Error

81.1 11 806 2 153

83.9 10 268 1 143

85.2 11 098 820

90.3 10 546 849

90.3 9 553 510

90.3 10 405 903

90.3 9 890 1 090

92.8 10 890 838

94.0 9 383 613

95.2 8 936 733

102.0 7 069 1 136

102.0 7 980 774

105.3 6 998 1 132

105.3 7 709 474

105.3 6 816 451

111.5 6 772 411

111.5 6 210 471

112.5 5 635 298

117.4 5 572 1 058

117.4 5 549 1 456

117.4 6 473 332

120.2 4 862 256

124.8 5 114 327

124.8 5 263 324

124.8 5 297 303

127.5 4 539 252

127.5 4 624 270

127.5 3 854 472

127.5 4 039 582

131.0 3 982 453

133.5 4 465 298

137.7 3 469 181

143.3 2 756 428

143.3 3 480 266

144.1 3 162 185

144.1 2 592 202

145.6 2 932 160

150.2 1 676 185

150.2 1 897 197

153.9 2 242 190

154.6 1 907 138

154.6 1 761 132

154.6 1 865 108

164.5 1 465 117

164.5 1 390 96

164.5 1 646 97

165.2 1 446 149

171.2 1 215 73

187.5 687 63

187.5 800 57
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Table B7: 6Li/233U/480 eV

Distance
(cm)

Fluence
(n/cm2/eV/109 p)

Error

–187.5 262 40

–164.5 372 31

–154.6 493 57

–150.2 464 57

–132.7 1 136 71

–124.8 1 377 92

–121.2 1 509 149

–111.5 1 745 266

–111.5 1 628 114

–107.4 1 760 149

–105.3 1 988 126

–97.5 2 072 115

–95.2 2 660 196

–94.0 2 587 219

–90.3 2 955 277

–90.3 2 468 268

–76.9 2 729 305

–70.8 3 136 388

–70.8 2 108 685

–67.5 3 912 532

–67.5 3 773 381

–64.1 3 403 307

–64.1 3 158 346

–60.5 3 810 307

–54.6 4 100 658

–50.3 4 597 330

–50.3 4 773 347

45.6 5 030 390

46.0 4 336 540

50.3 4 563 354

58.6 5 307 344

60.5 4 229 393

60.5 4 197 360

60.5 3 683 328

67.5 4 033 862

69.1 4 644 300

70.8 2 733 183

70.8 3 368 315

70.8 2 742 386

76.9 2 802 784

76.9 2 795 265

79.7 2 879 172

81.1 2 976 596

83.9 2 387 292

85.2 2 653 255

90.3 2 803 310

90.3 2 422 137

90.3 2 535 264

90.3 2 330 338

92.8 2 609 239

Distance
(cm)

Fluence
(n/cm2/eV/109 p)

Error

94.0 2 341 179

95.2 2 058 203

102.0 1 500 322

102.0 1 864 213

105.3 1 501 378

105.3 1 822 125

105.3 1 526 134

111.5 1 589 107

111.5 1 312 142

112.5 1 267 75

117.4 1 144 309

117.4 1 123 377

117.4 1 532 82

120.2 1 097 66

124.8 1 153 90

124.8 1 124 80

124.8 1 140 76

127.5 978 67

127.5 1 077 82

127.5 793 136

127.5 889 203

131.0 902 124

133.5 996 83

137.7 783 45

143.3 542 139

143.3 750 74

144.1 703 49

144.1 553 49

145.6 649 41

150.2 351 55

150.2 420 59

153.9 460 50

154.6 427 36

154.6 381 33

154.6 427 28

164.5 318 37

164.5 296 28

164.5 351 24

165.2 297 38

171.2 271 18

187.5 141 17

187.5 170 15
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Table B8: 6Li/233U/1000 eV

Distance
(cm)

Fluence
(n/cm2/eV/109 p)

Error

–187.5 122 24

–164.5 182 19

–154.6 247 31

–150.2 223 33

–132.7 571 46

–124.8 687 63

–121.2 769 89

–111.5 853 163

–111.5 808 72

–107.4 860 90

–105.3 1 027 83

–97.5 1 061 68

–95.2 1 369 111

–94.0 1 329 128

–90.3 1 554 164

–90.3 1 205 161

–76.9 1 323 192

–70.8 1 647 250

–67.5 2 115 311

–67.5 1 952 203

–64.1 1 749 182

–54.6 2 137 405

–50.3 2 484 194

–50.3 2 594 214

–45.6 1 997 192

45.6 2 761 225

46.0 2 392 336

50.3 2 476 181

58.6 3 072 198

60.5 2 266 232

67.5 2 299 461

69.1 2 653 189

70.8 1 389 110

70.8 1 751 185

70.8 1 348 198

76.9 1 436 475

76.9 1 416 149

79.7 1 524 101

81.1 1 557 367

85.2 1 342 156

90.3 1 517 194

90.3 1 297 172

90.3 1 170 200

92.8 1 322 148

94.0 1 217 124

95.2 1 018 127

102.0 930 124

105.3 916 85

105.3 741 88

111.5 795 73

Distance
(cm)

Fluence
(n/cm2/eV/109 p)

Error

111.5 615 82

112.5 619 46

117.4 525 162

117.4 511 214

117.4 771 51

120.2 537 41

124.8 563 58

124.8 530 50

124.8 540 46

127.5 536 51

127.5 427 102

131.0 442 74

133.5 483 53

137.7 383 27

143.3 356 43

144.1 341 31

144.1 261 30

145.6 314 27

150.2 163 32

150.2 203 36

153.9 212 34

154.6 208 24

154.6 181 20

154.6 211 18

164.5 152 21

164.5 139 17

164.5 166 17

165.2 137 25

171.2 132 12

187.5 80 10
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Table B9: 3He/scintillation/1.5 eV

Table B10: 3He/scintillation/5 eV

Table B11: 3He/scintillation/10 eV

Distance
Fluence

(n/cm2/eV/109 p)
Error

16.8 665 235 9 979

40.4 593 298 9 474

45.6 602 514 9 483

69.1 387 449 7 658

81.1 420 921 7 966

98.6 331 789 7 105

105.3 275 497 6 362

113.5 218 988 5 755

124.8 207 045 5 607

153.9 115 093 4 100

Distance
Fluence

(n/cm2/eV/109 p)
Error

16.8 284 113 4 660

40.4 245 043 4 334

45.6 266 956 4 501

69.1 168 293 3 576

81.1 180 439 3 725

98.6 130 339 3 166

105.3 119 252 3 013

113.5 93 661 2 677

124.8 88 648 2 604

153.9 42 240 1 747

Distance
Fluence

(n/cm2/eV/109 p)
Error

16.8 167 763 3 135

40.4 143 894 2 910

45.6 157 657 3 064

69.1 96 559 2 392

81.1 107 418 2 504

98.6 75 270 2 105

105.3 67 229 2 005

113.5 54 325 1 795

124.8 49 735 1 721

153.9 24 108 1 196

Table B12: 3He/scintillation/18 eV

Table B13: 3He/scintillation/100 eV

Table B14: 3He/scintillation/480 eV

Distance
Fluence

(n/cm2/eV/109 p)
Error

16.8 10 5971 2 071

40.4 9 0614 1 921

45.6 10 0489 2 019

69.1 59 547 1 556

81.1 66 724 1 647

98.6 47 353 1 383

105.3 41 776 1 301

113.5 32 850 1 151

124.8 30 290 1 107

153.9 14 574 755

Distance
Fluence

(n/cm2/eV/109 p)
Error

16.8 26 393 656

40.4 21 271 588

45.6 24 639 634

69.1 14 014 478

81.1 15 459 502

98.6 10 163 407

105.3 9 156 387

113.5 7 627 353

124.8 6 354 322

153.9 2 970 220

Distance
Fluence

(n/cm2/eV/109 p)
Error

16.8 6 932 247

40.4 5 332 217

45.6 6 363 240

69.1 3 500 180

81.1 3 989 188

98.6 2 635 154

105.3 2 244 140

113.5 1 833 125

124.8 1 480 113

153.9 755 79
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Table B15: 3He/scintillation/1000 eV

Table B16: 3He/scintillation/10 000 eV

Table B17: 3He/scintillation/50 000 eV

Distance
Fluence

(n/cm2/eV/109 p)
Error

16.8 3 746 144

40.4 2 736 124

45.6 3 440 139

69.1 1 835 102

81.1 2 070 108

98.6 1 359 87

105.3 1 092 78

113.5 938 72

124.8 705 61

153.9 316 43

Distance
Fluence

(n/cm2/eV/109 p)
Error

16.8 496 32

40.4 399 28

45.6 603 36

69.1 313 25

81.1 316 26

98.6 200 21

105.3 148 16

113.5 128 16

124.8 82 9

153.9 47 9

Distance
Fluence

(n/cm2/eV/109 p)
Error

81.1 81 10

98.6 61 8

105.3 27 4

113.5 30 6

124.8 16 5

153.9 9 3
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Table B18: Triple-foil activation data

Distance
(cm)

Indium
(n/cm2/eV
per 109 p)

Error-indium
Gold

(n/cm2/eV per 
109 p)

Error-gold
Tungsten

(n/cm2/eV per 
109 p)

Error-tungsten

–127.5 – – – – 30 992 3 808

–127.5 – – 71 100 9 609 30 992 3 808

–127.5 202 268 38 955 – – – –

–90.3 – – – – 64 198 7 404

–90.3 – – 138 969 18 979 59 771 7 438

–90.3 396 527 49 671 – – – –

–27 – – – – 103 308 13 138

–27 – – 216 533 31 315 94 453 11 985

–27 552 350 78 228 – – – –

–27 555 531 78 758 – – – –

16.8 – – 252 084 31 803 109 949 13 241

16.8 – – – – 114 377 14 025

16.8 583 130 79 118 – – – –

60.5 – – – – 80 433 9 976

60.5 – – 219 765 27 277 79 695 9 917

60.5 426 600 61 575 – – – –

67.5 – – – – 94 453 10 765

69.1 – – – – 67 150 8 940

69.1 – – 161 592 22 852 75 267 9 128

69.1 386 280 54 658 – – – –

70.8 – – – – 63 461 8 182

70.8 – – 171 288 23 548 74 529 9 067

70.8 424 716 56 162 – – – –

70.8 515 799 63 998 – – – –

105.3 – – – – 45 751 5 444

105.3 – – – – 48 702 6 110

105.3 – – 100 187 13 942 42 061 5 138

105.3 278 276 36 206 – – – –

153.9 – – – – 15 496 2 140

 153.9 – – 42 014 5 300 14 020 2 035

153.9 112 991 14 687 – – – –

153.9 97 836 12 999 – – – –


