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Abstract

A detailed description of the analysis of neutral kaons decayirgitds given, based on the com-
plete set of data collected with the CPLEAR experiment. Using a novel approach involving ini-
tially strangeness-taggéd® andK®, time-dependent decay-rate asymmetries were measured. These
asymmetries enablel- andCP7 -violation parameters to be measured in the context of a system-
atic study. The highlights of this study are the first direct observatidh giolation and the direct
determination of th€ P7 parameteRe(d) with an accuracy improved by two orders of magnitude
with respect to the current value.
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1 Introduction

The CPLEAR experiment, at the Low Energy Antiproton Ring (LEAR) at CERN, has developed
a novel approach to the study 6%, 7 andCP7 symmetries in the decays of neutral kaons. In this
approach, the strangeness of the neutral kaons at production is tagged and then decay-rate asymmetries
are measured for decays to a variety of final states. From these asymmetries, parameters describing
violations ofCP, 7 andCP7 are determined with small systematic uncertainties [1].

In this paper we give a detailed description of the analysis of neutral kaons decaying tmased
on the complete set of data collected by CPLEAR between 1991 and 1996. Letters giving these results
for Am, AT andRe(¢6) have already been published [2—4]. Of these quantitlgs the asymmetry of -
conjugated decay rates, was measured for the first time. The accuracyC@ Th@arameteRe(d) was
improved by two orders of magnitude with respect to the previous measurement [5]. The measurement of
the K, andKg mass differencefAm, reached a precision comparable to compilations [6, 7] of previous
experiments [8—14] (the compilation fits included other experimental information on parameters of the
neutral-kaon system, such as_, Kg andKy, mean lifetimes and branching ratios).

All these measurements, in combination with the values of other parameters measured by CPLEAR,
provide a stringent indirect test 6fP7 invariance [15, 16]. Moreover, the CPLEAR v data, in con-
junction with CPLEARr 7~ data and results from other experiments at late decay times, may be used
to set limits on parameters describing the possible evolution of pure states into mixed states, sensitive to
physics at ultra-high energies [17—-19]. Such limits were calculated in Ref. [17] using a subset of the total
CPLEAR data [13, 14] and data from Refs. [7, 20].

In Section 2, the phenomenology of neutral-kaon decaystas described. In Section 3 we de-
scribe the method used to construct the experimental asymmetries to be compared with the phenomeno-
logical expressions. The CPLEAR experiment is presented in Section 4 followed by the event selection
and comparison with simulated data in Section 5. Corrections applied to the data are detailed in Section
6 and the final results are reported in Section 7. A summary of the results and their significance is given
in Section 8.

2 Phenomenology of neutral-kaon decays terv

The strong and electromagnetic interactions conserve strangeness and their Hamiltonians have
well-defined strangeness eigenstdt®sandK'. The weak interaction does not conserve strangeness and
causes the two strangeness eigenstates to [hiX|( = 2 processes), and also to decay to non-strange
final states|(AS| = 1 processes). The time evolution of tRé—K" state, including its decay products, is
described by the Schdinger equation with a total Hamiltonidt; + Hem + Hwi. The weak interaction
(Hwk) is much weaker than either the strorig.{) or electromagneticH.) interaction. Therefore a
perturbation calculation may be used to eliminate the explicit appearance of the decay products in the
time dependence of the neutral-kaon system, which leads to

(1)) = a(t) [K) + b(t) [K°) ,

5(1) <2 (8).

whereA is a complex, two-by-two matrix and is expressed in terms of two hermitian matvicgthe
mass matrix) andl' (the decay matrix) a§ = M — 5I'. The diagonal elements of these matridegoxo
andMgogo, ['koxo andI'gogo, Signify the masses and decay widthgdfandK". The eigenvalues of
Eg. (1) are

satisfying

ALs = mrLs— 3L
and the corresponding eigenstates|&r¢) and|Kj,), which have definite masses;, s and decay widths
I't, s. Assuming any violation of or CP7 invariance to be small, the eigenstates are given by

Ks) = %[(1+5+6)|K0>+(1—5—5)|K0>}, (2a)
Kp) = %[(1+a—5)|}<0>—(1—5+5)|K0>}, (2b)



where the parameteesand ¢ describeZ andCP violation with CP7 invariance, andCP7 andCP
violation with 7 invariance, respectively. These parameters are given by

AKOKO - AKOEO AKOKO — Agogo
°T 2AN and 0 = 2AN ’
with AN = AL — As = Am + $AT, Am = my, — mg, AT = I's — I'r.. The off-diagonal elements
of A, Moo — 3T oro0le!®T and|Myogo|e M — LT or0 e 797, are related td\m and AT as
2|Myoo| = Am and2|Tog0| = AL. The arbitrariness of the phases of &i¢andK?" states allows us
to choosesr = 0 or close to 0.
For initially pureK° andK" states, the solutions of Eq. (1) are

[KO(t)) = [f+(t)+25f—(1)]|K") + (1 —2¢)f_(t) |K")

_ j%K1_5+5ki&wK@+m1—g—5miMme], (3a)
KOt)) = [f(t)—26f—(1)]|K*) + (1+2¢)f_(t) |K")

_ %[(1 +e—8)e S Kg) — (14 + 8)e Mt [Kp)] (3b)

with the time-dependent functions given By (t) = 3 (e st & e~1*ct). For the decay of &° or aK°
to a final stateerv, we can define four amplitudes,

Ay = (v M) . = (o] [} (4a)
A- = (et Ha [K°) Ay = (et v|Hw |K?) | (4b)

each one being a function of the kinematic configuration (including spin) of the final state. Of these
amplitudes, A, andA_ respect the\S = AQ rule, A_ andA, violate it. Each amplitude can be further
decomposed in two terms, of which on&’iB7 invariant and the other SP7 non-invariant [21, 22].

Ap = a+b, A_=a" —b", (5a)
A_= c+d, AL = —d*. (5b)

TheCPT-invariant and -violating terms are given hyandb if the AS = AQ rule holds, and by and
d ifitis violated. As for7, the imaginary parts of all amplitudes &feviolating. It is also convenient to
introduce the quantities

x:ﬁv f_(i> ; y:M7 (6)
Ay A_ A_+ Ay

wherer andz parametrize the violation of th&S = AQ) rule in decays to positive and negative leptons,
respectively, and = —b/a parametrize€P7 violation when theAS = AQ rule holds.Re(a) is 7,
CPT andCP invariant and dominates all other terms, henc& andy are all< 1. The parameters
z4 = (x+7)/2andz_ = (z — T)/2 describe the violation of thAS = AQ rule inCP7 -conserving
andCP7T -violating amplitudes, respectively.

Finally, neutral-kaon decays tar are described by four independent decay rates, depending on
the strangeness of the kadii®(or K) at the production timet = 0, and on the charge of the decay
lepton ¢ ore™):

R_(1)=R[Ki_g— (¢ 7" D)i=] , (7a)
K% — (e 7 D)i=r] , Ri(r)=R[K)y— ("7 v)=r] . (7b)



wherer is the decay eigentime of the neutral kaon. The dependence of the ratearmhon various
parameters is obtained by making use of Egs. (3, 4) and integrating over the final-state phaSe space

Relr) = [ IF4lr) 4 2351 (D) As + (1 - 20 (AP, (52)
R(0) = [ 11F+(r) = 267 (MIA- + (1 + 20 ()A- a0, (8b)
Ro(r) = [ 174(7) + 25 (A= + (1 =20/ (1A, (80)
Re(r) = [ 11F+(r) = 287 (DA + (1420 (1) A a2, (8d)

Owing to the rate integration over the phase-space configurations of the final state, it is convenient to
redefine the parameters £ andy through the following equations:

o= [lakae, £ [[apan, F= [+ A a0,
Q Q Q
Jo ALALAQ [ ALALAD 1 F—F
P EE— P EE—— R = — — _—
€ f_i_ b x f_ 9 e(y) 2 X f+ +f_

If the decay amplitudes of Egs. (4, 5) are constant over the phase space, these definitions are essentially
the same as Eq. (6) — more common in the current literature. The same conclusion is reached if the
kinematic dependence can be factorized as a factor common to all four amplitudes (as is B&4al in
form-factor studies [23]).

Keeping only first-order terms in all parameters, the four independent decay rates can now be
written as

R, (1) = g( [1 4 2Re(z) + 4Re(d) — 2Re(y)] e 1™ 4 [1 — 2Re(x) — 4Re(5) — 2Re(y)] e 117

+ {21 — 2Re(y)]cos(AmT) — [8Im(8) + 4Im(z)]sin(Am7)} e§<Fs+FL>T>, (9a)
R (1) = g( [14 2Re(T) — 4Re(8) + 2Re(y)] e~ 1's™ + [1 — 2Re(T) + 4Re(d) + 2Re(y)] e 117

+ {2[1 4 2Re(y)]cos(Am7) + [8Im(J) + 4Im(Z)]sin(AmT)} e_%(FS+FL)T>, (9b)

R_(1)= g( [1+ 2Re(T) — 4Re(e) + 2Re(y)] e 15T + [1 — 2Re(T) — 4Re(e) + 2Re(y)] e 117
—{2[1 — 4Re(e) + 2Re(y)]cos(AmT) + 4Im(T)sin(Am7)} eé<Fs+FL>T> ., (9¢)
Ry(r)= %( [1+ 2Re(z) + 4Re(e) — 2Re(y)] e IS + [1 — 2Re(x) + 4Re(e) — 2Re(y)] e 17

—{2[1 + 4Re(e) — 2Re(y)]|cos(Am7) — 4Im(z)sin(AmT)} e_%(rs*'FL)T). (9d)

The phenomenological description of neutral-kaon decaysrtois the same as that of decaysetev,
once the different kinematic conditions are taken into account. The symmetry properties of the parame-
ters entering Egs. (9a—9d) are summarized in Table 1.

Alternatively we can express the rates in term&gfand Ky, amplitudes to a final statg:

Ars = (f[Hw|Ks) , AL = (f|Hwk|KL) - (10)
Then for the decay rates, at a time- 7, of an initially pureK" or K° state,

R¢(1) = R[K%—0 — fizr] Ry(r)=R[K)_y — fi=r] , (11)



Table 1: Symmetry properties of phenomenological parameters [22].

AS = AQ =z=0
CPT exactinAS =1 T =

T exactinAS =1 x, T, y real
CPexactinAS =1 | z=7", yimaginary
CPT exactinAS =2 6=0
T exact inAS =2 e=0
CP exactinAS =2 e=6=0
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Figure 1: Neutral-kaon decay rates for the main decay modes as a function of the decayitimgits
of the Kg mean lifetimerg). The branching ratios are from Ref. [7]. The rates are averaged over an equal
number of initialK® andK?; their sum is normalized at= 0 to unity.

we obtain from Egs. (3a, 3b)

Ry(r) _ 1% 2Re(e)]

Ry(7) 2 { [14 2Re(9)] [ Ays|*e™"57 + [1 5 2Re(0)] [ApL e

+ea(TsHTL)r <[1 + 21Im(0)] Ay Asse'®™ + [1 F 2iIm(5)] A}SAfLe‘iAW> } :

This expression is commonly used wheis aCP eigenstate, for instance in the decayrtor™ (f =
7T7~), also to be considered in the present study (Section 6). In this case we defite-thelating
parameter:

o _ A (T Ha [Kr)

L | = _ : 12
N+ ‘774— ‘ AfS <7T+7T_‘Hwk‘KS> ( )

where|ny_| < 1 andT"™ = | Ass|? is theKg — n"x~ partial width. The corresponding rates become

Ef(T) _ [1 + 2Re(5 - 5)]F%7r > [efrsT + ’?74__‘267111‘7— 4 2’n+_‘ef%(Fs+FL)T COS(AmT o ¢+_)] ]
Ry(T) 2
(13)

The rates averaged over an equal number of iniidland K° are shown in Fig. 1 for the main decay
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modes. The measurement of the rates (9a—9d) as a functioallofvs 7 andCP7 parameters andm
to be determined. This is best achieved by forming rate asymmetries (thus allowing some systematic
errors to be reduced), for instance

Ri(r) - R_(7)
Ro(r)+ R_(7)

= 4Re(e) — 2(Re(y) + Re(z-))

Re(x,)(eféAFT — cos(Amr)) + Im(x4 ) sin(Amr) .

2
* cosh(3AT'T) — cos(AmT)

(14)

The use of these asymmetries is discussed in detail in the next sectioi&ierm factor demands a
somewhat different analysis [23], not reported in the present paper.

3 Experimental method
In the CPLEAR experiment, the neutral kaons were produced by antiproton annihilation at rest in
a hydrogen target via thgoldenreactions

- +10

PP pirgo - (15)
each having a branching ratio &f 2 x 1073. The conservation of strangeness in the strong interaction
dictates that & is accompanied by K, and aK® by aK*. Hence, the strangeness of the neutral kaon
at production was tagged by measuring the charge sign of the accompanying charged kaon. If the neutral
kaon subsequently decayedetav, its strangeness could also be tagged at the decay time by the charge
of the decay electron. Indeed, in the limit that only transitions with = AQ take place, neutral kaons
decay toe™ if the strangeness is positive at the decay time anrd tif it is negative.

For each initial strangeness, the number of neutral kaons decaying/taV, (7) and N () in
the case of™, and N_(7) and N_(7) in the case oé~, were measured as a function of the decay time
7. These numbers were combined to form asymmetries, as in (14) — thus dealing mainly with ratios
between measured quantities. However, the translation of measured numbers of events into decay rates
requires (a) acceptance factors which do not cancel in the asymmetry, (b) residual background, and (c)
regeneration effects to be taken into account.

(a) Detecting and strangeness-tagging neutral kaons at production and decay relied on measuring, at
the production (primary) vertex,l&* 7 track-pair, and the corresponding momegita andp,,+,
and, at the decay (secondary) vertexe@n® track-pair, and the corresponding momepita and
p.+. The detection (tagging) efficiencies of tRé" 7T track-pairs depend on the pair charge con-
figuration and momenta, and are denoted (-, 7.+ ), See Section 6.2. A similar dependence
exists for the detection efficiencies of theér™ track-pairs,e(p,=, 7+ ), See Section 6.3. Since
the detection efficiencies of primary and secondary track-pairs were mostly uncorrelateel
acceptance of a signal{r) event was factorized asy x €(pi+, pr+) X €(Dos, Prt ). The factor
os represents the portion of the acceptance which does not depend on the charge configuration
of either primary or secondary particles. The acceptances of the events corresponding to different
charge configurations were then equalized (or normalized) by introducing two functions:

e(Px+,Pr-)
(P Drt)’
€(ﬁe7,ﬁﬂ-+)
e(ﬁeJﬁﬁﬂ*) ‘

EPk,Pr) =
n(ﬁevﬁw) =
These functions, referred to psimary-vertex normalization fact@nd secondary-vertex normal-

ization factor respectively, are weights applied event by everit K° events and to the events
with a neutral kaon decaying td 7.

U see Section 6.4 for a discussion of this point.



(b) The background events consist of neutral-kaon decays to two or three pions with a pion misiden-
tified as an electron, or decays ¢or where the identities of the two charged particles are in-
terchanged (see Section 6.5). Their number depends on the decay gintkis important, with
respect to the number of signal events, only for early decay times. To account for these events,
the analytic expressions of the asymmetries, for example Eq. (14), were modified by adding to the
ratesR+ andR. the corresponding background rafgés and B :

Bi(r) = Rpi X 0Bi/0s Bi(7) =) Rpi % opi/o0s, (16)

whereRp;, Rp; are the rates of the background souider initial K andK°, respectively,os

is defined above andp; is the corresponding term for the acceptance of events from the back-
ground source. The quantitie® p; andopgs were obtained by Monte Carlo simulation. Experimen-
tal asymmetries were formed from event rates including signal and backgriting: Ry + By
andR,. = R+ + B.. These asymmetries were then fitted to the asymmetries aftresured
rates(see below), which included residual background.

(c) The regeneration probabilities B andK° propagating through the detector material are not the
same, thus making the measured ratio of iniH&l to K° number of decay events at timedif-
ferent from that expected in vacuum. A correction was performed by givingl€a¢K") event a
weightw, (w,) equal to the ratio of the decay probabilities for an inifidl (K°) propagating in
vacuum and through the detector, see Section 6.1.

Finally, each initialK® event was given a total weight, = ¢ x n x w, orw_ = & x w, if the final
state wasT 7~ v or e" 7w, respectively. The summed weights in a decay-time binNye (r) and
N,_(7). In the same way, each initid event was given a total weight, = 1 x w, orw_ = w, if
the final state wast7~v or e~ 7 tw. The corresponding summed weights afg  (7) andN,,_(7). In
the following Ny, (1), Nuw—(7), Nwi(7) andN,,_(7) are referred to as the@easured decay ratégom
these we obtain the measured asymmetries considered in the present study:

ex| Nw—i— (T) - Nw—(T)

AT S DT Nem) (7
exp Nw—f— (T) B an—(T) Nw—(T) - an—I— (T)

40 = N P FaNe(n) | Nas(r) F aNes (7] (170)

ACXP (T) _ [iw—(T) + aNyt (7)] - [Tw-i-(T) +aNy— (7)] ' (17¢)
am N () + Ve (D) F Vs (1) + N (7)

The form of each of these asymmetries optimizes a specific measurémeialation (Eq. 17a)CP7T
invariance (Eq. 17b) andm (Eg. 17c). The reason for the facter= 1 + 4Re(e — §) will be discussed

in Section 6.2. In order to extract the parameters of interest from each experimental asymmetry, we have
to consider the corresponding phenomenological asymmetry functions:

. _ Ri(r)—R(1)
A0 = TR0 (182)
. _ Ry(n)—aR'(r) R (1)-aRi(r)
A = R(7) + aR* (1) - R(1) +aR* (1)’ (180)
s ) = [RL(7) + aRy(1)] — [RL(7) + aR%(7)] 18
Am(T) R"( R (1) + aR*(1)] (18¢)

4 The CPLEAR experiment
The main requirements affecting the design of the CPLEAR detector [24] were the following.



(@)

—1
=l

Magnet coils At Su;ﬂ)rt rings
[l [ 1 [ [ |
D - Electromagnetic calorimeter - D

Drift chambers
Beam monitor 16 bar H, target

_ 1

/

200 Mev/c " EG‘:"

p 1 X T T
Proportional chambers
Streamer tubes
 —

- Cherenkov and scintillator counters - \%]
[ ] [ ]

= = =

Figure 2: CPLEAR detector: (a) longitudinal view, and (b) transverse view and display of angvent,

(not shown)— K~7TK° with the neutral kaon decaying to 7#7. The view (b) is magnified twice

with respect to (a) and does not show the magnet coils and outer detector components. In both views the
central region refers to the early data taking without PCO.

e The selection of thg@p-annihilation channels of Eqg. (15), and the determination of the neutral-
kaon strangeness at the production vertex, by measuring the charge sign of the accompanying
charged kaon. For this, fast and efficient identification of the charged kaon against a multipionic
background was essential. Since Eq. (15) was observed at rest, the annihilation products were
distributed isotropically, demanding a detector with a neageometry.

e The identification of the neutral kaon’s decay channel. The selectien:ofinal states required
to distinguish between pions and electrons.

e The measurement of the decay time, which was obtained -asmyo x dr/pr. Here,myo is
the K and K" average massir is the projection of the neutral-kaon path between production
and decay vertices on a plane transverse to the magnetic fielgrdadhe transverse momentum
component. Thus a high accuracy of the tracking system in the transverse plane was demanded.

e Decay-rate asymmetries must be formed for neutral-kaon decay timesu@Qos. This set the
size of the cylindricaK® decay volume to a radius ef 60 cm.

¢ High statistics were necessary, which required high-rate capability and large geometrical coverage.

e Regeneration effects modify the time evolutiontdt andK° differently, thus the amount of mat-
ter in the detector had to be minimized, especially in and around the target.

The detector and the trigger system are described in detail in Ref. [24]. For completeness, we
summarize the detector characteristics in Section 4.1 and the trigger selection in Section 4.2.

4.1 Set-up

The Low Energy Antiproton Ring (LEAR) at CERN provided the antiprotons with a momentum
of 200MeV /c at a rate ofl0° s—! over an extraction period ¢ 90 minutes. As shown in Fig. 2, the
antiprotons entered the detector, where, after crossing a degrader and a 1-mme-scintillator beam counter,
they were brought to rest and annihilated in a high-pressure gaseous hydrogen target. For data taken up
to mid-1994 the target was a sphere of 7 cm radius at 16 bar pressure. Later, a cylindrical target with a
1.1 cm radius, at a pressure of 27 bar, was used. Around the new target a proportional chamber (PCO0)
was also installed. From 1995 onwards, it allowed a fast counting of charged tracks produced either in
the annihilation process or in very early decays (malklyto 77 ~).

The detector had a cylindrical geometry and was mounted inside a solenoid of length 3.6 m and
internal radius 1 m. The magnetic field of an intensity of 0.44 T was parallel, in the centre, to the antipro-
ton beam. (The magnet centre was also the origin of tlie = reference frame, with the axis parallel
to the magnet axis.)



The tracking of charged particles was performed with two layers of wires in the proportional
chambers (PC1 and PC2), six drift chambers (DC1 to DC6) and two layers of streamer tubes (ST1 and
ST2). The total material in the target and tracking chambers amounte8@ mgcm~—2 and to~ 102
of equivalent radiation lengthX(y). Ther andr¢ information from the PCs and DCs was used in the
trigger for track finding and parametrization; the onlin@formation was provided by the STs. After
the track fit, ther andr¢ resolutions were 35@m and 300um for PCs and DCs, respectively, and
the z resolution 2 mm. The momentum resolution of charged tradks/p, ranged from 5% to 10%,
increasing with lifetime.

The charged kaon at the production vertex and the electron at the decay vertex were identified with
the Particle Identification Detector (PID). The PID consisted of 32 trapezoidal sectors, each comprising
a 3 cm thick inner scintillator (S1), a 8 cm thick threshold Cherenkov counter (C) and a 1.4 cm thick
outer scintillator (S2), for a total d@f.5 X.

The Cherenkov radiator was liquidsE 4 (Fluorinert FC72M), filling a 2 mm thick Plexiglas
box. The radiator refractive index was 1.251, nearly independent of the wavelength. The Cherenkov light
threshold was at a value @f{= v/c) close to 0.81: th¢f value of the highest-momentum kaors $00
MeV /c) after losing energy in S1.

The Cherenkov counter and the two scintillators were equipped with ADCs, and the inner scin-
tillator also with TDCs. The TDCs measured the time interval (time of flight, TOF) between the beam
counter signalf = 0) and the S1 signal, with a resolution of 200 ps. ORIQF differences were used
since absolute TOF measurements suffered from a spread of the annihilation times (with respect to the
beam signal), owing tp straggling in the target, from two to several nanoseconds . The ADCs measured
the number of photoelectrond,., in the Cherenkov counter and the ionization energy l0s5,dz, in
the scintillators. The S1 resolution was twice as good as that for S2; the latter was mainly used to ensure
that a charged particle had passed through the Cherenkov counter.

An electromagnetic calorimeter (ECAL), consisting of 18 layers of lead interleaved with high-gain
streamer tubes, was used for photon detection and fast-electron identification. The calorimeter had a total
thickness ot 6 X.

4.2 Trigger and online selection

To cope with the high event rate and select the desired events from amongst the multipion annihi-
lations, a multilevel trigger was designed and built. It was based on custom-made hardwired processors
which identified the charged kaon and reconstructed the event kinematios jrs. The overall rejection
factor was=~ 1000 before inserting PCO, and four times as much afterwards.

The trigger was initiated by A signal in the beam counter, separated in time from any @ihogr
more than 90 ns and in coincidence witB@s signal, that is with a coincidence of a S1 and a S2 signal
not accompanied by a C signal. The mean probability that pions of momentds0 MeV /c fake a
SCS signal was measured to be6 x 10~3. Owing to the small cell size of the drift chambers, the time
separation of successiyeensured a negligible probability of finding in the chambers track remnants
from other annihilations.

The trigger system aimed to select the reactions of Eq. (15), regardless of the fate of the neutral
kaon. It was split in six logical subsystems imposing the following requirements.

e Fast kaon: at least one kaon candidate, as indicatedskhisasignal.

e PCO: no more than two hits in the proportional chamber PCO (for data taken in 1995) to guarantee
the decay of the neutral kaon away from fhieannihilation region.

e pr cut: transverse momentupyr > 300 MeV/c for the kaon candidate (thus removing low-
momentum pions faking kaons). The value was computed from the hit wires in DC1 and DC6,
assuming that the track origin was at the centre of the target.

¢ Kinematics: two tracks originating at the centre of the detector (that is with PC hits) with opposite
curvature (one of which was a kaon candidate) and with total momestano MeV /c.

e PID: for the kaon candidate, energy losses in S1 and S2, number of photoelectrons in C and time
of flight must be consistent with the values expected for a kaon of the measured momentum.

e n; . number of reconstructed tracks > 2. (This is only a flag to filter offline at an early stage the
events containing decays to charged final statgss 2.)



The acceptances at these successive trigger levels are shown in Table 2 for multipion and multikaon
pp-annihilations (background), and for the golden events of Eq. (15) with a neutral kaon decaying to
emv or 7T~ within a radius of 45 cn?). We note that, despite the logic involving only the primary

K7 pair, the acceptance of golden events varies with the decay mode. The effect was traced back to the
mode of operation of the trigger based on an ‘OR’ logic: an event was recorded if one combination of
tracks fulfilled the trigger requirements, and the detection of primary and secondary pairs could then be
correlated. Offline, only events not showing such correlation were selected, see Section 5.3.

From 1992 to 1995, about0'® p were delivered to the experiment afdx 10° events were
recorded on tape (raw data). There were about the same number of events for opposite magnetic-field
polarities. For calibration purposes, a small percentage of these was recorded with a minimum-bias trig-
ger (T1). This trigger required only the coincidence of the beam counter and an S1 signal, and accepted
events in the entire phase space, limited only by the energy thresholds and geometrical acceptances. The
T1 trigger operated at regular intervals of about eight hours, before and after changing the magnetic-field

polarity.

Table 2: Acceptances at various trigger levels for background (multipion or multigaemnihilation
events) and signal (golden events with neutral kaon decayiagu@r 7+ 7).

multipion multikaon | Golden: | Golden:
background| background| env mto~
Fast kaon 0.19 0.34 0.39 0.43
PCO 0.054 0.15 0.36 0.19
pr cut 0.011 0.092 0.24 0.13
Kinematics 0.0051 0.046 0.15 0.092
PID 2.7 x 1074 0.016 0.10 0.056
ng > 2 2.8 x 10~° 0.001 0.081 0.053

5 Event selection (offline) and comparison with simulated data

The selection of the signal events (golden reaction followed by neutral-kaon deeay)twas
performed offline by a set of topological cuts and constrained fits. The same cuts were applied to both
real and simulated data. The latter, owing to the high statistics (larger than the data sample by one
order of magnitude) allowed precise monitoring of efficiencies and losses in all selections. The data
reduction proceeded through three main steps (roughly a factor of hundred, ten and five). Through the
same analysis, the number of simula¢ad events was reduced by about a factor of ten. The background
reduction factor was of the order d9°.

5.1 Topological filter and constrained fits (a)

In the offline procedure, the signals from each subdetector were first decoded and translated into
physical quantities, like the space coordinates of track hit-points, the number of photoelectrons in the
Cherenkov counter, or the energy-loss in each scintillator. Information from initial surveys and successive
calibrations, regularly interleaved with data collection (see above), was used for this purpose.

Pattern recognition and track fit were performed: 68% of the events contained two (22%) or four
(46%) tracks of good quality. Of these one was a kaon candidate, and two or more were primaries, i.e.
containing at least one PC hit. Back-scattered tracks (present in a few percent of the events and mainly
originating in the calorimeter) were not validated by the pattern recognition. For 90% of the four-track
events the momentum, the charge, a reference point in space aptdhthe fit were determined for all
the tracks. Vertices were sought, including a primary vertex inside the target. Tracks with a momentum
60 MeV /c (which would not reach S1) or 1 GeV /¢ (which would not be produced infp annihilation)
were discarded. Of the four-track events, 64% had primary-pair momenta fitted by Eq. (15) with a 1C-fit
probability > 2.5%, and 24% also had secondary-pair momenta fitted by a neutral-kaon decay to
(the vast majority) or tenv.

2 The fiducial volume has a radius of 45 cm: it contains 3% ofithedecay vertices.
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the cut position.

The topology of arerr event was then defined by the following criteria, which tightened the cuts
mentioned above.

e The event contained four charged tracks. All the tracks passed through different S1 sectors. Each
primary (secondary) track had at least five (four) hits in the tracking chambers and each track had
at least two hits in the longitudinal plane. The redugédf the track fit wasy?/ndf < 5. The
probability for the four tracks to originate from the same vertex wég.

e Atleast one of the four tracks hads&’S signature and was a charged-kaon candidate (see Section
4.2). Its transverse momentym was larger than 300leV /¢ and its total momentum larger than
350 MeV/c. Its dE/dx anddN,./dz were within three standard deviations from the expected
values.

e The kaon-candidate track intersected an opposite-charge track at a primary vertex V1 within the
target volume«y; < 1 cm and|zy 1| < 3 cm). The track with the same charge sign as the ‘kaon’
intersected the remaining opposite-sign track at a secondary vertex V2. The primary and secondary
vertices were separated by more than 1 cm in the transverse plane-(1.7 cm if the trigger
included the PCO information). The secondary vertex also satisfigé< 36 cm, |zy2| < 40 cm
to ensure secondary tracks of sufficient length.

e The opening angle between any two intersecting tracks was in the intéfval169°. Events with
tracks almost parallel or back-to-back were removed as they have a poorly defined vertex position.
Most events containing photon conversions were removed by this selection.

e The momenta of the primary track pair were fitted by Eq. (15) with a 1C-fit probab#i/5%.

This imposed the constraint that the missing mass at the primary vertex was equal to the neutral-
kaon mass.
In addition, an overall four-momentum conservation was imposed to the event. This meant a 4C fit with
the hypothesis that the decay bertdr—, and a 1C fit with theerv hypothesis. Therv fit became a
2C fit by adding the constraint that the missing mass at the primary vertex be equal to the neutral-kaon
mass. The results were as follows.

e Under the hypothesis of decay 10 7, events with a 4C-fit probability- 10% were rejected,
removing 75% ofrt7~ events and keeping 88% ofrv events, see Fig. 3. This fit reduced the
K°(K") — 77~ background dominant at early decay times.

e Under the hypothesis of decaydor, events with a 2C-fit probability- 5% for at least one com-
bination of tracks were accepted.

Better selection of therr events needed electron selection, which is specific to the present analysis, see
Section 5.2. Firstly, the following criterion was applied.

e Events where both secondary tracks had a probabilitys of being a pion were rejected.
With the set of criteria listed undes) the number obrv candidates was reduced by a factor of ten.

10



s L §
i [ ¢ 209 @
1200 (X} 12
r ¢ * -0.8 ,6
EECIERAR 108 2
L A ] I
1000 - % Jo7 L
[ (Y J0.6
800 ¢ ¢ ]
‘ J05
600 | ‘ 1
L s ]
[ ~ 104
[ J E
400 - %es 103
[ '3 ]
re * J0.2
200 - *ee 1
[e : ®ee —20.1
[ : *®ecee ]
S R RS PR B R, T ¥ I\
0 100 200 300 400 500 600
p [MeV/c]

Figure 4: Simulated neutral-kaon decaystwo: electron momenturp. Distributions of frequency den-
sity (e) and relative-frequency running sum (continuous line). The dotted line indicates the cut position.

5.2 Electron/pion separation — PID neural network

Figure 4 shows the electron-momentum spectrum at the decay vertex, as given by the simulation
(vector interaction [25] and a form-factor slopge = 0.03 [7] were assumed to model the momentum
dependence of the decay amplitude). In 90% of the decays the electron momentasx 350 MeV /c,
with the distribution peaking at 118deV /c.

At these momenta the differencesrbetween pions and electrons could be exploited by using
the PID information together with the measured momentum of the particle. Thus, six parameters were
determined for each secondary track (see Fig. 5):

— the momentunp, computed by the track fit;

— the energy loss per cmE/dz, in the scintillator S1;

— the number of photoelectrons per ctidy,,./dz, in the Cherenkov counter C;

— the energy loss per cdE'/dx, in the scintillator S2;

— the difference between the measured TOF of the particle and the expected one if it was a pion;

— the difference between the measured TOF of the particle and the expected one if it was an electron.

At momenta above 35BleV /¢, the electrons could have been identified using the calorimeter informa-
tion [27]. However, because of the energy loss in the RDIQ MeV for minimum ionizing particles)

only electrons wittp, > 200 MeV /c were detected in the calorimeter with full efficiency. To preserve

the homogeneity of the analysis, we chose not to use the calorimeter data. At the cost of a small loss in
statistics, only events with an electron momentum< 350 MeV /¢ were considered. For these events

the electron identification relied on the PID 6-dimensional information. This demanded a set of calibra-
tions and was best analysed using a neural network (NN) algorithm [28]. As a first step, the Cherenkov
response of a prototype sector was studied in a beam at the Paul-Scherrer-Institute (PSI) cyclotron, with
electrons, muons and pions, as a function of momentum, impact point in the radiator, and beam angle
with respect to the Cherenkov counter. Figure 6 shows typical photoelectron yields. Of these, only the
muon dependence on momentum agreed with the expectation. The electron large signal pdinégd to
production and electromagnetic showering. The pion response, hampered by strong interactions, led to a
signal at momenta below threshold (1I8RV /c).

In practice, the PID response to electrons and pions was measured for identified samples of par-
ticles collected using the full set-up. In dedicated r@psannihilations tor ™7~ nz? (7 — 2+) or to
2n 27~ were selected to provide kinematically identified pions and electrons in the momentum range
50 — 350 MeV /c (ete™ pairs originating from photon conversion had a clean signature, characterized
by an opening angle close @) .

The NN algorithm was optimized using these measured responses. For each track in the momen-
tum rangeb0 — 350 MeV /¢, the NN output yielded a parametey between 0 and 1. Electrons cluster at
small x, values, pions at largey. The probability for the track to be an electrdn,, was defined as the
fraction of the electron distribution lying below that valueagf. The probability to be a piorP,, was

11
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last quantity is the difference between the measured and expected time of Tligh{e) or TOF(7)
assuming the particle to be an electron or a pion.
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defined as the fraction of the pion distribution lying abayeFor the final selection (Section 5.3) a track

was defined to be an electronf® > 0 andP, < 0.02. A non-electron track was defined to be a pion.

No attempt was made to identify muons with NN (decaysto are considered in Section 6.5). Figure 7
shows the identification efficiency for real and simulated electrons of the calibration samples.\2bien

pion background was allowed. The good agreement between the two sets of data was expected since only
electromagnetic processes were involved.

During data taking, the quality of the NN response was verified with electron and pion samples
obtained with the current trigger. Pairs @fe~ from ~ conversions in the detector materials were se-
lected from neutral-kaon decays#87” (T~ sample). Figure 8 shows the radial distribution of ¢fe
vertices. Charged pions were obtained from neutral-kaon decayssto at early decay times, selected
with negligible background in the standard = analysis [29].

5.3 Topological filter and constrained fits (b)

If one and only one of the secondary tracks was recognized as an electron by the NN, a 6C fit was
performed with the hypothesis of a decayeto,. The kinematic constraints of the 2C fit (Section 5.1)
were used together with geometric constraints — the neutral-kaon momentum had to be parallel to the
vector joining the primary and secondary vertex, and at each vertex the two tracks must coincide in
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Events with a 6C-fit probability- 5% and only one good configuration were kept. The momenta
and vertices resulting from this fit determined the decay time. The decay-time resolution was computed
from the simulated sample. Figure 9 shows that it increases from7Q.@210.3 75 going from early to
late decay times.

On the events selected, a further kinematic cut was applied, based on the opening ,aofgles
two charged secondaries in the rest frame of the neutral kaon. As shown in Fig. 10, the distributions of
cos(¥) are different for decays terv and tor™ 7~ . Rejecting events withos() < —0.92 decreased
the amount ofr ™7~ background by a factor 20, while onl\y% of erv events were lost.

The next cut did not aim at a better selectioresf’ events as such, but was essential in order to
avoid biases when forming decay-rate asymmetries, see Section 6.2. The charged kaon and associated
(primary) pion, found in the offline analysis, must be the same tracks as those used online to satisfy the
trigger conditions at each stage (the trigger could have seen a secondary particle as one of the primaries,
mainly if the secondary vertex was at a radius smaller than the PC2 radiusrigges matchingnsured
that no event entered the final sample if the trigger conditions were satisfied by tracks other thaa the
primary Kr pair. For that purpose the events were filtered through the trigger simulation, either using
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the detector raw data, or else the corresponding online information. About 10% of the events were thus
removed from the final sample. As a result, the ratio between the acceptances of events originating from
initial K® andK® became largely uncorrelated with the final-state topology (see Section 6.2).

At the end of the offline analysis, we obtained a total &f x 10° events with a measured decay
time > 1 75. This number reduced t.2 x 10% in the case of theda,, asymmetry because of two
more cuts (to be discussed in Section 7.4). The corrections (or weights) which need to be applied to the
measured numbers of initi&® and K" events prior to forming the asymmetries of Egs. (17), and the
determination of the residual background level, are discussed in Section 6.

6 Decay-rate corrections and background evaluation
6.1 Regeneration

The measured numbers of initlEP andK® decaying teerr must be corrected for both coherent
and incoherent regeneration effects. These arise because the neutral-kaon scattering off the nuclei of the
detector material depends on the strangeness of the incoming patrticle, thereby altering the corresponding
Kg and Ky, mixing. The correction was performed by giving each event a weight, equal to the ratio of
the initial K°, or K°, decay probability when propagating in vacuum to that when traversing the detector.
This ratio depends on the initial strangeness of the neutral kaon, on the charge of the decay electron,
on the magnitude and direction of the neutral-kaon momentum, and on the position of its production
and decay vertices. The calculation of the correction required an accurate description of all the detector
materials traversed by the neutral kaon and the knowledge of the differefideetween the forward-
scattering amplitudes d£° andK°, which is momentum dependent. During dedicated data-taking in
1996, a carbon regenerator was inserted into the detector, enabling us to measure these amplitudes [30].
The measured values were in good agreement with earlier calculations and allowed the systematic error
on the size of the regeneration correction to be reduced. Figure 11 shows for the cylindrical (thinner)
target the distribution of the weights versus decay time, for neutral-kaon momenta between 550 and
650 MeV /c. Theerr weights are smaller than or of the same order as the weights used it the
analysis. The relative difference betwdéh andK® event weights, all other conditions being the same,
stays within0.2% for the same electron charge in the final state, and is even smaller when we compare
the weights of eitheK® or K® with opposite-charge electrons in the final state.

The overall effect of the coherent regeneration correction iretheanalysis is in general small,
compared to the statistical error of the various parameters, see Section 7. The effect of incoherent regen-
eration is even smaller, and may safely be neglected.
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6.2 Primary-vertex normalization
_As mentioned in Section 3, the detection efficiencies of the priréary+ pairs, used to tag’
andK" production, were not the same. The difference resulted from two sources.

— Slight geometrical imperfections in the detector which cause the detection efficiency of a track to
depend on its curvature sign. This also arises from biases introduced by the trigger, which assumes,
for example, that all particles originate from the centre of the detector.

— Differences in the strong interaction cross section&ofandK—, and of7™ and =, with the
detector material (principally the scintillators and Cherenkov counter).

Neither of the above effects could be modelled with sufficient accuracy to determine the efficiencies ratio,
¢, from simulated data. Howevef,is also the ratio of the acceptances of inifiel andK° decaying to
ntn~ (the efficiency of detectingat 7~ pair is the same for K° or aK" decay). Sincé is independent
of the decay mode (see Section 5.3) it was possible to determine it from neutral-kaon decays to
For that purpose, we used events recorded in the same experiment [29] in a decay-time interval between
1 and 4rg, where statistics were high, the proportion of background events was negligible (see Section
6.3) andCP-violation effects were small. This method allowed us to take into account all the online and
the offline biases which affeé&t

In the range of decay times considered, for a bin of primiéfyrT kinematic configurations,
7K, P, We obtain for Eq. (13), denoting by, and N, the summed regeneration weightsigf andK°
decays tort7,

Rf(T) _ S o N1(7—|ﬁK7ﬁﬂ')
I AC TR
_ [1—2Re(e —9)] (1+ 2|17+,\e%r57 cos(Am7 — ¢y _)) _1- 4Re(e — 0)
[1+ 2Re(e —4)](1 — 2[n+_\e%FST cos(Amt — ¢4 _)) 1—f(r)

where termsx |, |2, andl';, < I's are neglected, anfi() = 4|n, _ \e%FST cos(AmTt — ¢4 _) remains
< 0.03 and is known with an error of a few timé®—* (in this decay-time range and using world-average
values [26] for the relevant parameters). Summing over all the decay times between isameghave

af(Pic Pr) = [1+4Re(e = d)J¢ (i, )
— Zﬁl(T’ﬁKvﬁﬂ)
T NGl B (L f(7) (19)

Figure 12 shows the projections @f onto three kinematic variables, the transverse and longitudi-
nal components of the charged-kaon momenm{gnandpﬁ, and the magnitude of the pion momentum,
pr, for each polarity of magnetic field. Differences arising from curvature-dependent efficiencies are
clearly visible. Figure 13 displays¢ whenK® andK° events entering the ratio were measured with
magnetic fields of opposite polarities, so that the charged kaons (and the corresponding pions) have the
same curvature sign. Figure 13 suggests how these biases could be eliminated by adding the data from
the two field polarities. This was confirmed by studies using high-statistics, simulated data. Thus under
steady data-taking conditions, the polarity was reversed every eight hours and equal amounts of data
were taken with each field polarity. They were then summed up to forrkthendK° data samples to
which we refer in the following.

Equivalent information is contained in thh& dependence on the neutral-kaon transverse momen-
tum pr (correlated topl,, pﬁ and p,), see Fig. 14 and Ref. [29]. In addition, this figure suggests a
dependence df on the neutral-kaon decay time, owing to the correlation between momentum and decay
time, which, in turn, is a consequence of the finite decay volume of the detector: those neutral kaons with
high momentum decaying on average at earlier times than those with low momentum.

Finally, a multi-dimensional table of event weights was constructed. These weights consisted of
the quantitiesy¢ determined from Eq. (19) in bins of the primasy =T variables, and were applied to
the K® decays on an event-by-event basis. This is the reason for the explicit appearance of the factor

16



af 14 a& 14[
- N
13 ¢e 130 3 %
¢&% # ¢®QQ o@éﬁ@% gﬁ? #
e T w@@%@%% - %ﬁa S 8
L A ' o
1.1 % \v' 1.1 %ﬁ . ’”’“"W"”&ﬁ
- .. g +
10 - #ﬁ‘ 10 T
09:\\\‘\\““““““““ 0-9?\\\\\\\\\\\\\\\\\\\\\\\\
300 400 500 600 700 -500 -250 0 250 500
ptK [MeV/c] pt [Mevrc]
af 14
13 ﬁ
L &)O
L2 ﬁg&o%@i.‘voow 89 %
119 &
Wt
1.0 N
0.9 - TR T B PR
200 400 600

Py [MeVic]

Figure 12: The projection of¢ onto the transverse and longitudinal components of the charged-kaon
momentump}, and p%, and onto the primary-pion momentum,, for positive @) and negative )
polarity of the magnetic field.

af 1.4
1.3

1.2

11—

1.0 —

*\\\\?

300 400 500 600 700
plt< [MeV/c]

Figure 13: The projection af¢ onto the transverse component of the charged-kaon momeritufor
events with positived) and negatived) curvature, see text.

17



1.25¢
ag
1.20 |
b ©
’j’ 2 e
e 5‘]1% ¢ ¢¢ ¢¢®¢%¢¢¢i¢¢¢°¢¢%¢g¢ ‘oo ,ﬁ“
3 ““‘“““‘6»‘.“*#:*#‘ A °°oo‘ R
110 ) o000
£ N
105’ww\wwww\wwww\wwww\wwww\wwww\?
' 200 300 400 500 600 700
pr [MeVic]
1.25
ag E
1.20 b (b)
1.15 ? e .
b 3
ﬁ%‘%ﬁ%@%ﬁ?ﬁ . ;‘3%‘33.3.
3 8838 833%‘*$
1.10 F yﬁ
1.055\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\
200 300 400 500 600 700
pr [MeVic]

Figure 14: The projection af¢ onto the neutral-kaon transverse momengumwhen (a)K° and K°

events are measured with the same magnetic-field polarity, posidive fegative ¢), and (b)K° and

KY events are measured with opposite field polarities, so that the charged kaons have the same curvature
sign, positive §¢) or negative ¢).

af 1.4

1.3
1.2 ! t fdhit, st
Lt Mt v t 4

% e b o, ]
1.0 e ¢
0.9F %

kl l 1 1 1 l 1 1 1 l 1 1
08200 400 600
p [MeVic]

Figure 15: Primary-vertex normalizatiert for simulateden events befores|) and after ¢) the weight-
ing procedure as a function of neutral-kaon momengurithe continuous lines are the results of a fit
with a constant.

18



multiplying the summed" weights in Egs. (17b-c). In practice, it was adequate to produce the table of
event weights in only a subset of the" 7 ¥ variables, namely transverse and longitudinal components of
the charged-kaon momentupyj, (in bins of 20MeV /c) andpﬁ (in bins of 120MeV /¢), and magnitude
of the primary-pion momentum, (in bins of 56MeV /¢). The validity of the method was verified for the
presentrr analysis with simulated data (with weights obtained by simulation of-the™ channel). As
an example, Fig. 15 shows the quantiyfor theerr simulated sample as a function of the neutral-kaon
momentum before and after the weighting procedure. We note that thelRaer(a — ¢) contained inx
has no impact on the phenomenological expressions corresponding to the asymmetries of Egs. (17b-c).
It cancels altogether in thd; asymmetry, Eq. (18b) and Section 7.5, and to first order in4he,
asymmetry, Eq. (18c) and Section 7.4.

The case of the asymmetrf’” in Eq. (17a) is different: the weights¢, obtained from ther ™7~
analysis as mentioned above, had to be divided:efore applying them event-by-event. In order to
evaluatelRe(e — §), we made use of the relation [22]:

2Re(e — 9) = 07 + 2(Re(z-) + Re(y)). (20)

Hered, is the K, (measured) charge asymmetry for which we assumed the world-averageiyatue
(3.27+£0.12) x 1073 [26]. Since the quantit@(Re(z—) + Re(y)) was not known, the weights obtained

from ther+ 7~ analysis were simply divided byt + 24,), and a term-2(Re(xz_) + Re(y)) was added

to the phenomenological expression of this asymmetry, see Section 7.6. We note, however, that in the
limit of CPT invariance in neutral-kaon decay ¢ov, Re(z_) = Re(y) = 0. In the same limit the

average value over therv data-set was evaluated to & = (a&/(1 + 2d;)) = 1.12023 £+ 0.00043.

6.3 Normalization ofe™ and e~ final states

As mentioned in Section 3, each neutral-kaon decayto~~ needed to be weighted with a
quantityn = €(p.—,P.+)/€(Pet, Px—), that is the ratio of the charged-pair acceptances at the decay
vertex. In contrast t@, the ratio of the charged-pair acceptances at the production verteguld not
be determined in a unique calibration process. A detailed analysis of all levels of the experiment was
therefore necessary, from detection processes and online requirements, to offline criteria.

This analysis was performed using real data: a sample>oil0* ete~ pairs with a pion contam-
ination < 2%, obtained from the F data of Section 5.2, and pions from the minimum-bias T1 sample.
The T1 data were selected offline so as to have a clean sanbieldf pp annihilations to four charged
pions (the 4C-fit probability with that hypothesis was0.05). For the simulation we made use of the
high-statistics T23 samplg@p — K7 TK°(K") events with a charged-kaon of conveniently lapge
where the neutral kaon was let to decayrtor— or 707°.

To start with,n was assumed to be only dependenpgind p, and factorized as follows:

N(Pes Pr) = Ns1(Pe, Pr) X Nor (Pes D) X N (Pe) 5 (21)

wherens; = n(pe, p~|S1) accounts for the different probabilities that electrons or pions of opposite
charge have to give a signal in the scintillator $3; = 7n(p., p=|OL) parametrizes any additional
acceptance difference caused online by the trigger,;ad= 1 (p.|NN) parametrizes any acceptance
difference introduced by the NN (see Section 5.2). Ehe v events were then distributed in three
categories, depending on which offline decay tracks had beenby the trigger, that is, were matched

with a track in the trigger simulation. Different valuesrpfdependent on the momentum of the particles
involved) corresponded to each category: when only the electron wasgedd% of the events), or

only the pion {, 17% of the events), or both electron and pigg.( 69% of the events). In each class,

decay particles entering the event selection through parameters not dependent on the track charge do
not contribute to the corresponding The evaluation of these quantities was based on the following
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relationships:

~€(e7]S1) _ e(e|OL) 1 —e(nt[S1)e(nT|OL)  €e(e”|NN)
Me(Pe:Pr) = ZFST) X H(eF|OL) X 1= e(r[SDe(n-|OL) < e(eF|NN) ’

_ e(mt[S1)  e(nT|OL) 1—e€(e”|OL) _ e(e”[S1) _ e(e”|NN)
Mn(PesPr) = TS X S 1OL) T e(eT|O) ~ e(e¥S1) < e(eT|NN)

_e(e|S1) _ e(e”|OL) _ e(e”|NN) _ e(nt|S1)  e(nT|OL)
Mer(PesPr) = 27 1ST) * e(@¥[OL) * (" NN) ~ e(r-[31) ~ e(x-JOL) "

¢ 7s;— An S1 signal was needed for a track to be seen by the trigger and/or to enter NN. The electron
and pion contributions tgs, were studied separately. Thus, Fig. 16 shg§ys= e(e~|S1)/e(e™|S1)
as a function o, for real and simulated data. The two distributions, fitted with a constant (1.0041
4+ 0.0003 and 1.0034 0.0008, respectively) are in good agreement. For pions, the dependence
of n7, = e(x|S1)/e(7~|S1) on p, is shown in Fig. 17. The weighted average between 100 and
450 MeV /¢ (where most of the decay pions lie) is 1.0£10.001 for real data, and 1.0033
0.0008 for simulated data. We note that the simulation included no parametrization of the strong
interaction dependence on the charge of the interacting particles. This explaing veimpws a
structure only in real data.
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e 150, — The contribution ta; resulting from the trigger selection was investigated by letting pions
from the minimum-bias T1 sample go through the trigger simulation. FheaMmple was not used
because, in this sample, thee™ pair had been selected by asking for a very small opening angle
(cos(f) > 0.995), and tracks which are too close in space were not handled well by the trigger.
Since kaons were very scarce in the T1 sample, the charged kaon, wyittedue above threshold,
requested at the very early stage, was mimicked by ignoring the Cherenkov signal of one of the
four tracks. This track was chosen at random, with no consequent bias for later stages (the PID
information was no longer needed). Owing to trigger characteristics [24], with electron and pion
tracks being handled identically, the quantity of interest was the probability for a track with an S1
hit to be seen by the trigger, independently of whether the track was actually a pion or an electron.
This probability was measured as a function of the track charge and momehtu(p). For the
sample considered, each track with an S1 hit was followed through the various trigger stages. Fig-
ure 18 shows the acceptance for successive trigger levels, each imposing a stricter track definition,
as a function of the track charge and momentum, and magnetic field polarity. Tracks which were
matched at every trigger stage formed the final sample and were used to cajgutat®, /P,
as a function of the track momentum, see Fig. 19. The shape of the momentum dependence re-
verses with the magnetic field polarity showing a preference for the positive-curvature tracks to be
found by the trigger with respect to the negative-curvature tracks (see also Section 6.2). When we
sum the data from the two magnetic-field polarities the geometrical effect cancels, see Fig. 20. In
this case, in the momentum range from 100 to 350V /¢, the real and simulated distributions of
no. Were fitted with constants of valué9)006 4+ 0.0006 and1.0008 + 0.0002, respectively. The
track radial distributions of minimum-bias aedr data differ, as all tracks of the former sample
originated at the centre of the detector, while the neutral-kaon decay tracks could originate at any
radius. However, when the procedure described above was applied to simulatata, no radial
dependence was found.

e 7w — The analysis demanded one and only one track to be identified as an electron. Events where
both secondary tracks were identified as electrons were rejected. To first qrgegincides
with the electron contributiony, originating from electron identification. Using real pions of
the minimum-bias sample, it was determined that the probability of a pion to be misidentified as
an electron wasl(03 + 0.01) times greater for positive than for negative pions. This small charge
asymmetry had a negligible effect on the evaluatiomdbfut was taken into account in the back-
ground evaluation, see Section 6.5. Figure 21 shaws= 7y, for real and simulated data as a
function of electron momentum. BetweenBRV /c and 250MeV /¢, the real and simulated dis-
tributions were fitted with constants of value 1.0682.0005 and 1.001# 0.0011, respectively.

The slight increase ofi5, above 250MeV /c was reproduced by a simulation includidgays
production.

The weighted averages over the real events of each category(were= 0.926 + 0.008, (n.) =

1.017 + 0.010, and(ner) = 1.015 £ 0.021. For the complete set of events, the weighted average was
(n) = 1.014 £ 0.002. These values, however, did not enter the analysis since to each event was applied
an individual weight, as determined from real calibration data. The whole procedure was verified by
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measuring thé<;, charge asymmetry,. This CP-violating parameter [22] was obtained from the rate
asymmetryAgXIO and its phenomenological expressida (in the limit of negligible background):

A9y~ Munlr) £ aNu ()] = Nue(7) +Nu ()]
¢ [Nt (1) + aNua ()] + N (7) + aNy(7)]
() — [Bel)taBy(m)] [B_(r) + aR_(7)

(B (r) + aRy (7)) + [R-(r) + aR_(7)

with Ac = 4. in the limit of 7 > 4. The results are shown in Fig. 22. Fitting the data above\Bith a
constant, we obtained], = (3.8 & 1.2) x 10~3. Our measurement is in good agreement with the world
average of Ref. [7). = (3.3340.14) x 10~ although subject to a large statistical error (see footnote 2).
AeCXp is directly proportional to) and a variation\(n) onn translates into a variatioA (d.) = 1/2A(n)
onde.

6.4 Correlations between track detection efficiencies = normalization

Special care was taken to minimize any detection efficiency correlation between tracks, and track
isolation criteria were applied to avoid such correlations both at the online selection and in the offline
analysis. Only in the case of th@i‘r‘; asymmetry, where ‘opposite curvature’ events are compared, see
Section 7.4, a third normalization factar, was needed. This parameter is the ratio of the efficiencies for
detecting events with a primary charged kaon and a decay electron of equal and opposite curvature sign,
w = ¢(K*eT)/e(K*e™), and accounts for curvature correlation effects. We have ensured with a high-
statistics simulation that was equal to unity (with an error af4 x 10~4) for the data sample taken with
the trigger (less restrictive) including PCO (Section 4.2), see Fig. 23a. For earlier data samples, obtained
with a more restrictive trigger, a small bias & 0.9957 + 0.0009) was observed at early( 3.5 7g)
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decay times (see Fig. 23b), and corrected for. This bias was evaluated by simulating the restrictive trigger
decision on the unbiased simulated sample.

6.5 Background determination

High-statistics simulated data were generated with the GEANT 3.15 package [31]. The golden
pp annihilation channel was selected and particle momenta generated according to the available phase
space and known production matrix elements. The intermediate resorigfc¢eand K°* were also
simulated. Decay events were generated and weighted with kRgvamdKy, branching ratios (BR) [7]:
68.6% ofKg decay tor ™7, 31.3% tor%7", and 0.07% terv; 38.8% ofKj, decay toerv, 27.2% to
pmv, and 21.1 % to 8°, 12.6 % tor 7~ 7°. Semileptonic §rv and pv) event simulation included
the VA matrix elements and the linear-parameter form factor with= 0.03 [7] . To obtain the
background rates, the events from different decay channels were filtered through the complete analysis,
including trigger simulation. The frequency distributions of the signal and background events (from
different sources) are displayed in Fig. 24 as functions of the decay time, with no distinction between
background associated witk® andK", or opposite electron charge in the final state. Tihe events,
which were identified asrv events, were considered as part of the signal. Hence, the latter is the sum
of the number of events in Figs. 24a and 24b. The events where either the electron (or the muon) was
misidentified as a pion, and vice versa, contribute to the background. In the following we list the various
background components, and comment on them where appropriate.

— 7t~ decays (dominating at early decay times). Their amount was evaluated from the sample
of simulated neutral-kaon decays#d7~. Theerv selection criteria required that one pion was
misidentified as an electron. The probability for that to happen®(ase) = 2% for pions of well
measured momentum (Section 5.2). This could not be the case if the dechy tovas fitted as a
decay teemrv. Figure 25 shows that for these events pions mimicking electrons have either decayed
to muons or interacted in the PID material (for 2/3 of them). Since strong interactions are difficult
to model, in order to account for a 'wrong’ momentum, the PID response to pions in the simulation
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was tuned using real™ 7~ decays. The PID responses of pions with well-measured momenta from

real 77~ decays were input to the NN. For each pion, however, the momentum value given to

the NN was shifted from the true value — assumed to be the value determinedrintheanalysis

after the constrained fits — by an arbitrary amount. The probability of a pion being misidentified

as an electron was determined as a function of this shift in momentum. The results of this are

summarized in Fig. 26 where contours of misidentification probability are shown in a 2-D plot of
true versus measured (i.e. shifted) momentum. In the simulated data, a pion’s true momentum was
taken as the generated value and its measured momentum as the value returned from the track fit.

The probability of it being misidentified as an electron was then taken from the appropriate bin of

true versus measured momentum, determined from real data as described above.

— 7979 decays. As a result of a neutral-pion decayedn~ pair may be produced, either directly
(Dalitz decay) or by conversion of a decay photon. If in addition an electron is misidentified as a
pion, such an event may contribute to the background.

— errv and uwr decays. These otherwise genuine events are classified as background if the decay
particles are incorrectly assigned.

— nTr~ 7" decays. These are events where one of the charged pions fakes an electron, and the neutral
pion accounts for the neutrino.

The pmv contribution to the signal deserves some comments. According to the simulation, it amounts
on average to 15% of the signal: It is 4% at the limits of the spectrum (40 andi850'c¢) and 20% in

the 120-22QMleV /c range. Theunv events are characterized by a decay-time resolution about 1.5 to 2
times worse than for genuinerv events. This difference is included in thd 0% error attributed to the
decay-time resolution and is accounted for in the systematic error. A worse decay-time resolution was
expected since therv events are reconstructed with a wrong lepton mass hypothesis (a similar effect

is associated to the background events). Since the momenta of the particles emerging from the primary
vertex are measured more accurately than the particles from the decay vertex, they constrain the event
kinematics with a larger weight and the impact of the wrong event hypothesis is rather small.

Finally, the quantity entered in the fit procedure (Section 7.1) was the ratio between total back-
ground and signal, obtained as a function of the decay time as mentioned above. Background contri-
butions relative to the signal are shown in Fig. 27a. Real and simulated data are compared in Fig. 27b,
where the total background contribution is also displayed. The latter is on avékagiethe total (signal
and background). The cuts arf 7~ decays to be described in Section 7.4 are also included in Fig. 27.

Tagging (or detection) efficiency differences at the primary vertex of background events were
taken into account by the normalization facto(Section 6.2). At the secondary vertex, th@ormal-
ization factor (Section 6.3) corrected for detection efficiency differences between final states containing
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etm~ ande~ 7T pairs. (The weights entering the background rates are the ones obtained by calibration
simulated data, in much the same way as in the real data case.)

The difference between the probabilities for positive pions to be misidentified as positrons and
negative pions as electrons (see Section 6.3) was also considered. The ratio of this difference to the mean
probability value was measured to be on aver@g8 + 0.01. This value was assumed as the ratio of the
difference of the corresponding backgrounds to their mean (background charge asymmetry).

7 Results
7.1 Fit procedure

The measured asymmetries of Eq. (17a — 17c¢) were fitted in the decay-time interval between 1
and 207g, with the corresponding phenomenological asymmetries of Eq. (18a —18c) folded with the
time resolution and including the ratio between total background and signal, as given by the simulation.
In all cases the parametel’s = //7s andI'y, = /7, were fixed to world-average values with =
(0.8934 £ 0.0008) x 10719 s, andr, = (5.17 + 0.04) x 10~® s [26]. The parameteAm, when not
considered a free parameter of the fit, was fixed to the world-average Aatue- (530.1 = 1.4) x 1074
s~! [26] which includes a subset of the CPLEAR measurements.

7.2 Consistency of results

The data presented in this paper were collected in separate data-taking periods between 1992 and
1995. Fits performed separately for each data-taking period allowed us to check the internal consistency
of the data, as shown in Fig. 28.

7.3 Systematic errors
The following sources of systematic error have been investigated.

— Background level and charge asymmetry. As mentioned in Section 6.5, the relative acceptances for
various background contributions were determined with a Monte Carlo simulation. By changing
the analysis cuts on real and simulated data, the limits within which these acceptances are known
were estimated to b&10%. Uncertainties on the branching ratios and form-factor are included
in this error. The error of the background charge asymmetry (see Section 6.5) is dominated by
statistics and estimated to He).01.

— Normalization corrections. The knowledge of the normalization correctioasdn, is limited by
the statistics available from calibration samples.
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— Regeneration correction. The evaluation of the systematic error resulting from the regeneration
correction was performed by altering thef values along the one-standard-deviation ellipse in
the complex planeHe(A 1), Im(A f)], as determined by CPLEAR [30].
— Decay-time resolution. The decay-time resolution was determined from a Monte Carlo simulation.
Its accuracy was estimated to be better than 10%, and affects only the measureReft.of
extracted from thed A,,, asymmetry. The systematic error resulting from the decay-time resolution
was estimated by folding the resolution distribution to the asymmetry under study.
— Absolute time-scale. Extensive studies have shown that after the kinematic constrained fits, the
absolute time-scale is known with a precisionof /7 = £2 x 1074 [32].
The effects of the above contributions are summarized in Tables 3, 5, 6 fAnthe AT and A5 analyses,
respectively, together with the systematic errors arising from the phenomenological parameters used in
the fit. The systematic errors were evaluated by allowing the value of each error source to vary within its
uncertainty during the fit procedure.

7.4  Aa,, asymmetry analysis

The parameters of interest become apparent when we write Eq. (18c) in the limit of negligible
background:

cos(AmT) — 2Im(z_) sin(Amr)

Apam(T) = cosh(AT'7/2) — 2Re(z ) sinh(AL'7/2) -

(22)

For this specific analysis, which requires the lowest possible background at early decay time, addi-
tional cuts were applied. A minimum angle 8#° was required between any two tracks because of a
pattern recognition inefficiency observed if the tracks were too close. The four-momentum sqtiared,
transferred from kaon to pion must be greater than the pion squared mag$ (#ilee corresponding
to ther* 7~ final state). Figure 29 shows thé distribution forr* 7~ events, analysed asv events
(contributing to background), and for semileptonic events (contributing to signal); the first distribution
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Table 3: Summary of systematic errors on the results fromﬁlﬁ% asymmetry. An asterisk denotes that
a relative precision is given.

Source Precision Am Re(z4)
[101°h/s] | [1073]

Background level * +10% +0.0002 +4.4

Background asymmetry +0.01

Normalization ¢£) +3.4x 1074

and +0.0001 +0.1

Normalization () +2.0 x 1073

Normalization () +(4-9) x 107* | £0.0001 —

Decay-time resolution ¥ +10% +0.0001 +0.3

Absolute time-scale * +2 x 1074 +0.0001 | +0.3

Regeneration Ref. [30] — —

75 =1/T'g +0.08 x 10712 | +0.0001 | +0.7

Total syst. +0.0003 +4.5

peaks around zero since one of the pions is wrongly attributed the electron mass. Cutting at 0.805 GeV
decreases the amountof 7~ background by a factor four while onf% of erv events are lost. Af-
ter including the background rates, Eq. (18c) folded with the decay-time resolution was fitted to the
dataAXP (), with Am andRe(z) as free parameters, aiich(z_) = 0 (that isCPT invariance was
assumed for possiblAS # AQ decay amplitudes). The systematic errorsfom and Re(z) are
summarized in Table 3. We note the following.
— Since in the construction o, all terms linear in the regeneration corrections cancel, there is
no systematic error from that source.
— Again by the asymmetry construction, systematic errors arising from normalization factors may
be neglected.
— SinceAm is proportional to the frequency of th&’ = K" oscillation, this measurement is very
sensitive to the absolute time-scale precision.
— Folding the decay-time resolution distribution to thg,,, asymmetry results in a shift f0.0013 x
109 1/s for the value ofAm and—2.9 x 103 for the value ofRe(z ). The uncertainty on this
correction was estimated to Bel 0%.
— The Aa,,, asymmetry is sensitive to a possible correlation in the detection efficiencies of the pri-
mary charged kaon and the decay electron, see Section 6.4. This required a normalization factor
for a part of the data with an overall correction ftwn of +0.0006 4= 0.0001 x 10 ii/s.
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Figure 30: TheAifl asymmetry versus the neutral-kaon decay time (in unitsshf The solid line
represents the result of the fit. Fit residuals are shown in the inset.

The measured asymmetry, together with the fitted function, is displayed in Fig. 30. Fit residuals are shown
in the inset. The starting point of the fit was determined according to the sensitivity of the asymmetry to
the residual background. Our final results are the following:

Am = (0.5295 £ 0.0020g¢a; £ 0.00034ys¢) x 10" 1/s,
Re(zy) = (—1.8 £ d.1gpar + 4.5555) x 1073,
x2/ndf = 0.94, ndf=606.

The correlation coefficient betweexyn andRe(z) is equal to 0.40. This\m measurement is the most
accurate single value contributing to the present world average [7]R€he; ) measurement improves
the current limit on a possible violation of te() = AS rule by a factor three.

It is not possible to disentangle the two oscillating terms, which produce a correfatio99
betweenAm andIm(z_). AssumingAm = (530.1 4+ 1.4) x 107 i/s (the world average), we obtain
Im(z_) = (-0.8 & 3.5) x 1073.

7.5 As asymmetry analysis
In this case, the fitting equation, Eq. (18b), becomes, in the limit of negligible background,

B Re(6) sinh(AI'7/2) 4+ Im(9) sin(Amr)
As(r) = ARe(9) +4 cosh(AI'T/2) + cos(Amr)
_4Re(x,) cos(AmT) sinh(AI'7/2) — Im(z4 ) sin(Am7) cosh(AI'r/2)
[cosh(AL'T/2)]2 — [cos(AmT))? '
After including the background, Eg. (18b) folded with the decay-time resolution was fitted to the data

AT®(r), with Re(8), Im(5), Re(z_) andIm(z) as free parameters. The measured asymméfty,
together with the fitted function, is displayed in Fig. 31. Our final results are the following:

(23)

Re(0) (3.0 £ 3.3ga1 & 0.6555t) x 1074,
Im(6) = (—1.54 2.3at & 0.35yst) x 1072,
Re(z_) (0.2 4+ 1.34a1 & 0.3gy5t) x 1072,
Im(z4) = ( 1.2+ 2.2 £ 0.3gs) x 1077,

x?/ndf = 1.14, ndf=604.

The correlation coefficients of the fit are shown in Table 4. We note Re@t_) and Im(z,) are
compatible with zero, which is expected in the case wheretlfe= AQ rule holds. When we fix
Re(z_) = Im(z4) = 0 in the fit, we obtain

Re(d) = ( 2.9+ 2.64at £ 0.65yst) x 1074,
Im(d) = (—0.9 £ 2.9tat £ 1.05yst) x 1073,
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Figure 31.: The>4§"p asymmetry versus the neutral-kaon decay time (in unitg)ofThe solid line repre-
sents the result of the fit.

Table 4: The correlation coefficients from thg fit.

Re(d) | Im(0) | Re(z—) | Im(z4)
Re(0) — [ 044 | —056 | —0.60
Tm(6) - | —097 | 001
Re(z_) - 0.96
Im(z4) -

that is a negligible change f@e(¢), but an error oflm(9) smaller by an order of magnitude. The corre-
lation coefficient is—0.5. We stress that the analysis of theé 7~ decay channel [29] gives exactly the
quantityaé = (1+4Re(e—4))¢& which enters the asymmetry presented here, and no external experimen-
tal information is needed for the quanti®e(c —¢). On average we haves) = 1.12756+0.00034. The

As asymmetry depends only weakly gnThe level of the background contributions remains below 1%

of the signal. The regeneration corrections result in a shift otét?f@ value of the order 0.3 x 1073,

The systematic errors are shown in detail in Table 5. The dependence of the fit resfilts,dry and

'y, is negligible within their respective errors. From Table 5 we conclude that the main systematic error
onRe(9) results from the uncertainty in the normalization facigr while Im(§), Re(z_) andIm(z )

are mainly affected by the uncertainty in the background charge asymmetry. In the case of the fit with
two parameters, the systematic errorRu(0) is the same while the systematic errorlom(é) becomes

three times smaller.

Table 5: Summary of systematic errors on the results from41§i‘8 asymmetry. An asterisk denotes that
a relative precision is given.

Source Precision Re(9) Im(d) | Re(z—) | Im(xy)
(1071 | [1072] | [107%] | [107?]
Background level * +10% +0.1 +0.1 +0.1 +0.1
Background asymmetry +0.01 +0.2 +0.3 +0.2 +0.3
Normalization(ag) +3.4x 1074 +0.5 £0.03 | £0.02 | +£0.03
Normalizatior{n) +2.0 x 1073 +0.02 +0.03 | £0.02 | +0.03
Decay-time resolution * +10% negligible | +0.1 +0.1 +0.1
Regeneration Ref. [30] +0.25 +0.02 | +0.02 +0.02
Total syst. +0.6 +0.3 +0.3 +0.3
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Figure 32: The asymmetnyx?pr versus the neutral-kaon decay time (in units@f The solid line repre-

sents the fitted averagel?™).

Table 6: Summary of systematic errors on the results fromﬁl@‘?@asymmetry. An asterisk denotes that
a relative precision is given.

Source Precision (AT® | Im(a4)
1073 | [0-3
Background level * +10% +0.03 +0.2
Background asymmetry +0.01 +0.02 +0.5
Normalization £) +4.3 x 1074 +0.2 +0.1
Normalization ) +2.0 x 1073 +1.0 +0.4
Decay-time resolution * +10% negligible| =+0.6
Regeneration Ref. [30] +0.1 +0.1
Total syst. +1.0 +0.9

7.6 A asymmetry analysis

The Ar asymmetry represents a direct comparisoff efonjugated rates. The measured asymme-
try AT®is shown in Fig. 32. Between 1 and 29 the data points scatter around a constant offset from
zero, the average being

(AP = (6.6+1.3) x 1073,
x?/ndf = 0.84, ndf=607.
This is an evidence fdrF violation. For a thorough analysis the appropriate phenomenological expression
was used. In the limit of negligible background, the fitting equation, Eq. (18a), becomes
Ar(r) = 4(Re(e) — Re(y) — Re(z-))
2Re(m_)(e_%AFT — cos(Amt)) + Im(x4 ) sin(Amr)
cosh(3AT'T) — cos(AmT) '

+ (24)
With respect to Eq. (14), we note on the r.h.s. an additional te?fRe(z_ ) +Re(y)). This term follows
from the primary-vertex normalization procedure, see Section 6.2. Equation (24) simplifie€®Een
invariance in therr decay amplitudes is assumétk(y) = 0 andRe(z_) = 0). We allowed, however,
for a possible violation of the\S = AQ rule Im(x4) # 0). The fitting procedure then contains only
two parametersRe(e) andIm(x ), both7 violating. After including the background rates, Eq. (18a)
folded with the decay-time resolution was fitted to the dﬁ%éD(T). The final results are the following.

4Re(e) = (6.2 4+ 1.dgpar + 1.0gps0) X 1073,
Im(zy) = (1.2 4 1.9 £ 0.9gst) x 1072
x*/ndf = 0.84, ndf=606.

The correlation coefficient betwediRe(c) andIm(z ) is 0.46.

Thus7 violation in the neutral-kaon mixing is clearly demonstrated. Simeg: ) is compatible
with zero, no7 violation is observed in the semileptonic decay amplitude which violateAthe- AQ

32



rule, should this amplitude be different from zero. We note thatr ) is given by the values of the
asymmetry at early decay times whil®é(<) is determined by the late decay-time values. As a result
the averagé AT") between 1 and 26 is essentially equal toRk(s).

A summary of the systematic errors for the different parameters is reported in Table 6. Note that
the systematic errors o(meTXp> also apply to Re(e) for the case of the two-parameter fit. The secondary-
vertex normalization is the dominant source of systematic error for this asymmetry. The decay-time
resolution introduces a negligible change(jmeTXp>. The uncertainties oAm, I's andI'y, are negligible
in the fit.

8 Summary and conclusions

In order to study discrete symmetries the CPLEAR experiment performed a simultaneous compar-
ison between strange-particle and strange-antiparticle properties. This was directly done mé&suring
andK" decay rates (but also rates of interaction with matter), ratheritijgend/orKy, decay rates. The
principle of some of the measurements then becomes straightforward, for instance the establishement of
7T non-invariance. In this paper we have described the application of the method in relatioreto the
decay channel in order to measdreandCP7 parameters in the neutral-kaon system.

In summary, two strangeness states of the neutral kaons were tagged at production taking advan-
tage of associate kaon-pair productionpip annihilation, and two charge configuratiors ¢ ~) and
(e~7T) characterized the final state of neutral-kaon decays. Four rates of semileptomjcdécays
from K° andK® were measured as a function of the decay time. In order to minimize systematic errors
three asymmetries were formed with these decay rates:As and Aa,,. Two of the asymmetriesdr
and Ag, flatten out at early decay times to a continuous level below 1%. The asymagfyinstead
shows a pronounced oscillatory behaviour.

The data analysis was performed along the same lines asthe analysis reported previ-
ously [29]. However, the following points deserved special care :

e The kinematics (three-body final states including)avas less constraining. As a result, to select
the signal events and achieve background suppression, the identification of the final-state electron
was necessary.

e The need for/r separation introduces a potential bias between~ ande™ 7 final states. The
efficiency ratio of these final states demanded precise calibrations.

e The KY/KO initial ratio was determined using thef 7~ events collected at early decay time in
the same data-taking periods. Thus, systematic errors were minimized, but at the price of intro-
ducing in the analysis the parameies(c — §). This quantity cancels by construction in thg
asymmetry (it also cancelled in the" 7~ asymmetry), and has no impact in the measurement of
Am. However, this is not the case for the asymmetry. Here a careful discussion of the physics
consequences is needed.

e The asymmetry behaviours fotr and As are not strongly time dependent, which renders the
measurement more susceptible to normalization and efficiency effects, and less sensitive to the
values of parameters such Asn, I's andI',. The asymmetryAa,,, however shows a large de-
pendence on time (as was the case for the asymmetry measurecrihithedecay channel), thus
allowing the measurement dfm. The Am measurement is in turn sensitive fig and to the
absolute decay-time scale.

e Theerv statistics was lower by a factor 50 compared totter— sample: most of the reduction
occurred because ther sample originates essentially fraify,, of which only 3% decay within
the fiducial volume of the CPLEAR detector.

Fitting the phenomenological expressions of these asymmetries to the data allowed a variety of
parameters to be determined. In particular:

e A1 — The asymmetnd was measured for the first time and is well compatible wite@). In
the limit of CP7 invariance in the semileptonic decay process, this measurement demonstrates
a violation of time-reversal invariance in the evolution of neutral kaons into their antiparticles,
independently of the validity of th&AS = AQ rule. Effectively it manifests the difference of
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T -conjugated processes as the difference between the rate of oscillatioK fremK® and from
K to K°. For a detailed discussion of the theoretical implications see Ref. [33].

e As —We have directly measuré"7 invariance through the parametéts(é) andIm(d). Again
we underline the direct approach (in contrast to an evaluatidm @f) from various measurements,
using the unitarity relation and resulting in an error smaller by two orders of magnitude [15]). It
was the measurement 8fe(d) which enabled us for the first time to set a limit to tHé-K°
decay-width difference, and to disentangle possible cancellation effects [16].

e Aa., — From the asymmetryl o,,, we obtained the best individual measurementZor, which
is one of the fundamental parameters of the neutral-kaon system.

Finally, the systematic errors affecting our measurements were shown to be smaller than the statistical
ones.
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