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Abstract

Using interactions of 350 GeV /¢ 7~ in copper and tungsten targets, the branching
fraction for the leptonic decay B(Ds — pv,) is measured to be (0.83 £ 0.2344:. £
0.065yst. == 0.18 (p, o)) %- The resulting value for the Dy decay constant is fp, =
323 +44 + 12 £ 34.
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In the quark model, the annihilation rate for the Dy meson’s constituent quark and
anti-quark is measured by the branching fraction of its (totally leptonic) decay to a lepton
and the associated (anti-)neutrino. This decay rate is related to the quark-antiquark wave-
function at the origin, which is usually parametrised in terms of the D, decay constant

fp.-
In the Standard Model, the D; leptonic branching fraction is given by [1]:
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B(D, — (v;) = \Vis| 2 f3. 7, Mp,m} (1— f), (1)

Mp,
where G is the Fermi constant, V., is the CKM matrix element, 7p, is the Dy lifetime,
Mp, and m, are the masses of the D, and lepton respectively.

This letter presents the measurement of experiment WA92, where a narrow-pitched
silicon microstrip detector, positioned just downstream of the production target, was used
to reconstruct the decays of mesons containing heavy quarks and a muon detector selected
leptonic decays.

Data taking was performed at the CERN ' spectrometer in 1992 and 1993, with
a 350 GeV/c m~ beam incident on a 2 mm target of copper or tungsten. The experiment
recorded ~110 million events on Cu (~50 million in 1992 and the rest in 1993, these
hereafter being referred to as the data samples “Cu92” and “Cu93”) and ~40 million
events on W (all in 1992, hereafter referred to as the data sample “W92”), corresponding
to integrated luminosities of 8.1(nb per Cu nucleus)™! and 1.5(nb per W nucleus) .

Full details of the experimental apparatus and trigger are given elsewhere [2]. The
present analysis relies, in particular, on the imaging capabilities of the high-resolution
tracking system. This was made of silicon microstrip planes, arranged as a decay detector
(DkD) and a vertex detector (VxD). The DkD, covering the first 3.2 cm downstream of
the target, consisted of 17 silicon planes with 10 ym pitch and analogue readout. The
VxD consisted of 12 silicon planes of 25 pum pitch, and 5 planes of 50 um pitch. A beam
hodoscope, upstream of the target and comprising ten silicon planes of 20 pum pitch, was
used to track the beam particle and helped reconstruct the primary interaction vertex.
Tracking further from the target was performed using 58 planes of multiwire proportional
chambers in a 1.8 T magnetic field, and 8 planes of drift chambers. A muon detector,
consisting of two Fe walls (3.2 m total thickness) and 6 planes of resistive-plate chambers,
was positioned downstream of the tracking detectors. It was used to provide a muon
trigger signal and allowed reconstructed particles crossing the Fe walls to be flagged as
muons.

A combination of several independent triggers [2] was used in order to have a high
efficiency for heavy-quark events, with an acceptable dead time. A first-level interaction
trigger required the passage of at least two particles in scintillation counters placed down-
stream of the target, and covering the angular range between 0.75 and 100 mrad, and
an energy deposition corresponding to at least 5 minimum-ionising particles in a silicon
detector just downstream of the target. An event was written to tape if an interaction
trigger was satisfied in coincidence with any two of the following:

i. a high pr trigger, obtained using a pair of butterfly-shaped hodoscopes, crossed only
by particles with transverse momentum greater than 0.6 GeV/c;

ii. a muon trigger, requiring the detection in the resistive-plate chambers of a muon
consistent with having originated in the target;



iii. an impact-parameter trigger, which used information from the beam hodoscope
and the VxD and required reconstruction of at least three primary tracks and two
secondary tracks (i.e. with impact parameter in the non-bending projection larger
than 100 pm).

The number of high-pt particles required at the trigger level was >1 for the Cu target and
>2 for the W target. In 1993, the muon-high-pt combination was replaced by a muon
trigger in coincidence with an impact-parameter trigger requiring three primary tracks
and only one secondary track.

For the acceptance calculations, and for studies of backgrounds in the Dy — pv,
channel, we fully simulated events containing Dy, — pv,, D — pv,, or production of
c¢, and minimum-bias events. The minimum-bias events were generated using Fluka [3].
Events with heavy quarks were generated using Pythia 5.4 [4] and Jetset 7.3 [5] to describe
the hard process and quark fragmentation, and using Fluka to determine the character-
istics of all other interaction products. Tracking of particles through the experimental
apparatus was performed using Geant 3.21 [6].

The trigger acceptance was ~ 2% for inelastic interactions, ~ 9% for c¢¢ and ~ 22%
for events containing Dy — pv, and D — pv,. Details of the trigger acceptance for the
different types of simulated events are given in table 1.

Most of the events on tape contained muons from decays in flight of pions or kaons
and/or secondary interactions in the silicon detectors. In order to reject most of these
events, and to select events containing at least a muon from a heavy quark decay, a fast
off-line filter was developed. This took into consideration tracks reconstructed only in the
non-bending projection using the VxD, and track segments reconstructed in the muon
detector. Vertices were formed from combinations of at least 3 tracks and an event was
accepted if it contained at least one vertex in the target and at least one VxD track
matching a muon track segment and with the following properties:

i. pr > 100 MeV/c in the non-bending projection;
ii. impact parameter larger than 30 um with respect to any vertices in the target and
any vertices with more than 4 tracks;
iii. no energy deposit corresponding to 5 or more minimum-ionising particles less than

30 pm from the extrapolation of the muon-VxD track through the DkD.

The first condition mainly suppressed pion and kaon decays, and the other conditions
removed events with secondary interactions, or with multiple primary interactions within
the sensitive time of the detectors. The number of events selected by the filter for the
W92, Cu92 and Cu93 data sets were respectively 2.5, 2.2 and 2.1 million.

Events passed by the off-line filter were fully reconstructed using a modified version
of the reconstruction program Trident [2, 7]. After reconstructing tracks and vertices in
three dimensions with the standard WA92 algorithm, kinks were searched for on all tracks
not assigned to any vertex. A kink was accepted for further analysis only if the incoming
track originated at the primary vertex, which had to be in the target, and the outgoing
track had no other track intersect, either in projection or in space, in the neighbourhood
of the kink. The energy deposition in the DkD along the incoming and outgoing track was
required to be compatible with a single minimum-ionising particle. A further selection
procedure was then applied, keeping events containing at least one muon with:

i. pr > 500 MeV /¢;
ii. impact parameter in the non-bending projection > 10 um, corresponding to 3o;
iii. impact parameter in space > 20 ym and < 1 mm;



Table 1: Trigger and selection acceptances for events with Dy and D muonic decays, for
cc events and for minimum bias interactions.

Dy — pv, | D — vy, cc minimum bias
W92 83% 83% 85% 1%
Interaction trigger | Cu92 78% 79% 81% 62%
Cu93 78% 78% 81% 62%
W92 20% 21% 5.8% 1.8%
Final trigger Cu92 33% 32% 9.8% 2.2%
Cu93 18% 20% 7.4% 2.0%
W92 8.4% 12.6% 1.8% 0.12%
Off-line filter Cu92 12.1% 15.9% 1.9% 0.10%
Cu93 8.0% 14.8% 1.6% 0.07%
W92 0.11% 0.18% |3.0x107° 6.8 x 1078
Selection Cu92 | 0.29% 0.38% | 4.0x1075| 9.0x1078
Cu93 0.31% 0.33% | 4.1x107° 6.9 x 1078

iv. a kink between the third and the eleventh plane of the DkD (between 3.8 and 13.4
mm from the downstream edge of the target), i.e. at least three hits on each side of
the kink;

v. no other track passing near the kink, the minimum track separation being 10 gm in
the non-bending projection and 20 ym in the bending projection;

vi. no energy deposition corresponding to the passage of more than five minimum-
ionising particles along the muon trajectory or in the neighbourhood of the kink;

vii. pr of the muon relative to the line of flight of the decaying particle larger than
100 MeV/c in each projection.

This selection kept respectively 144, 199 and 205 events of the W92, Cu92 and Cu93 data
sets. Most of these events contained semileptonic decays of charged mesons or secondary
interactions in the DkD, with low local energy release, followed by a decay in flight of one
of the outgoing particles.

Acceptances of the three data samples after application of the off-line filter and the
subsequent selection are summarised in table 1. It can be noted that the tighter trigger
conditions of the 1993 run resulted in an early rejection of events that would anyway not
have passed the off-line filtering and selection. The tighter trigger conditions helped to
reduce the dead time of the experiment and thus contributed to the higher final statistics
of the Cu93 data set relative to the Cu92 data sample.

The final selection step consisted of a visual inspection of all surviving events. Use
was made of an interactive display and analysis program, which allowed rejection of the
last few events with a secondary interaction in the DkD. Figure 1 shows an example of
such an event. Events were rejected if a local energy release could be seen in the DkD plane
closest to the reconstructed kink position and there was an indication of the presence of
non-reconstructed low-momentum particles emerging from the “kink” vertex.

After the interactive scanning step respectively 82, 133 and 167 events of the W92,
Cu92 and Cu93 data sets survived. The same procedure was applied to the simulated data
sets, keeping 81%, 90% and 86% of Dy — v, events, 91%, 93% and 85% of D — puv,
events and 77%, 89% and 89% of ¢t events. Figure 2 shows one of the D; — pv, candidates.
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Figure 1: Display of an event containing a secondary interaction. A particle produced at
the primary vertex interacts with the material of one of the DkD planes, releasing some
energy near the interaction point. Individual hits are displayed as segments having a length
proportional to the pulse height. A non-reconstructed track emerging from the interaction
point can also be identified. Scale units are mm; detector planes are shown to scale.
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Figure 2: Display of a Dy — pv, candidate. A particle produced at the primary vertex
decays to a muon just before the ninth DkD plane, giving a kink. Individual hits are
displayed as segments having a length proportional to the pulse height. Scale units are
mm; detector planes are shown to scale.



Discrimination between Dy — puv, decays, D — pv, decays and charm semileptonic
decays can be achieved through a consideration of the variables prg (transverse momentum
of the muon relative to the line of flight of the decaying particle) and Axz/p, (distance
between the production and decay vertices of the D, meson divided by the muon’s total
momentum). This latter variable is proportional to the proper lifetime for a D — uv,
decay orthogonal to the line of flight.

Figure 3 shows the distribution of Az/p, versus pry for the experimental data, for
simulated c¢ events, and for the decays Dy — pv, and D — pv,. As these distributions
show the same shape for W92, Cu92 and Cu93, data for the three samples were summed
in order to increase the statistics. Up to this point the relative normalisation is arbitrary,
as many more events were generated by the simulation than were found in the data.

In order to count the number of Dy — pv, decays in the experimental data, a binned
maximum-likelihood fit using the program Minuit [8] was performed to the Az/p, versus
prr distribution, leaving free only the relative normalisation of the three contributions
from c¢ events, Dy — pv, and D — pv,. The decay Dy, — 7v,, sometimes followed by
T — pv,V-, was included in the c¢ sample. Because of the low statistics of the experimen-
tal sample, the unconstrained fit procedure did not give a stable result for the relative
fractions of D — pv, and Dy — pv,. These fractions can be estimated using the relation:

By _ o(D) | B w) | oo,
Nobs O'(DS) B(DS — ,uuu) €D54’/L1’u’

Ds—pvy,

(2)

where the ratio of branching fractions is given by:

B(D—pw) _ fp o Mp Ve’ (1 —m?2/Mp)? 3)
B(Dy — pv,)  fb, " o, Mp, " Ve T (1 —m2/Mp )?

The ratio of cross-sections was measured in the present experiment using charged
hadronic decays of D and D, mesons, the result obtained being o(D)/o(D;) = 2.54 +
0.32 £ 0.69 [9], with the systematic error dominated by the error on the B(D; — ¢m)
branching fraction. The ratios of masses, lifetimes and CKM matrix elements have been
taken from the current world averages: Mp/Mp, = 0.9490 £ 0.0004, 7p/7p, = 2.263 +
0.088, |V.q|?/|Ves|? = 0.0512 4 0.0016 [10].

Lattice gauge theories do not yet provide reliable estimates of the pseudoscalar-
meson decay constants, but their ratios can be calculated. The ratio of D and D, decay
constants calculated using lattice gauge theory methods is f3/f3 = 0.82+0.09 [11]. Using
this value and the efficiencies described earlier, we have obtained N I%bi/wu /N!%bs:uvu =
0.43 £ 0.06 for the W92 data set, 0.31 £ 0.05 for Cu92, 0.24 4+ 0.04 for Cu93, 0.27 £ 0.04
for Cu92 and Cu93 combined and 0.29 £ 0.04 for all data sets combined.

Maximum-likelihood fits with Np* , /N%*. = constrained gave the results shown
in table 2. The fits were performed independently for W92, Cu92 and Cu93, then for Cu92
and Cu93 combined, and finally for the three samples taken together. Table 2 shows that
the results for the two copper runs are statistically compatible with one another and also
with the lower-statistics tungsten run, therefore the value given by the combined fit can be
taken as the final result. Figure 4 shows the prr distribution for all data sets together, with

the relative normalisation of the three contributions given by the maximum-likelihood fit.
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Figure 3: Distributions of Ax/p, versus pry for the experimental data (a) and for simu-
lated events featuring c¢ production (b), Ds — uv, (c¢) and D — pv, (d).

Table 2: Results of mazimum-likelihood fits, with breakdown of statistical and systematic

errors. The “other systematic” errors include the statistical errors on o(D)/o(Dy), and
the errors on Mp/Mp,, Tp/7p, and |V.q|*/|Ves|?.

W92 | Cu92 | Cu93 | Cu92+4Cu93 | all data
NE* 271 53| 9.1 14.9 18.0
Tutat(ND? ) 25 ] 26 | 3.2 4.3 4.7
0yt (NP2 ,,) from fp/fp, 01] 02 02 0.3 0.4
Osyst(N®_ ) from B(Ds — ¢m) | 0.6 | 0.7 | 0.8 1.1 2.2
( )

s UV
Ns (other syst.) 03] 04 ] 05 0.6 1.1

Ds—pvy

Usyst




Table 3: D, muonic branching ratio relative to the decay Ds — @(x+ -y, with breakdowns

of statistical and systematic errors. The systematic error on

Nobs

Ds—pvy

on B(Dy — px+x-)yT) is not included in the total systematic error.

induced by the error

W92 | Cu92 | Cu93 | Cu92+Cu93 | all data
B(Ds—pvy,
D o K})ﬂ) 045 | 0.55 | 0.40 0.46 0.47
total statistical error 0.44 | 0.30 | 0.16 0.15 0.13
total systematic error 0.08 | 0.06 | 0.03 0.03 0.04
breakdown of errors:
Dy — pv, statistics 0.43 | 0.27 | 0.14 0.13 0.12
Dy — pv, systematics from fp/fp, 0.02 | 0.02 | 0.01 0.01 0.01
Dy — pv, other systematics 0.05 | 0.04 | 0.02 0.02 0.03
D, — o+ k-7 statistics 0.11 | 0.14 | 0.06 0.06 0.05
Dy — pk+x-ym systematics 0.06 | 0.05 | 0.02 0.02 0.03
| Dy — p, systematics from B(D, — ¢m) | 0.10 [ 0.07 | 0.04 0.03 0.06 |
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Figure 4: a): prr distribution for all data sets together (data points with error bars). The
dashed, dash-dotted and dotted histograms are the normalised contributions of Dy — pv,,
D — pv,, and c¢ respectively. b): zoom of figure a) in the region containing most Dy — puv,

events.



The number of D, — pv, decays was normalised to a sample of D, — @g+x—)7
decays also measured in the present experiment [9]. The ratio B(D; — puv,)/B(Ds —
@x+xK-)T) was then calculated as:

obs
B(Ds - :U’V/L) _ NDs—>qu % 1 (4)
B(DS - QO(K+K_)7T) EDs—pvy g;oi‘p(l(ﬂr{—)ﬂ'

where N}gz(ﬁ¢(K+K_)ﬂ is the number of D mesons decaying according to Dy — pm —
K* K™, this being 6770+16104870 for the W92 data set, 371049104320 for Cu92 and
8470 4 1280 £+ 470 for Cu93 [9]. This ratio is free from uncertainties due to the luminosity
measurement and depends only weakly on the poor knowledge of the D, — ¢x+g—)7
branching fraction. Table 3 shows the ratio of branching fractions for the W92, Cu92 and

Cu93 samples separately and the result of the combined fits.

Using the world average for the branching fraction B(D, — @x+x-y7) = (1.77 £
0.44)% [10], and taking into account the correlations of the errors on B(D; — ¢x+x-)T),
the branching fraction B(Ds; — pv,,) is found to be (0.83 £ 0.23 £ 0.06 = 0.18)%, where
the first error is statistical, the second is systematic and the third is the contribution of
the error on B(Ds — 90(K+K—)7r) to the total systematic error.

This branching fraction, together with the current values of |V.s| = 0.9745 4+ 0.0008
and 7p, = 0.467 £ 0.017 [10], can be used in equation (1), giving the D, decay constant
to be fp, = 323 £44 £+ 12 + 34 MeV. This value is in the same range as, and has similar
errors to, several existing measurements (see [10] for a complete list), but it is obtained
using completely different techniques, both at the experimental level and in the analysis.

The WA92 experiment has used a narrow-pitched silicon microstrip detector to
reconstruct fully 18.0 4.7 £ 1.2 D, — pv, decays in 350 GeV/c m~ interactions on
copper and tungsten nuclei. The branching fraction of D, — uv, relative to the branching
fraction Dy — o — KT K~ 7 was measured as:

B(Ds — pv,)
B(DS — (,O(K+K—)7T)

=0.47=£0.13 £ 0.04 £ 0.06.

From this result, the absolute muonic branching fraction and the decay constant of the
D, meson have been calculated as:

B(Dy — pw,) = (0.83 £ 0.23 £ 0.06 £ 0.18)%,

fp, =323 +£44 +12 4+ 34 MeV,

where the first error is statistical, the second is systematic and the third is the contribution
of the error on the branching fraction B(D; — ¢(k+x-)7) to the total systematic error.
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on data processing; without the Condor system the present analysis would not have been
possible.
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