
ar
X

iv
:h

ep
-e

x/
99

08
00

8v
1 

 3
 A

ug
 1

99
9

EUROPEAN LABORATORY FOR PARTICLE PHYSICS

CERN-EP/99-097

8th July 1999

Tests of the Standard Model and

Constraints on New Physics from

Measurements of Fermion-pair

Production at 189 GeV at LEP

The OPAL Collaboration

Abstract

Cross-sections and angular distributions for hadronic and lepton pair final states in
e+e− collisions at a centre-of-mass energy near 189 GeV, measured with the OPAL de-
tector at LEP, are presented and compared with the predictions of the Standard Model.
The results are used to measure the energy dependence of the electromagnetic coupling
constant αem, and to place limits on new physics as described by four-fermion contact in-
teractions or by the exchange of a new heavy particle such as a sneutrino in supersymmet-
ric theories with R-parity violation. A search for the indirect effects of the gravitational
interaction in extra dimensions on the µ+µ− and τ+τ− final states is also presented.

Submitted to European Journal of Physics C

http://arxiv.org/abs/hep-ex/9908008v1


The OPAL Collaboration

G.Abbiendi2, K.Ackerstaff8, G.Alexander23, J. Allison16, K.J.Anderson9, S.Anderson12,
S.Arcelli17, S.Asai24, S.F.Ashby1, D.Axen29, G.Azuelos18,a, A.H.Ball8, E. Barberio8,

R.J. Barlow16, J.R.Batley5, S. Baumann3, J. Bechtluft14, T.Behnke27, K.W.Bell20, G.Bella23,
A.Bellerive9, S. Bentvelsen8, S. Bethke14, S. Betts15, O.Biebel14, A.Biguzzi5, I.J. Bloodworth1,
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1 Introduction

Measurements of fermion-pair production in e+e− collisions at high energies provide an im-
portant test of Standard Model predictions, and allow limits to be set on many possible new
physics processes [1–3]. In this paper we present measurements of cross-sections and angu-
lar distributions for hadronic and lepton pair final states at a centre-of-mass energy

√
s near

189 GeV; forward-backward asymmetries for the leptonic states are also given. The data were
collected by the OPAL detector at LEP in 1998.

The analyses presented here are essentially the same as those already presented at lower
energies [1,2]. We use identical techniques to measure s′, the square of the centre-of-mass energy
of the e+e− system after initial-state radiation, and to separate ‘non-radiative’ events, which
have little initial-state radiation, from ‘radiative return’ to the Z peak. As at 183 GeV [1],
we define non-radiative events as those having s′/s > 0.7225, and inclusive measurements
are corrected to s′/s > 0.01. We correct our measurements of hadronic, µ+µ− and τ+τ−

events for the effect of interference between initial- and final-state radiation, as in our previous
publications, and also use the same treatment of the four-fermion contribution to the two-
fermion final states. Because of ambiguities arising from the t-channel contribution, for the
e+e− final state the acceptance is defined in terms of the angle θ of the electron or positron with
respect to the electron beam direction and the acollinearity angle θacol between the electron and
positron. Cross-sections and asymmetries for e+e− are not corrected for interference between
initial- and final-state radiation; they are compared to theoretical predictions which include
interference. With the higher luminosity and hence higher statistics available at 189 GeV we
have been able to reduce the experimental systematic errors in some channels, compared with
previous analyses.

Measurements of fermion-pair production up to 183 GeV have shown very good agreement
with Standard Model expectations [1–3]. Here we repeat our measurement of the electromag-
netic coupling constant αem(

√
s) including the higher energy data. Including data at 189 GeV

also allows us to extend the searches for new physics presented in [1]. In particular we ob-
tain improved limits on the energy scale of a possible four-fermion contact interaction. We
also present results of a search for particles which couple to leptons, such as scalar neutrinos
(sneutrinos) in theories with R-parity violation. These analyses are updates of those already
presented in [1]. Recently it has been pointed out that the quantum-gravity scale could be as
low as the electroweak scale with gravitons propagating in extra dimensions [4]. Indirect effects
of such gravitational interactions might be seen at colliders [5]. In this paper we present a new
search for the possible effects of the gravitational interaction in extra dimensions on the µ+µ−

and τ+τ− final states. We have obtained lower limits on the effective Planck scale in the space
with extra dimensions.

The paper is organized as follows. In Section 2 we describe the data analysis, cross-section
and asymmetry measurements. Since the analyses are essentially the same as in [1, 2] we give
only a brief description of any changes. In the earlier analyses the errors were generally domi-
nated by statistics, but with the much larger data sample available at 189 GeV the systematic
errors are now often comparable with the statistical ones. We therefore discuss the estimation
of systematic errors in some detail. In Section 3 we compare our measurements to the pre-
dictions of the Standard Model and use them to measure the energy dependence of αem. The
results of searches for new physics are presented in Section 4.
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2 Data Analysis

The OPAL detector1, trigger and data acquisition system are fully described elsewhere [6–
10]. The high redundancy of the trigger system leads to negligible trigger inefficiency for all
channels discussed here. The analyses presented in this paper use more than 180 pb−1 of
data collected at centre-of-mass energies near 189 GeV during 1998; the actual amount of
data varies from channel to channel. The luminosity-weighted mean centre-of-mass energy is
188.63±0.04 GeV [11].

Selection efficiencies and backgrounds were calculated using Monte Carlo simulations. The
default set of generators used is identical to that in [1]. Use of alternative generators in assessing
sytematic errors is discussed below. All events were passed through a full simulation [12] of the
OPAL detector and processed as for real data.

The luminosity was measured using small-angle Bhabha scattering events recorded in the
silicon-tungsten luminometer [2,8]. The overall error on the luminosity measurement amounts to
0.21%, arising from data statistics (0.09%), knowledge of the theoretical cross-section (0.12%),
experimental systematics (0.15%) and uncertainty in the beam energy (0.04%). The theoretical
cross-section is calculated using BHLUMI 4.04 [13], and a recent assessment of the theoretical
error associated with this program [14] has resulted in a significant decrease in this contribution
compared with earlier analyses. Errors from the luminosity measurement are included in all the
systematic errors on cross-sections quoted in this paper, and correlations between measurements
arising from the luminosity determination are included in all fits.

2.1 Cross-section and Asymmetry Measurements

Hadronic, e+e−, µ+µ− and τ+τ− events were selected using the same criteria2 as at 183 GeV [1].
Distributions of

√
s′ for each channel, determined using kinematic fits for hadrons and track an-

gles for the lepton pairs as in [2], are shown in Fig. 1. Efficiencies, backgrounds and feedthrough
of events from lower s′ into the non-radiative samples were calculated from Monte Carlo simu-
lation, and are given in Table 1. Efficiencies determined from two-fermion Monte Carlo events
have been corrected for the effect of the four-fermion contribution as described in [2]. In ad-
dition, a small correction (∼0.4%) has been applied to the relevant electron pair efficiencies
to account for tracking problems in regions of the detector near anode planes of the central
jet chamber. The numbers of selected events and the measured cross-sections are presented in
Table 2. The evaluation of the systematic errors is described in detail below. As well as cross-
sections for qq events, we also present a fully inclusive hadronic cross-section σ(qqX). This
uses the same event selection as is used for qq events but W-pairs are not rejected. The cross-
section therefore includes W-pair (and Z-pair) production with at least one W (Z) decaying
hadronically, but does not include other four-fermion hadronic events (for example from two-
photon processes) which are treated as background. The energy dependence of the measured
cross-section for each channel is shown in Figs. 2–5.

1OPAL uses a right-handed coordinate system in which the z axis is along the electron beam direction and
the x axis is horizontal. The polar angle θ is measured with respect to the z axis and the azimuthal angle φ
with respect to the x axis.

2In the selection of muon pairs a minor change was made to the cut used to reject cosmic ray events having
back-to-back hits in the time-of-flight counters. This change reduced the cosmic ray background in the selected
events, allowing a reduction in the associated systematic error of around 40%.
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Measurements of the forward-backward asymmetry for lepton pairs are given in Table 3 and
compared with lower energy measurements in Fig. 6. The values for muon and tau pairs are
obtained by averaging the results measured using the negative particle with those obtained using
the positive particle to reduce systematic effects. Muon and tau asymmetries are corrected to
the full angular range by applying a multiplicative correction obtained from ZFITTER to the
asymmetry measured within the acceptance of the selection cuts (| cos θ| < 0.95 for muon pairs,
| cos θ| < 0.9 for tau pairs). The angular distribution of the primary quark in non-radiative
hadronic events is given in Table 4, and the corrected angular distributions for the lepton pairs
are given in Tables 5 and 6. The angular distributions are plotted in Fig. 7.

All cross-sections and asymmetries except those for e+e− have been corrected for the con-
tribution of interference between initial- and final-state radiation as described in [2]3. The
corrections are shown in Table 7.

2.2 Systematic Studies

2.2.1 Hadronic Events

The selection criteria for hadronic events [1,2] use the multiplicity of tracks and electromagnetic
calorimeter clusters, the total electromagnetic calorimeter energy and the energy balance along
the beam direction. Events selected as W-pair candidates according to the criteria of [20] are
rejected. In selecting the non-radiative sample a kinematic fit is used to determine s′. The
main backgrounds arise from four-fermion final states.

The systematic errors on the hadronic cross-sections have been substantially reassessed com-
pared with lower energy analyses. They are summarized in Table 8, and the main contributions
are discussed below.

ISR modelling. The effect of the modelling of initial-state radiation on the selection
efficiency and s′ determination has been estimated by comparing the prediction of PYTHIA [21]
with that of the KK2f [22] Monte Carlo generator, which has a more complete description of
initial-state radiation. The difference between the two was taken as the systematic error.

Fragmentation modelling. The effect of the hadronization model on the efficiency of
the non-radiative selection has been investigated by comparing the string fragmentation imple-
mented in PYTHIA with the cluster model of HERWIG [23]. In order to decouple the effects of
hadronization from differences in initial-state radiation treatment in the two programs, efficien-
cies were compared in bins of s′. They were found to agree within the statistical precision of the
test, which was accordingly assigned as the error. In the inclusive selection, the greatest loss of
efficiency comes from the cut on electromagnetic calorimeter energy. A comparison of jets in Z
data and Monte Carlo showed that this is well simulated by JETSET (but not by HERWIG).
Therefore the systematic error was estimated by changing the energy scale in the Monte Carlo
by the observed difference between data and JETSET and re-evaluating the efficiency. In addi-
tion, the effect of a conservative variation of one unit in charged particle multiplicity was also
taken into account in the inclusive case.

3The corrections in our earlier publications [1, 2] were based on the interference cross-sections predicted by
ZFITTER version 5.0, which have subsequently been found by the authors to be a factor of three too big
for hadronic final states. We have therefore reduced the interference corrections applied to the 130–183 GeV
hadronic cross-sections by a factor of three when using these data in the fits described in this paper.
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Detector effects. The selection of inclusive events is mainly based on the electromagnetic
calorimeter, and is thus sensitive to the energy scale of the calorimeter, and any angular de-
pendence of the energy scale. The energy scale in hadronic events has been studied using data
taken at the Z peak in 1998. The energy scales in data and Monte Carlo agree to better than
0.5%, and the systematic error on the efficiency for inclusive events was estimated by changing
the energy scale in data by this amount. For non-radiative events, a kinematic fit is used to
determine s′, which thus depends on jet energies, angles and their errors. Studies of data taken
at the Z peak were again used to assess the uncertainties in these; in addition, studies of Bhabha
events were used to determine similar uncertainties in the photon energies and angles and their
resolution. The systematic error in the non-radiative events was determined by changing each
of these quantities and re-evaluating s′.

s′ determination. Any possible systematic effects in the determination of s′ not covered by
the above ISR, fragmentation and detector systematics were assessed by changing the method
of calculating s′. The algorithm was changed to allow for only a single radiated photon, the
cuts used to identify isolated photons in the detector were varied, the value of the resolution
parameter used in the jet finding was varied, and for jets in the forward regions whose energies
are poorly measured the kinematic fit was compared with the calculation of s′ using jet angles.
In each case, the modified algorithm was applied to data and Monte Carlo, and the cross-section
recomputed. The changes observed were in all cases compatible with statistical fluctuations.
The largest of these, averaging over data taken at 189 GeV and at lower energies, was taken as
a systematic error.

WW rejection cuts and WW background. The systematic error arising from the
effect of the W-pair rejection cuts on the efficiency, and the uncertainty in the remaining W-
pair background, were estimated in a similar manner to that described in [20]. As a cross-check,
we have calculated the hadronic cross-sections without rejecting W-pair events, by subtracting
their expected contribution instead. The measured values of 99.6±0.9±1.2 pb (s′/s > 0.01)
and 22.44±0.42±0.20 pb (s′/s > 0.7225), after correction for interference between initial- and
final-state radiation, are in good agreement with the values in Table 2.

Background. Uncertainties in other background contributions were estimated by com-
paring the predictions of various generators. In the inclusive sample the largest uncertainty
arises from the contribution of two-photon events. At low Q2 the generators PYTHIA and
PHOJET [24] were compared. At high Q2 the TWOGEN [25] program (with the ‘perimiss’ op-
tion [26]), PYTHIA, HERWIG and PHOJET were used. In the non-radiative sample the main
background arises from four-fermion final states. The prediction of grc4f [27] was compared
with that of EXCALIBUR [28].

Interference. The uncertainty arising from the removal of the contribution from interfer-
ence between initial- and final-state radiation was estimated as described in [2].

2.2.2 Electron Pairs

Electron pair events are required to have low multiplicity and large energy deposited in the
electromagnetic calorimeter. The ‘large acceptance’ selection (| cos θ| < 0.96, θacol < 10◦) does
not require tracks associated to electromagnetic calorimeter clusters, but all other selections
require two of the three highest energy clusters to have an associated track. For measurements
of the asymmetry and angular distribution these tracks are required to have opposite charge.
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The systematic errors associated with the electron pair measurements are summarized in
Table 9. The most important ones are discussed below.

Four-fermion contribution. The full size of the difference in efficiency from including
s-channel four-fermion events in the signal definition was included as a systematic error.

Multiplicity cuts. The errors arising from the requirement of low multiplicity have been
estimated by varying the multiplicity cuts used by ±1 unit.

Calorimeter energy scale and resolution. A detailed comparison between data and
Monte Carlo has been made of the energy scale and resolution of the electromagnetic calorime-
ter, and the results of this study used to assess possible effects on the selection efficiency.
Typically the energy scale was varied by 0.3% and the resolution by 10% of its value.

Track requirements. Matching between tracks and clusters has been studied using events
passing all selection cuts, except that only one of the three highest energy clusters has an
associated track. These are expected to be mainly e+e−γ final states where one electron and
the photon lie within the acceptance and γγ final states where one photon has converted in the
detector, with small contributions from other final states. An excess of such events was seen in
data compared with Monte Carlo expectation; this excess amounted to approximately 0.8% of
the number of events passing all cuts. Roughly half the excess is concentrated in regions of φ
near the anode planes of the central jet chamber, and arises from track reconstruction problems
in this region. The other half could arise from track reconstruction problems, or could arise
from problems modelling e+e−γ or γγ events. For each acceptance region we take half the
difference between data and Monte Carlo as a correction to the efficiency to account for the
loss of tracks near jet chamber anode planes, and assign the other half as a systematic error
associated with track requirements.

Acceptance correction. Because of the steepness of the angular distribution, uncertain-
ties in the determination of θ are an important systematic error. These have been assessed
by comparing measurements of θ in the electromagnetic calorimeter with those in the central
tracking chambers and the muon chambers. These studies indicate a possible bias in the θ re-
construction of electromagnetic clusters of around 1 mrad in the endcap region of the detector.
The effect of the observed biases on the acceptance was calculated using Monte Carlo events,
and assigned as a systematic error associated with the acceptance correction.

Background The dominant background in the selections including tracks is from τ+τ−

events if a tight acollinearity cut is applied. With a loose acollinearity cut, e+e−γ and e+e−e+e−

events are also significant. The systematic error arising from uncertainty in the background
has been assessed by comparing the numbers of events in data and Monte Carlo which pass all
cuts except the cut on total calorimeter energy; these events are predominantly background. In
each acceptance region, the numbers agree to within one standard deviation, and the statistical
precision of the test was taken as the associated systematic error. For the selection which
does not use tracks, the only important background is from γγ final states; here we used the
statistical precision of the OPAL cross-section measurement [29] to estimate the systematic
error from this background.

The systematic error on the overall normalization of the angular distribution has been
assessed in a similar manner to those on the cross-sections, but includes an extra contribution
from an observed difference of 0.5% between data and Monte Carlo in the probability of the
two tracks having opposite charge. The overall error amounts to 0.76%.
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Systematic errors on the asymmetry measurement arise from the effects of θ mismeasure-
ment, charge misassigment and background and efficiency corrections, and amount to 0.005.
Even with the current statistics this is only half of the statistical error.

2.2.3 Muon and Tau Pairs

Muon pair events are required to have two tracks identified as muons. Background from cosmic
ray events is removed using time-of-flight counters and vertex cuts, and two-photon events are
rejected by placing a cut on the total visible energy.

The selection of tau pair events uses information from the central tracking detectors and
electromagnetic calorimeter to identify events with two collimated, low multiplicity jets. Back-
ground from Bhabha events is rejected using cuts on the total visible energy and the electro-
magnetic calorimeter energy associated with each tau cone. Two-photon events are rejected
using cuts on total visible energy and missing momentum.

Systematic errors on the muon pair and tau pair cross-sections are summarized in Tables 10
and 11 respectively. They were estimated using similar methods, and the main contributions
are discussed below.

Efficiency. The systematic errors on the efficiencies were evaluated using high statistics
LEP1 data and Monte Carlo samples. The muon pair or tau pair selection cuts were applied to
these samples and the difference between the number of data events selected and the number
expected from Monte Carlo was used to estimate the systematic error associated with the
efficiency. For this comparison, it was necessary to relax some of the cuts which scale with
centre-of-mass energy slightly, so that the efficiency for events on the Z peak remained high.

Cosmic background. The error due to any remaining cosmic background in the muon
pairs was estimated by varying the time-of-flight or vertex cuts by amounts determined from
the resolution in the respective variables.

Other backgrounds. The main backgrounds in the muon pairs arise from e+e−µ+µ−,
τ+τ− and leptonic four-fermion final states. The largest background in the tau pairs arises
from Bhabha events. Other important backgrounds arise from e+e−e+e− and e+e−τ+τ− final
states. Backgrounds were studied by considering distributions of selection variables after all
cuts except the one on that variable. The numbers of events in data and Monte Carlo were
compared for a region enriched in a particular background, and the difference, or its statistical
error, used to estimate the systematic error from that background source. For example, the
e+e−µ+µ− background in the muon pairs was studied using the distribution of visible energy;
the Bhabha background in the tau pairs was estimated using distributions of total visible
energy with the cuts on energy relaxed. For backgrounds which cannot be studied in this way,
we conservatively assume an error of 50%.

Interference. The uncertainty arising from the removal of the contribution from interfer-
ence between initial- and final-state radiation was estimated as described in [2].

3 Comparison with Standard Model Predictions

The cross-section and asymmetry measurements at 189 GeV are compared with the Standard
Model predictions in Tables 2 and 3 respectively. Figures 2–5 show cross-sections, for both
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inclusive and non-radiative events, as a function of
√

s, while Fig. 6 shows the measured asym-
metry values. The Standard Model predictions are calculated using ALIBABA [16] for the
e+e− final state and ZFITTER [15] for all other final states; in this paper we use ZFITTER
version 6.10 with input parameters as in [2], except that the mass of the Higgs boson is set to
175 GeV, roughly midway between the experimental lower bound [30] and the 95% confidence
level upper limit from electroweak fits [31]. Values predicted by the TOPAZ0 [32] program are
higher than those predicted by ZFITTER by about 0.03% (0.2%) for non-radiative (inclusive)
muon and tau pair cross-sections, and by about 0.6% (0.8%) for the non-radiative (inclusive)
hadronic cross-section. A major theoretical uncertainty on these cross-sections arises from the
contribution of virtual pairs. By comparing the predictions of ZFITTER for the sum of real
and virtual pairs with that of the four-fermion Monte Carlo grc4f for real pairs, we estimate
this contribution to be around –0.6% of the muon or tau pair cross-section, independent of the
s′ cut. In the fits described below we therefore assign the full size of this contribution, 0.6%,
as the theoretical error on non-radiative muon and tau pair cross-sections. For non-radiative
hadrons, we combine the size of the virtual pair contribution with the difference seen between
the ZFITTER and TOPAZ0 programs to give a theoretical error of 0.8%. In the case of electron
pairs, we have compared the predictions of ALIBABA with those of TOPAZ0, and also with
those of the BHWIDE [33] Monte Carlo program. Based on these comparisons, we assign a
theoretical error of 2% to electron pairs in the fits below. For the muon and tau pair asymme-
tries, we use a theoretical error of 0.005, based on comparisons between ZFITTER, TOPAZ0
and the KK2f Monte Carlo program. The agreement between the measured cross-sections and
Standard Model predictions is generally good.

The angular distributions for all channels at 189 GeV are compared with Standard Model
predictions in Fig. 7. In the case of electron pairs, we also show the distribution which would
be expected if there were no contribution from the t-channel Z-exchange diagram. We clearly
see that the contribution of this diagram is necessary to reproduce the measured distribution.

In Fig. 8 we show the ratio of measured hadronic cross-sections to theoretical muon pair
cross-sections as a function of centre-of-mass energy for two cases. In the first case the numer-
ator of this ratio is the inclusive qqX cross-section, in the second case it is the non-radiative qq
cross-section corrected to the Born level4. In each case the denominator is the corresponding
muon pair cross-section calculated using ZFITTER. The inclusive ratio clearly shows the effect
of W+W− production.

3.1 Energy Dependence of αem

Non-radiative cross-section and asymmetry measurements have been used to measure the elec-
tromagnetic coupling constant αem at LEP2 energies, as described in [1, 2]. We form the
χ2 between measured values and the Standard Model predictions calculated as a function of
αem(

√
s) using ZFITTER, with all other ZFITTER input parameters fixed. Correlations be-

tween measurements are fully taken into account. We perform two fits. The first one uses
only the measurements of hadronic, µ+µ− and τ+τ− cross-sections and the combined muon
and tau asymmetry values, for s′/s > 0.7225, presented here. The second fit also includes data
at 130–183 GeV [1, 2]; in this combined fit αem runs with energy with a slope corresponding
to the fitted value. The results of both fits are given in Table 12, and measured values of αem

4Born level means the cross-section obtained from the improved Born approximation before convolution with
QED radiation; electroweak and QCD corrections are included.
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are shown in Fig. 9. They are consistent with the Standard Model expectation. The value
of 1/αem obtained from the combined measurements is 3.4 standard deviations below the low
energy limit of 137.0359979±0.0000032 [39].

The combined fit described above uses measurements of cross-sections which depend on
the measurement of luminosity, which itself assumes the Standard Model running of αem from
(Q2 = 0) to typically Q2 = (3.5 GeV)2, where 1/αem ≃ 134. Therefore it measures the running
of αem only from Qlumi ≃ 3.5 GeV onwards. As before, to become independent of the luminosity
measurement, we have repeated the combined fit replacing the cross-sections for hadrons, muon
and tau pairs with the ratios σ(µµ)/σ(qq) and σ(ττ)/σ(qq). This is possible since, above the Z
peak, hadrons and leptons have very different sensitivity to αem as discussed in [2]. The result
of this fit is 1/αem(181.94 GeV) = 126.2+3.5

−3.2, with a χ2 of 11.8 for 18 degrees of freedom. The
value is close to that obtained from the cross-section fit but with somewhat larger errors. The
difference in χ2 between the best fit and the assumption that αem does not run with energy
but is fixed at the low energy limit is 7.88. If αem did not run with energy, the probability
of measuring 1/αem = 126.2 or lower would be 0.25%, thus demonstrating the running of αem

from (Q2 = 0) to LEP2 energies. This measurement of αem is independent of low-mass hadronic
loops and nearly independent of the mass of the Higgs boson and αs; it can be scaled to the
mass of the Z, giving 1/αem(91.19 GeV) = 127.4+3.2

−2.9.

4 Constraints on New Physics

Deviations of the measured data from Standard Model predictions would be an indication of
new physics processes. The good agreement between data and the Standard Model places
severe constraints on the energy scale of new phenomena. In this section we report the results
of three analyses in which limits are set on various new physics processes. Firstly we consider
a four-fermion contact interaction. This offers an appropriate framework for searching for the
effects of the exchange of a new particle with mass mX ≫ √

s. Limits on the energy scale Λ
are presented for various models. For lower mass ranges,

√
s <∼mX < Λ, propagator and width

effects must be taken into account. The results of a search for heavy particles which couple to
leptons are reported. Finally we present the results of a search for the indirect effects of the
gravitational interaction in extra dimensions on the µ+µ− and τ+τ− final states.

4.1 Limits on Four-fermion Contact Interactions

A very general framework in which to search for the effect of new physics is the four-fermion
contact interaction. In this framework [40] the Standard Model Lagrangian for e+e− → ff is
extended by a term describing a new effective interaction with an unknown coupling constant
g and an energy scale Λ:

Lcontact =
g2

(1 + δ)Λ2

∑

i,j=L,R

ηij[ēiγ
µei][̄fjγµfj], (1)

where δ = 1 for e+e− → e+e− and δ = 0 otherwise. Here eL(fL) and eR(fR) are chirality projec-
tions of electron (fermion) spinors, and ηij describes the chiral structure of the interaction. The
parameters ηij are free in these models, but typical values are between −1 and +1, depending
on the type of theory assumed [41]. Here we consider the same set of models as in [2].
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We have repeated the analysis described in [2], including the measurements of the angular
distributions for the non-radiative e+e− → e+e−, e+e− → µ+µ−, e+e− → τ+τ− processes and
the non-radiative cross-section for e+e− → qq at 189 GeV presented here. As before, we used
a maximum likelihood fit in the case of the lepton angular distributions, and a χ2 fit for the
hadronic cross-sections. Radiative corrections to the lowest order cross-section were taken into
account as described in [2]. Theoretical uncertainties in the Standard Model predictions were
taken into account as discussed in Section 3. Limits on the energy scale Λ were extracted
assuming g2/4π = 1.

The results are shown in Table 13 and illustrated graphically in Fig. 10; the notation for
the different models is identical to [2,42]. The two sets of values Λ+ and Λ− shown in Table 13
correspond to positive and negative values of ε = 1/Λ2 respectively, reflecting the two possible
signs of ηij in Equation (1). As before, the data are particularly sensitive to the VV and AA
models; the combined data give limits on Λ in the range 10–14 TeV for these models. For the
other models the limits generally lie in the range 7–10 TeV. These limits are roughly 1–2 TeV
above those from the 130–183 GeV data alone.

Contact interactions involving quarks have also been studied in ep and pp collisions, where
limits comparable to our values are found [44,45]. Atomic physics parity violation experiments
can place higher limits (≃ 15 TeV [46]) on models of eeuu and eedd contact interactions which
violate parity.

4.2 Limits on Heavy Particles Coupling to Leptons

In this section we present the results of a search under the explicit assumption that any new
phenomena are due to a heavy particle which couples to leptons. Although we use specific
particles in the analysis presented below, the results are generally applicable for any heavy
particle with similar properties.

Examples of particles which couple to leptons are sneutrinos with R-parity violating cou-

plings. These couplings are given by the term λijkL
i
LLj

LE
k

R of the superpotential [47], where
the indices i, j, k denote the family of the particles involved, Li

L and Lj
L are the SU(2) doublet

lepton superfields and E
k

R denotes an antilepton singlet superfield. The couplings λijk are non-
vanishing only for i < j, so at least two different generations of leptons are coupled in purely
leptonic vertices.

Sneutrinos may contribute to leptonic cross-sections via both s-channel and t-channel dia-
grams, depending on the type of sneutrino and the final state considered. Processes involving
an s-channel diagram lead to resonant behaviour when the centre-of-mass energy is near the
sneutrino mass, and hence more stringent limits can be set than for processes involving only
t-channel diagrams. Here we consider two typical cases involving an s-channel diagram:

• the presence of a ν̃τ which interacts via the coupling λ131 giving rise to a change in the
e+e− cross-section via an s-channel and a t-channel process; the limits obtained for this
case could equally apply to a ν̃µ interacting via the coupling λ121;

• a ν̃τ with the couplings λ131 and λ232 both different from zero. In the analysis both
couplings are assumed to be of equal size5. Such a scenario gives rise to a modified µ+µ−

5Both couplings violate conservation of the same lepton flavours so that this scenario is compatible with the
experimental observation of lepton number conservation.
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cross-section due to an s-channel exchange of the sneutrino.

To calculate the differential cross-sections for these processes we use the formulae in [48], taking
radiative corrections into account as in the contact interaction analysis.

In each case we use a maximum likelihood fit of the model prediction to data and extract
95% confidence level limits on the coupling as a function of the sneutrino mass. We include in
the fits the data at 189 GeV presented here and the data at 130–183 GeV presented in [1,2]. We
use the full

√
s′ distributions as described in [1] in order to improve the sensitivity at values of

sneutrino mass between the centre-of-mass energies of LEP. The inclusion of asymmetry values
has a very small effect on the limits, therefore we present only limits excluding asymmetry
measurements in order not to lose generality.

The limits on λ131 derived from the e+e− data are shown in Fig. 11. They are in the
range 0.01 – 0.12 for 100 < mν̃ < 200 GeV. For masses above 200 GeV there is no s-channel
contribution, and the limits rise to 0.16 at 300 GeV. Figure 12 shows limits on λ131 = λ232

derived from the µ+µ− data. These are in the range 0.02 – 0.08 for 100 < mν̃ < 200 GeV, rising
to 0.28 at 300 GeV. The fine structure in the region mν̃ < 200 GeV results from fluctuations in
the s′ distributions. These limits are valid for sneutrino widths of 1 GeV or less. The inclusion
of the 189 GeV data has significantly improved the limits for masses near 189 GeV.

Direct searches [49] for sneutrinos with R-parity violating couplings can exclude a ν̃e with
mass less than 80 GeV and a ν̃µ with mass less than 58 GeV. Our results place limits on the
couplings for masses above 100 GeV.

4.3 Gravitational Interaction in Extra Dimensions

In nature there are two fundamental scales which differ by many orders of magnitude, the ratio
between the Planck scale (MPl ∼ 1018−19 GeV) and the electroweak scale (MEW ∼ 102−3 GeV)
being about 1016. The lack of explanation of this fact is known as the ‘hierarchy problem’. Re-
cently it has been pointed out that the quantum-gravity scale could be as low as the electroweak
scale with gravitons propagating in a compactified higher dimensional space [4], while other
Standard Model particles are confined to the usual 3 + 1 space-time dimensions. According to
this theory the Planck mass in D = n + 4 dimensions (MD) is chosen to be the electroweak
scale, so that the hierarchy problem is solved by definition. The Planck mass in the usual 4
space-time dimensions is given by

M2
Pl = RnMn+2

D . (2)

where R is the compactification radius of the extra dimensions.

Gravitons may contribute to two-fermion production via the process e+e− → G∗ → ff.
Although the contribution from a single graviton state is very small compared with the Standard
Model contribution, the very large number of possible excitation modes in the extra dimensions
might lead to a measurable effect [5].

The phenomenology of virtual graviton exchange processes in the context of collider exper-
iments is described in [5, 50–52]. The differential cross-section for the production of fermion
pairs with the inclusion of virtual graviton exchange can be written generally as

dσ

dcos θ
= A(cos θ) + B(cos θ)

[

λ

M4
s

]

+ C(cos θ)

[

λ

M4
s

]2

, (3)
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where θ is the production polar angle of the fermion with respect to the e− beam direction and
Ms is a mass scale parameter of the order of MD. This parametrisation is taken from [50] and
we consistently use it in this paper. The exact definition of the scale parameter can be found
in [5]6. The parameter λ is of O(1) and cannot be explicitly calculated without knowledge
of the full quantum gravity theory [50]. In contrast to graviton production, e+e− → Gγ, the
dependence of the fermion-pair cross-section on the number of extra dimensions is weak and is
included in λ. Here we consider the cases λ = +1 and λ = −1.

Although the functional form of the new interaction is similar to that of the contact inter-
action [40], the differential cross-section for the new interaction includes terms proportional to
cos3 θ or cos4 θ. The mass scale dependence of the amplitude of the new interaction is 1/(mass
scale)4, whereas that of the ordinary contact interaction is 1/(mass scale)2.

The first term in Equation (3) is the Standard Model prediction, the second term is the
interference term and the third is the new interaction term. The coefficients in the above
expression are given in [50].

We have analysed the angular distributions of non-radiative muon and tau pair events at
189 GeV, together with the distributions at 183 GeV presented in [1]. To obtain a lower limit
on Ms, we performed a binned maximum likelihood fit to angular distributions at the two
centre-of-mass energies simultaneously, in a similar manner to the contact interaction analysis
in Section 4.1. In order to fit the differential cross-section Equation (3) to the data, a first-order
photon radiation correction [53] was applied to the terms B and C. ZFITTER was used to
calculate the Standard Model term A. The theoretical cross-section as a function of ε ≡ λ/M4

s

was then converted to the expected number of events in each of the cos θ bins, taking into
account the event selection efficiency, background, feedthrough of low s′ events and the effect
of interference between initial- and final-state photon radiation. The likelihood was calculated
from the Poisson probability for the observed number of events. Additional Gaussian smearing
was taken into account in the likelihood in order to allow the overall normalization error to vary
within the systematic errors discussed in Section 2. We assigned a theoretical error of 0.6% to
the Standard Model prediction of ZFITTER, as discussed in Section 3.

We derived the 95% confidence level lower limits on Ms from the values of ε corresponding
to an increase in the negative log likelihood of 1.92 with respect to the minimum found in the
ε region considered. As M4

s must be positive, the physically allowed region is ε > 0 for λ = +1
and ε < 0 for λ = −1.

The 95% confidence level lower limits on Ms derived from the muon pairs, from the tau pairs,
and from a simultaneous fit to the muon and tau pairs, are given in Table 14. They are in the
range 0.50–0.68 TeV. The results of the fit to the muon pairs are displayed in Fig. 13, those
of the fit to the tau pairs in Fig. 14. In each case we show the measured angular distributions
and the ratio of the measurements to the Standard Model predictions, together with curves
representing the Standard Model prediction, the best fit, and the distributions corresponding
to the 95% confidence level limits on Ms.

Limits on the gravitational interaction in extra dimensions have also been derived from
OPAL measurements of photonic final states [29].

6Note that in the reference by Giudice et al. [5] a different notation is used. The scale factor ΛT in the paper

by Giudice et al. is defined to be Λ4
T

= π

2

M
4

s

|λ| . If the ultra-violet cut-off for graviton exchange is taken as MD,

Ms is essentially the same as MD except for an O(1) factor.
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5 Conclusions

We have presented new measurements of cross-sections and asymmetries for hadron and lepton
pair production in e+e− collisions at a centre-of-mass energy of 189 GeV. The results, for both
inclusive fermion-pair production and for non-radiative events, are in good agreement with
Standard Model expectations. From these and earlier measurements we derive a value for the
electromagnetic coupling constant 1/αem(181.94 GeV) = 126.8+3.0

−2.7.

The measurements have been used to improve existing limits on new physics. In the context
of a four-fermion contact interaction we have improved the limits on the energy scale Λ from
typically 2–10 TeV to 3–13 TeV, assuming g2/4π = 1. We have also presented limits on new
particles such as sneutrinos in supersymmetric theories with R-parity violation which couple
to leptons. Sensitivity to sneutrino masses between the centre-of-mass energy points of LEP
has been improved by using a complete scan of the s′ distribution for processes involving an
s-channel diagram. In these cases, limits on the couplings in the range 0.01 – 0.1 are obtained
for 100 < m < 200 GeV.

In a search for the possible effects of gravitons propagating in extra dimensions, we have
obtained lower limits on the effective Planck scale in the space with extra dimensions in the
range 0.50–0.68 TeV.
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Efficiencies and backgrounds at
√

s = 189 GeV

Channel Efficiency (%) Background (pb) Feedthrough (pb)

qqX 90.3±0.5 4.2±0.9 –

qq s′/s > 0.01 87.3±0.5 6.5±0.9 –

s′/s > 0.7225 87.7±0.7 1.55±0.09 1.1±0.1

e+e− | cos θ| < 0.9, θacol < 170◦ 97.8±0.6 1.57±0.09 –

| cos θe− | < 0.7, θacol < 10◦ 98.9±0.4 0.25±0.03 –

| cos θ| < 0.96, θacol < 10◦ 98.5±0.4 10.4±0.4 –

µ+µ− s′/s > 0.01 75.4±0.8 0.39±0.11 –

s′/s > 0.7225 88.7±0.9 0.07±0.03 0.060±0.003

τ+τ− s′/s > 0.01 40.2±1.0 0.54±0.10 –

s′/s > 0.7225 58.3±1.5 0.17±0.03 0.072±0.003

Table 1: Efficiency of selection cuts, background and feedthrough of events with lower s′

into the non-radiative samples for each channel at 189 GeV. The errors include Monte Carlo
statistics and systematic effects. In the case of electron pairs, the efficiencies are effective values
including the efficiency of selection cuts for events within the acceptance region and the effect
of acceptance corrections. An acceptance of | cos θ| < 0.9 (or 0.96) means that both electron
and positron must satisfy this cut, whereas | cos θe− | < 0.7 means that only the electron need
do so.
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Cross-sections at
√

s = 189 GeV

Channel
∫ Ldt (pb−1) Events σ (pb) σSM (pb)

qqX 185.6 20025 114.8±0.9 ±1.2 114.3

qq s′/s > 0.01 185.6 17228 99.5±0.8 ±1.2 98.8

s′/s > 0.7225 4072 22.10±0.37±0.24 22.16

e+e− | cos θ| < 0.9, θacol < 170◦ 185.8 20487 111.2±0.8 ±0.7 112.0

| cos θe− | < 0.7, θacol < 10◦ 3735 20.08±0.33±0.10 20.39

| cos θ| < 0.96, θacol < 10◦ 57685 304.6±1.3 ±1.4 311.6

µ+µ− s′/s > 0.01 180.0 1129 7.77±0.23±0.18 7.76

s′/s > 0.7225 527 3.11±0.14±0.06 3.21

τ+τ− s′/s > 0.01 180.6 730 8.67±0.32±0.34 7.75

s′/s > 0.7225 420 3.54±0.17±0.11 3.21

Table 2: Integrated luminosity used in the analysis, numbers of selected events and measured
cross-sections at

√
s=188.63 GeV. For the cross-sections, the first error shown is statistical, the

second systematic. As in [1, 2], the cross-sections for hadrons, µ+µ− and τ+τ− are defined to
cover phase-space up to the limit imposed by the s′/s cut, with

√
s′ defined as the invariant

mass of the outgoing two-fermion system before final-state photon radiation. The contribution
of interference between initial- and final-state radiation has been removed. The last column
shows the Standard Model cross-section predictions from ZFITTER [15] (hadrons, µ+µ−, τ+τ−)
and ALIBABA [16] (e+e−).

Asymmetries at
√

s = 189 GeV

NF NB AFB ASM
FB

e+e− | cos θe− | < 0.7 3318 349 0.814±0.010±0.005 0.813

and θacol < 10◦

µ+µ− s′/s > 0.01 682 372 0.253±0.031±0.003 0.277

s′/s > 0.7225 370 115.5 0.532±0.042±0.007 0.566

τ+τ− s′/s > 0.01 485 217 0.315±0.042±0.003 0.278

s′/s > 0.7225 316.5 89.5 0.606±0.048±0.007 0.566

Combined s′/s > 0.01 0.277±0.025±0.002 0.277

µ+µ− and τ+τ− s′/s > 0.7225 0.563±0.031±0.005 0.566

Table 3: The numbers of forward (NF) and backward (NB) events and measured asymmetry
values at 188.63 GeV. The measured asymmetry values include corrections for background and
efficiency, and in the case of muons and taus are corrected to the full solid angle. The first
error is statistical and the second systematic. The asymmetries for µ+µ−, τ+τ− and for the
combined µ+µ− and τ+τ− are shown after the correction for interference between initial- and
final-state radiation. The final column shows the Standard Model predictions of ALIBABA for
e+e− and ZFITTER for the other final states.
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Hadrons at
√

s = 189 GeV

| cos θ| dσ/d| cos θ| (pb)

[0.0, 0.1] 17.5±1.0

[0.1, 0.2] 17.7±1.1

[0.2, 0.3] 16.8±1.0

[0.3, 0.4] 18.2±1.1

[0.4, 0.5] 18.8±1.1

[0.5, 0.6] 21.6±1.2

[0.6, 0.7] 24.2±1.2

[0.7, 0.8] 26.0±1.3

[0.8, 0.9] 27.7±1.3

[0.9, 1.0] 31.4±1.7

Table 4: Differential cross-section for qq production, for s′/s > 0.7225. The values are
corrected to no interference between initial- and final-state radiation as in [2]. Errors include
statistical and systematic effects combined, with the former dominant.

e
+
e

−
at

√

s = 189 GeV

cos θ dσ/dcos θ (pb)

[−0.9,−0.7] 1.4±0.2

[−0.7,−0.5] 2.0±0.2

[−0.5,−0.3] 2.4±0.3

[−0.3,−0.1] 3.0±0.3

[−0.1, 0.1] 4.3±0.3

[ 0.1, 0.3] 8.3±0.5

[ 0.3, 0.5] 19.3±0.7

[ 0.5, 0.7] 61.4±1.4

[ 0.7, 0.9] 415±5

Table 5: Differential cross-section for electron pair production for θacol < 10◦. Errors include
statistical and systematic effects combined.
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µ+µ−
at

√

s = 189 GeV

cos θ dσ/dcos θ (pb)

[−1.0,−0.8] 0.67±0.21
0.17

[−0.8,−0.6] 0.36±0.14
0.11

[−0.6,−0.4] 0.50±0.16
0.13

[−0.4,−0.2] 0.66±0.14

[−0.2, 0.0] 1.33±0.20

[ 0.0, 0.2] 1.20±0.19

[ 0.2, 0.4] 1.85±0.24

[ 0.4, 0.6] 2.04±0.27

[ 0.6, 0.8] 2.64±0.30

[ 0.8, 1.0] 3.96±0.43

τ+τ−
at

√

s = 189 GeV

cos θ dσ/dcos θ (pb)

[−1.0,−0.8] 0.99±0.44
0.33

[−0.8,−0.6] 0.39±0.19
0.15

[−0.6,−0.4] 0.75±0.18

[−0.4,−0.2] 0.76±0.18

[−0.2, 0.0] 0.84±0.19

[ 0.0, 0.2] 1.68±0.27

[ 0.2, 0.4] 2.00±0.30

[ 0.4, 0.6] 2.52±0.33

[ 0.6, 0.8] 3.29±0.40

[ 0.8, 1.0] 5.1±0.8

Table 6: Differential cross-sections for µ+µ− and τ+τ− pair production. The values are for
s′/s > 0.7225 and are corrected to no interference between initial- and final-state radiation.
Errors include statistical and systematic effects combined, with the former dominant.
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Interference Corrections at
√

s = 189 GeV

s′/s > 0.01 s′/s > 0.7225

∆σ/σSM(had) (%) +0.05 ± 0.00 ± 0.05 +0.4 ± 0.1 ± 0.2

∆σ/σSM(µµ) (%) −0.42 ± 0.05 −1.4 ± 0.4

∆σ/σSM(ττ) (%) −0.48 ± 0.06 −1.2 ± 0.3

∆AFB(µµ) −0.0054 ± 0.0007 −0.016 ± 0.004

∆AFB(ττ) −0.0053 ± 0.0009 −0.012 ± 0.003

∆AFB(combined) −0.0056 ± 0.0006 −0.014 ± 0.003

Table 7: Corrections ∆σ and ∆AFB which have been applied to the measured cross-sections and
asymmetries in order to remove the contribution from interference between initial- and final-
state radiation. Cross-section corrections are expressed as a fraction of the expected Standard
Model cross-section, while asymmetry corrections are given as absolute numbers, and depend
on the observed asymmetry. The first error reflects the uncertainty from modelling the selection
efficiency for the interference cross-section, and is very small for hadrons because the efficiency is
large and depends only weakly on cos θ. The second error is our estimate of possible additional
QCD corrections for the hadrons [2].

s′/s > 0.01 s′/s > 0.7225

MC statistics (efficiency) 0.05 0.14

MC statistics (background) 0.27 0.14

ISR modelling 0.45 0.48

Fragmentation modelling 0.34 0.32

Detector effects 0.19 0.42

s′ determination – 0.30

WW rejection cuts 0.11 0.52

WW background 0.15 0.39

Background 0.98 0.09

Interference 0.05 0.22

Luminosity 0.21 0.21

Total 1.2 1.1

Table 8: Systematic errors, in %, on the hadronic cross-section measurements.
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| cos θe± | < 0.9 | cos θe− | < 0.7 | cos θe± | < 0.96

θacol < 170◦ θacol < 10◦ θacol < 10◦

MC statistics 0.05 0.10 0.05

Four-fermion contribution 0.03 0.06 0.01

Multiplicity cuts 0.12 0.05 0.03

Calorimeter energy scale/resolution 0.01 0.01 0.10

Track requirements 0.42 0.38 –

Acceptance correction 0.37 0.19 0.37

Background 0.08 0.15 0.12

Luminosity 0.21 0.21 0.21

Total 0.6 0.5 0.5

Table 9: Systematic errors, in %, on the electron pair cross-section measurements.

s′/s > 0.01 s′/s > 0.7225

MC statistics (efficiency) 0.2 0.2

MC statistics (background) 0.2 0.2

MC statistics (feedthrough) – 0.1

Efficiency 1.0 1.0

Cosmic background 0.5 1.0

Other background 1.9 1.1

Feedthrough – 0.1

Interference <0.1 0.4

Luminosity 0.2 0.2

Total 2.3 1.8

Table 10: Systematic errors, in %, on the muon pair cross-section measurements.

s′/s > 0.01 s′/s > 0.7225

MC statistics (efficiency) 0.4 0.5

MC statistics (background) 0.6 0.5

MC statistics (feedthrough) – 0.1

Efficiency 2.5 2.5

Background 2.9 1.5

Feedthrough – 0.1

Interference 0.1 0.3

Luminosity 0.2 0.2

Total 3.9 3.0

Table 11: Systematic errors, in %, on the tau pair cross-section measurements.

25



Fit Standard Model√
s (GeV) 1/αem χ2/d.o.f. 1/αem χ2/d.o.f.

188.63 126.2+3.7
−3.2 3.0/3 127.8 3.2/4

181.94 126.8+3.0
−2.7 15.0/23 127.9 15.2/24

Table 12: Results of fits for αem. The first row shows the fit to data at 188.63 GeV, the second
row the combined fit to these data and measurements at 130–183 GeV [1,2]. For the combined
fit, the value of αem is quoted at the centre-of-mass energy corresponding to the luminosity-
weighted average of 1/s. The errors on the fitted values of αem arise from the errors on the
measurements; errors due to uncertainties in the ZFITTER input parameters are negligible.
The Standard Model values of 1/αem, and the χ2 between the measurements and the Standard
Model predictions are also given for comparison.
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Channel LL RR LR RL VV AA LL+RR LR+RL ODB

[±1, 0, 0, 0] [0,±1, 0, 0] [0, 0,±1, 0] [0, 0, 0,±1] [±1,±1,±1,±1] [±1,±1,∓1,∓1] [±1,±1, 0, 0] [0, 0,±1,±1] [± 1

4
,±1,± 1

2
,± 1

2
]

e+e− ε0 0.016+0.026
−0.024 0.016+0.026

−0.024 0.008+0.013
−0.013 0.008+0.013

−0.013 0.003+0.005
−0.005 −0.002+0.008

−0.008 0.008+0.012
−0.012 0.004+0.007

−0.007 0.006+0.009
−0.009

Λ+ 3.8 3.8 5.3 5.3 8.9 8.9 5.5 7.7 6.5

Λ− 5.6 5.5 7.5 7.5 12.4 7.2 7.7 10.4 9.1

µ+µ− ε0 −0.015+0.015
−0.016 −0.018+0.018

−0.017 −0.003+0.018
−0.021 −0.003+0.018

−0.021 −0.005+0.006
−0.006 −0.005+0.007

−0.007 −0.008+0.008
−0.008 −0.002+0.010

−0.009 −0.009+0.010
−0.010

Λ+ 7.3 7.0 5.5 5.5 11.3 10.3 10.0 7.6 8.6

Λ− 4.6 4.4 1.9 1.9 7.9 7.5 6.5 7.0 5.8

τ+τ− ε0 0.024+0.021
−0.020 0.027+0.022

−0.023 −0.239+0.034
−0.031 −0.239+0.034

−0.031 0.005+0.008
−0.008 0.011+0.009

−0.009 0.013+0.011
−0.011 −0.244+0.016

−0.016 0.010+0.014
−0.014

Λ+ 3.9 3.8 5.0 5.0 6.9 5.9 5.3 6.8 5.1

Λ− 6.5 6.2 1.9 1.9 9.5 10.0 9.1 1.9 7.2

ℓ+ℓ− ε0 0.002+0.011
−0.011 0.003+0.012

−0.012 0.002+0.010
−0.010 0.002+0.010

−0.010 0.001+0.003
−0.003 0.000+0.004

−0.004 0.001+0.006
−0.006 0.001+0.005

−0.005 0.002+0.006
−0.006

Λ+ 6.4 6.2 6.8 6.8 11.5 10.9 8.9 9.5 8.5

Λ− 7.2 7.0 7.7 7.7 13.4 10.6 10.1 10.9 9.9

qq ε0 −0.064+0.080
−0.026 0.029+0.036

−0.052 0.008+0.041
−0.041 0.111+0.018

−0.027 0.021+0.016
−0.031 −0.037+0.044

−0.013 −0.012+0.032
−0.025 0.062+0.015

−0.072 0.070+0.016
−0.079

Λ+ 5.5 3.5 3.8 2.7 4.7 8.1 5.4 3.4 3.2

Λ− 3.1 4.9 4.4 6.4 7.2 4.2 4.4 7.1 6.7

combined ε0 0.001+0.010
−0.010 0.003+0.010

−0.010 0.003+0.010
−0.010 0.003+0.009

−0.008 0.001+0.003
−0.003 −0.001+0.004

−0.004 0.001+0.006
−0.006 0.002+0.005

−0.005 0.002+0.006
−0.006

Λ+ 7.1 6.8 6.8 6.9 11.4 11.6 9.0 9.5 8.5

Λ− 7.2 7.4 7.8 8.6 13.7 10.5 10.0 11.4 10.5

uu ε0 0.005+0.018
−0.017 0.009+0.027

−0.025 0.144+0.056
−0.182 0.000+0.103

−0.076 0.002+0.009
−0.008 0.004+0.014

−0.012 0.003+0.011
−0.010 0.012+0.113

−0.043 0.004+0.019
−0.016

Λ+ 4.9 1.5 2.1 2.6 7.0 5.4 6.4 2.5 4.9

Λ− 6.1 5.1 3.7 2.9 8.6 7.3 7.8 4.2 6.1

dd ε0 −0.007+0.020
−0.021 −0.191+0.221

−0.050 −0.042+0.098
−0.095 0.152+0.058

−0.184 −0.005+0.015
−0.020 −0.004+0.012

−0.014 −0.004+0.014
−0.015 0.040+0.051

−0.078 −0.123+0.152
−0.044

Λ+ 5.7 4.0 3.2 2.0 6.5 7.3 6.7 2.9 4.2

Λ− 4.5 1.9 2.4 3.8 2.3 5.4 5.3 3.7 2.3

uu + dd ε0 0.021+0.065
−0.066 0.090+0.043

−0.115 0.021+0.065
−0.066 0.091+0.044

−0.118 0.068+0.016
−0.078 0.000+0.031

−0.032 0.063+0.031
−0.082 0.063+0.031

−0.083 0.122+0.023
−0.052

Λ+ 2.9 2.5 2.9 2.5 3.2 4.6 3.0 3.0 2.5

Λ− 3.6 4.3 3.6 4.3 6.6 4.6 5.0 5.0 5.4

Table 13: Results of the contact interaction fits to the angular distributions for non-radiative e+e− → e+e−, e+e− → µ+µ−, e+e− →
τ+τ− and the cross-sections for e+e− → qq. Results at centre-of-mass energies of 130–183 GeV [1, 2] are also included. The combined
results include all leptonic angular distributions and the hadronic cross-sections. The numbers in square brackets are the values of
[ηLL,ηRR,ηLR, ηRL] which define the models. Note that the values of η for the ODB model [43] have been scaled down by a factor of 4
compared with those used in [1]. ε0 is the fitted value of ε = 1/Λ2, Λ± are the 95% confidence level limits. The units of Λ are TeV,
those of ε0 are TeV−2.
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Processes
√

s [GeV] λ Ms [TeV] (95% C.L.)

e+e− → µ+µ− 183,189 +1 0.60

−1 0.63

e+e− → τ+τ− 183,189 +1 0.63

−1 0.50

e+e− → µ+µ−, τ+τ− 183,189 +1 0.68

−1 0.61

Table 14: Lower limits on Ms at 95% confidence level.
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Figure 1: The distributions of reconstructed
√

s′ for (a) hadronic events, (b) electron pair
events with | cos θe+ | < 0.9, | cos θe− | < 0.9 and θacol < 170◦, (c) muon pair and (d) tau pair
events at 188.63 GeV. In each case, the points show the data and the histogram the Monte
Carlo prediction, normalized to the integrated luminosity of the data, with the contribution
from events with true s′/s > 0.7225 shaded in (a), (c) and (d), and the contribution from events
with θacol < 10◦ shaded in (b). The arrows in (a), (c) and (d) show the position of the cut used
to select ‘non-radiative’ events.
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Figure 2: Measured total cross-sections (s′/s > 0.01) for hadronic events at lower energies [1,
2, 17–19], and this analysis. Cross-section measurements for s′/s > 0.7225 from this analysis
and from [1,2] are also shown; where necessary, the latter have been corrected from s′/s > 0.8
to s′/s > 0.7225 by adding the prediction of ZFITTER for this difference before plotting. The
curves show the predictions of ZFITTER. The insets show the percentage differences between
the measured values and the ZFITTER predictions for the high energy points for (a) s′/s > 0.01
and (b) s′/s > 0.7225.
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Figure 3: Measured cross-sections for electron pair events at lower energies [1, 2, 17–19], and
this analysis. The curves show the predictions of ALIBABA. The insets show the percentage
differences between the measured values and the ALIBABA predictions for the high energy
points for (a) | cos θ| < 0.96, θacol < 10◦, (b) | cos θ| < 0.9, θacol < 170◦ and (c) | cos θe− | < 0.7,
θacol < 10◦.
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Figure 4: Measured total cross-sections (s′/s > 0.01) for muon pair events at lower energies [1,
2, 17–19], and this analysis. Cross-section measurements for s′/s > 0.7225 from this analysis
and from [1,2] are also shown; where necessary, the latter have been corrected from s′/s > 0.8
to s′/s > 0.7225 by adding the prediction of ZFITTER for this difference before plotting. The
curves show the predictions of ZFITTER. The insets show the percentage differences between
the measured values and the ZFITTER predictions for the high energy points for (a) s′/s > 0.01
and (b) s′/s > 0.7225.
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Figure 5: Measured total cross-sections (s′/s > 0.01) for tau pair events at lower energies [1,
2, 17–19], and this analysis. Cross-section measurements for s′/s > 0.7225 from this analysis
and from [1,2] are also shown; where necessary, the latter have been corrected from s′/s > 0.8
to s′/s > 0.7225 by adding the prediction of ZFITTER for this difference before plotting. The
curves show the predictions of ZFITTER. The insets show the percentage differences between
the measured values and the ZFITTER predictions for the high energy points for (a) s′/s > 0.01
and (b) s′/s > 0.7225.
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Figure 6: (a) Measured forward-backward asymmetry for electron pairs with | cos θe− | < 0.7
and θacol < 10◦, as a function of

√
s. The curve shows the prediction of ALIBABA. (b) Measured

asymmetries for all (s′/s > 0.01) and non-radiative (s′/s > 0.7225) samples as functions of
√

s
for µ+µ− and τ+τ− events. Some points are plotted at slightly displaced values of

√
s for clarity.

The curves show ZFITTER predictions for s′/s > 0.01 (solid) and s′/s > 0.7225 (dotted), as
well as the Born-level expectation without QED radiative effects (dashed). The expectation
for s′/s > 0.7225 lies very close to the Born curve, such that it appears indistinguishable on
this plot.
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Figure 7: Angular distributions for (a) hadronic events with s′/s > 0.7225, (b) e+e− events
with θacol < 10◦, (c) µ+µ− events with s′/s > 0.7225 and (d) τ+τ− events with s′/s > 0.7225.
The points show the 189 GeV data, corrected to no interference between initial- and final-state
radiation in (a), (c) and (d). The solid curve in (b) shows the prediction of ALIBABA, while
the dotted curve shows the prediction with no contribution from t-channel Z exchange. The
curves in (a),(c) and (d) show the predictions of ZFITTER with no interference between initial-
and final-state radiation (solid) and with interference (dashed).
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Figure 8: Ratio of measured hadronic cross-sections to theoretical muon pair cross-sections as
a function of centre-of-mass energy. Values are shown for the inclusive cross-section, σ(qqX)
and for the Born level cross-section. The dotted and dashed curves show the predictions of
ZFITTER for these cross-sections, while the solid curve also includes the contributions from
W-pairs calculated using GENTLE [34] and from Z-pairs calculated using FERMISV [35]. The
dot-dashed curve is the total excluding the Z-pair contribution. Measurements at lower energies
are from references [1, 2, 17–19,36].

36



105

110

115

120

125

130

135

140

145

150

155

0 20 40 60 80 100 120 140 160 180 200
Q / GeV

α-1
(Q

)

α-1(0)

αSM(Q)α-1

OPAL 2-fermion fits:
average:

TOPAZ µµ/eeµµ and qq average:

Fits to leptonic data from:
DORIS, PEP, PETRA, TRISTAN

OPAL
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√

s for the OPAL fits. The open
circles show the results of fits to OPAL data at each centre-of-mass energy, the closed circle the
result of the combined fit in which αem runs with a slope corresponding to its fitted value. The
OPAL results at 130–183 GeV are from [1,2]. Values obtained by the TOPAZ experiment [37]
and from fits to measurements of leptonic cross-sections and asymmetries at the DORIS, PEP,
PETRA and TRISTAN e+e− storage rings [38] are also shown. All measurements rely on
assuming the Standard Model running of αem up to the Q2 of the luminosity measurements,
Qlumi ∼ 5 GeV. The solid line shows the Standard Model expectation, with the thickness
representing the uncertainty, while the value of 1/αem(0) is shown by the dashed line.
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Figure 11: 95% confidence exclusion limits on λ131 (or λ121) as a function of sneutrino mass
mν̃ , derived from e+e− s′ distributions. The region above the solid line is excluded.
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Figure 12: 95% confidence exclusion limit on λ131 = λ232 as a function of sneutrino mass mν̃ ,
derived from µ+µ− s′ distributions. The region above the solid line is excluded.
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Figure 13: The differential cross-sections for muon pairs at (a)
√

s = 183 GeV and (b)
√

s =
189 GeV. The curves show the Standard Model prediction (solid line), the best fit with the
new gravitational interaction (dashed line), and the distributions corresponding to the 95%
confidence level limits on Ms with λ = +1 (dotted line) and λ = −1 (dot-dashed line). Note
that these curves correspond to the simultaneous fit of 183 GeV and 189 GeV data. The ratios
of data to Standard Model prediction for (c) 183 GeV muon pairs and (d) 189 GeV muon pairs
are also shown.
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Figure 14: The differential cross-sections for tau pairs at (a)
√

s = 183 GeV and (b)
√

s =
189 GeV. The curves show the Standard Model prediction (solid line), the best fit with the
new gravitational interaction (dashed line), and the distributions corresponding to the 95%
confidence level limits on Ms with λ = +1 (dotted line) and λ = −1 (dot-dashed line). Note
that these curves correspond to the simultaneous fit of 183 GeV and 189 GeV data. The ratios
of data to Standard Model prediction for (c) 183 GeV tau pairs and (d) 189 GeV tau pairs are
also shown.
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