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ABSTRACT

Thispaperdescribesa feasibilitystudyfor thedesignof the
Muon Trigger Track Finder Processorin the high-energy
physicsexperimentCMS (CompactMuon Solenoid,planned
for 2005) at CERN. It covers the specification, proposed
method,anda prototypeimplementation.Comparisonbetween
severalothermeasurementmethodsandthe proposedoneare
carriedout. The taskof theprocessoris to identify muonsand
measuretheir transversemomentaandlocationswithin 350ns.
It usesdatafrom almosttwo hundredthousanddetectorcellsof
drift tube muon chambers.The processorsearchesfor muon
tracksoriginatingfrom theinteractionpointby joining thetrack
segmentsprovidedby thedrift tubemuonchamberelectronics
to full tracks. It assigns transversemomentum to each
reconstructed track using the track’s bend angle.

TRACK FINDER
PROCESSOR

ENVIRONMENT

ThedetectorCMS[1] will work at thehadroncolliderLHC.
Protonswill collide with a centreof massenergyof 14 TeV.
Every 25ns a bunch crossing occurs.

The detector CMS will be built around a high-field
superconductingsolenoidleadingto a compactdesignfor the
muonspectrometer,hencethe nameCompactMuon Solenoid
(CMS). The solenoidhasan inner radiusof 3 m generatinga
uniform magneticfield of 4 T parallel to the beamaxis. The
magnetic flux is returnedthrough a 1.8m thick iron yoke
instrumentedwith muonchambers.The magneticfield in the
returnyokeis 1.8T. Theoveralldimensionsof thedetectorare:
a length of about 20m and a diameter of 14m.

The muon detector fulfils three basic tasks: muon
identification,trigger,andmomentummeasurement.Themuon
detectoris placedbehindthecalorimetersandthemagnetcoil.
It consistsof four muonstationsinterleavedwith theiron return
yokeplates.Thestationsarenumberedfrom 1 to 4 from inside
out. A systemof drift tubes(DT) [2] is appliedin the barrel
region,while cathodestrip chambers(CSC)coverthe forward
region. In addition resistiveplate chambers(RPC) cover the
entire muon detector [1]. Fig. 1 shows the rφ-view of the
detectorand a muon traversingthe tracker,the calorimeters,
magnet coil and muon system.

Thetrackfinderprocessordescribedin thispaperprocesses
data from the drift tube system.The DT-trigger primitive
generator(TPG)[2] first processesthe information of the
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Fig. 1.: rφ-view of the detector CMS and a muon track.
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Fig. 2.a: Up to two
track segments per
chamber are given
out.

Fig. 2.b: A track segmentconsistsof
thespatialcoordinateφ (11bit), the
bend angle φb (8 bit), and quality
(3 bit).
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Fig. 3.: Muon trigger track finder processordata chain.
Numbers give the latency of the components.
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chamberlocally. Up to two tracksegments(positionandangle,
see fig 2.a, b) per muon chamber are delivered.

The TPG provides a position resolution of 1.25 mm in
station one and two and 2.5 mm in station three and four
[3,4,5,6,7].Thechoiceof thisinputresolutionto thetrackfinder
processoris motivated as follows: 1.25 mm is the finest
resolution that can be provided by the TPG at reasonable
expense.The track finder processorshould have a fine
momentum resolution at high momenta, where the
complimentaryRPC-basedtriggersuffersfrom a poorposition
resolution.The relevantquantityfor momentummeasurement
is not the linear position,but ratherthe azimuthalangle.The
choiceof resolutiongivenyieldsapproximatelyconstantangle
resolution in the four stations (about 0.3 mrad).

The DT-chambersystemis divided
into 12 φ-segmentsand 5 wheelsin
z-direction (seefig. 4). There are 4
muonstations.Thustheentiresystem
comprises240chambers.Hence480
track segmentsare delivered to the
regional drift tube trigger, the track
finder.
Track segments from different
stations are collected by the track
finder (see fig. 3). The task of the
trackfinderprocessoris to find muon
tracksoriginatingfrom theinteraction
point andto measuretheir transverse
momentapt andlocationsin azimuth

φ and pseudo-rapidityη. The track finder selectsthe four
highestpt muonsin thedetectorandforwardsthemto theglobal
muon trigger.

TRACK FINDER PROCESSOR
SPECIFICATIONS

In the following the main featuresof the track finder
processors are listed and described shortly.

Output quantities

• transverse momentumpt
Muonswith apt below2.0GeV/cdonotreachthechambers

dueto thebendingin themagneticfield andenergylossin the
absorbers.The pt-rangeabove2.0 GeV/c is divided into 25
pt-classes(seetable1). The pt-value is given out in a 5 bit
number. A sixth bit indicates the charge of the particle.
• location inφ

A φ-resolutionof 1.4or 25mradis providedby encodingthe
location in 8 bits.
• location inη

The η-coordinatecan be derived from the placewherea
particle crosseddetectorwheel boundaries.The η-value is
given in a 2 bit code.An option to improveη-resolutionis to
include trigger primitives of the middle (rz) drift tube layers,
measuring the z-coordinate.

• Quality information
Quality informationindicatestheconfidencethatthefound

trackis arealtrackandnotaghosttrack.Moreover,it givesthe
pt-measurementresolutionthatcanbeexpectedfrom this track.
Two 2-bit words are foreseen.

Requirements of the system

• Dead time free
Thefirst level triggerarchitecturerequiresa deadtime free

operation.That meansthat evenin caseof a trigger acceptby
the global trigger the track finder processor must stay
operationalfor the subsequentevents.The trigger systemis
capableof acceptingdatafrom eachsinglebunchcrossing,with
a data repetition rate of 40 MHz.
• Processing time - latency

It is importantto keeptheprocessingtimeof thetrackfinder
processoraslow aspossible,becauseduringthetime anevent
is evaluatedin the level onetriggerall correspondingdetector
datamust be storedin the datapipeline.For the track finder
processor23 bunchcrossingsor 575ns arereserved[8]. This
numberincludessortingof the four highestpt muons.For the
track finding andpt-measurement only 350ns are available.
• Programmability

The trigger systemhas to be flexible enoughto permit
changesin thealgorithmandin thedetectorgeometry.Evenif
the designedchambergeometryis not going to be changed,
misalignment of the chambers must be accounted for.
• Output segmentation

The trigger systemmustoutputthe informationaboutfour
muons with the highestpt in the detector.
• Technology

It mustbepossibleto implementthehardwareusingtoday’s
technology.

Table 2 summarizes the track finder processor
specifications.
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no muon 0 4-5 8 17-20 16 70-80 24

reserved 1 5-6 9 20-25 17 80-100 25

reserved 2 6-7 10 25-30 18 100-120 26

reserved 3 7-8 11 30-35 19 120-140 27

2-2.5 4 8-10 12 35-40 20 140-∞ 28

2.5-3 5 10-12 13 40-50 21 reserved 29

3-3.5 6 12-14 14 50-60 22 reserved 30

3.5-4 7 14-17 15 60-70 23 reserved 31

Table 1: pt-classes.

track finder processor specifications

outputs the four highest pt muons per detector:pt, location, quality

pt measurement range: 2.0 -∞ GeV/c

φ-measurement: 25 mrad resolution

η-measurement: 0.04 - 0.4 resolution

dead time free

programmability: algorithm settings and chamber alignment

processing time:≤ 23 bunch crossings or 575 ns.

Table 2: Track finder processor specifications.
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IMPLEMENTATION
OPTIONS

Severalmethodsfor the implementationof the track finder
processorhavebeenevaluated:Patterncomparison,histogram
method,neuralnetworksandextrapolationmethod.It shouldbe
pointed out that the assessmentof the various technologies
might be quite different by the time CMS startsup in 2005.
However,for this feasibility studywe havefocusedon what is
achievablewith today’s technology,in accordancewith the
technology requirement listed in the previous chapter.

Template Matching (Pattern comparison)

The classical method in track finding hardware
implementationsis to search for predefined tracks or bit
patterns.Theactualhit patternsarecomparedto thepredefined
patterns.

Application of content addressable memories
[9,10,11,12,13]is an obvioussolution.However,it hasto be
stated that content addressablememories are available
commerciallyonly with small storagecapacity.Examplescan
befoundin [14,15].Thestoragedepthis of theorderof 1024x
48 bit words.

Simulationshavebeenconductedto estimatethenumberof
patternsto store.This numberdependson the input resolution
used,the bendingof the tracks and the amountof multiple
scattering.Dueto thehigh magneticfield andlargeamountof
material in the CMS muon system,the numberof patterns
exceeds2*106 [16], if onewere to usethe full resolutionfor
storing the patterns.Full resolution is not neededfor track
finding, only for pt-assignment.So onecould usea two-stage
design,wherethefirst stagefindstracks,usingacoarseposition
resolution, while the second stage assigns pt using full
resolution. In such a design, the problem of back-mapping
arises:In aconventionalone-stagedesign,thetrackparameters
areoutputdirectlyby thetrackfinding. In thetwo-stagedesign,
the track finding stage has to output pointers to the
full-resolutiondata,suchthat thesecondstagecanretrievethe
full-resolutiondatafrom a pipelinememoryandusethemfor
assigning pt. The conceptual simplicity of the one-stage
template matching method, however, would be lost.

In view of the fine granularityof thedetectorandthehigh
required pt-resolution combined with the high number of
detectorchannels,the non-projectivechambergeometryand
high bending power of the detector,the templatematching
methoddoesnotappearfeasiblewithin theavailablecalculation
time.

Histograming method

When employing a histogram method one has to find
adequatehistogramfunctions.In caseof thetrackfinderthebest
functionvalueswouldbetransversemomentumpt = f(φ,φb) and
locationφtrack= f(φ,φb) asafunctionof spatialandangulartrack
segmentcoordinatesφ,φb. In all stations but station three
transversemomentacanbederivedfrom thebendingangleφb.

In closevicinity to stationthreethebendingangleφb hasazero
crossing.Thus transversemomentacannotbe deducedfrom
track segmentsin station three. Hencea methodwhere the
desiredquantities,pt andφtrack, areassignedby a functionand
detectable directly from the histogram can be ruled out.

An alternativepossibility is to find functions of the hit
coordinates(φ andφb) giving a calculatedhit coordinatein a
referenceplane.Sincesucha function for stationthreecannot
be found stationthreehasto be the referenceplane.Function
valuesarespatialandangularcoordinateof thetracksin station
three.Theyareenteredin thetwo dimensionalφ-φb-histogram.
A peakwill form in thehistogramwhentracksegments(φ,φb)
comefrom the sametrack andthusenterthe samehistogram
bin. Thelocationof thepeakcorrespondsto thelocationof the
track but not to the transversemomentumpt. That meansthe
histogrammethodcan be usedonly to find tracksbut not to
assigna transversemomentum.In addition to the numberof
entriesfor eachbin onehasto storetherelativeaddressof the
track segmentswhich causedthe entry. Oncethe peakin the
histogramis found one can selectthe track segmentsof the
perceivedtrack(s)using their addressesstoredwith eachbin.
They are used to find the hit coordinatesto calculate the
transversemomentumpt. However, the compactnessof the
histogram method is lost.

For the task of assemblingtrack segmentsto a complete
track the full φ-resolution (0.3 mrad or 11 bits) and
φb-resolution(10 mrador 8 bits) is not needed.Assumingthat
eightbits for φ andfive bits for φb aresufficient,thehistogram
still has a dimensionof size 256 (φ) times 32 (φb). Each
histogram bin has to store the number of entries and the
addressesof at least four track segmentswhich causedthe
entries.Thismeansthepeakfinderhasto find thehighestentry
in a (256 times 32 =) 8192 bin histogram.Given the timing
constraints this is also not practicable.

While proceedingin sucha manneris a commonapproach
in softwaresolutionsahardwareimplementationdoesnotseem
practicable.Thesizeof thehistogramrequiresahugeamountof
logic units.Moreoverthecalculationtime would by far exceed
the required maximum latency.

Thestrengthof thehistogrammethod,namelyproducinga
histogramwith binsof thedesiredfeatures,cannotbeexploited
to the full extent.No function canbe found for all input data
which producesthetransversemomentumpt andlocationη, φ.
Therefore the architecture loses its compactness.

Neural networks

Recently intensive researchhas been conductedon the
applicationof neural nets in high energyphysics[17]. This
includes software and off-line triggers as well as hardware
triggers. In several more high energy physics experiments
neuralnetworksare consideredfor applicationand someare
alreadyin use(CDF [18], CP-LEAR[19], H1 [20,21],NEMO,
WA92 [22]). However,it hasto besaidthatuntil now no first
level triggerwasemployedusingneuralnetsonly. This is due
to the relatively long processingtime and to the limited
complexityof implementablealgorithms.Theresponsetime of
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typicalcommerciallyavailabledigital neuralnetworksis found
to be between1 to 10 ms. A recentapplicationof a digitally
programmableanalogueneuralnetwork[23] is reportedin [20].
The processingtime in the describedapplicationis as low as
50ns.Analoguedesigns,however,typically haveprecisionsof
a few percent.Thepositioninput to the track finder processor
has a resolutionof 11 bits, correspondingto a precisionof
0.05%. Analogue designs are therefore out of the question.

Concludingthestateof theart of hardwareimplementation
of neuralnetsit must be said that today it is not sufficiently
advanced.However,asdesignsof neuralnet implementations
evolve,especiallywith respectto processingspeedandnumber
of inputs, they can becomea possiblesolution for first level
triggering and thus for the track finder.

Extrapolation method

A typical softwareapproach,theextrapolationmethodwas
elaborated for the hardware implementation.

The basicprinciple is to attemptto matchtrack segments
causedby thesametrack.This is doneby extrapolatinginto the
nextstationfrom a tracksegmentusingthespatialandangular
measurement.

While patternmatchingmethodsusuallydeliverthewanted
trackpropertydirectly, theextrapolationmethodrequiresthree
steps:
• pairwise matching of track segments by extrapolation
• assembling track segment pairs to full tracks
• assigningthe track propertiestransversemomentumand

location.

Fig. 5 illustratestheprincipleof thetrackfinder algorithm.
Globaltrackfinding methodssuchasthepatternmatchmethod
directly set the input data into relationship to the wanted
features. While this would be an advantage in many
applications,in this caseit complicatesthe implementation.
Whenperforminga patternmatchonelooks for tracksegment
combinationswhichbelongto onetrack(trackfinding).Forthis

taskfull measurementprecisionis notneeded.However,aftera
pattern has been recognizedthe link to the original track
segmentdatais notavailableanylonger.Thuspatternsmustbe
formedby tracksegmentdatawith full resolutionso thateach
patternallowsdirectly thedeterminationof thewantedfeatures
with high precision.

However, the extrapolationmethodsplits the processof
measuringthe transversemomentumpt into threesteps.This
approachallowsfor a flexible useof theresolutionin eachstep
accordingto the requirements.The track finding is performed
with reducedresolution,thusresultingin a reducednumberof
track patternsto recognize.As a consequencethe hardware
expenseis smallerandtheexecutiontimeshrinks.Forassigning
the transversemomentumpt the full resolutionof the track
segment measurements is still available.

EXTRAPOLATION METHOD

The pairwise matching is based on the principle of
extrapolation.Using the spatial coordinatesφsource and the
angularmeasurementφb,sourceof the sourcetrack segmentan
extrapolatedhit coordinateφextra in anotherchambermay be
calculated.If a target track segmentis found to be at the
extrapolatedcoordinatewithin acertainextrapolationthreshold
thresholdext the match is considered successful (see fig. 6).

(Eqn. 1.)

(Eqn. 2.)

Extrapolation feasibility

Simulationshavebeenconductedto provethefeasibility of
the extrapolationbetweenthe stations[3,4]. Fig. 7 showsthe
relationbetweenthebendangleφb in thesourcestationandthe
deviation of the particle track between target- and
source-stationφtarget - φsource for severalstation pairs. The
graphsshowunambiguousrelationshipsprovingthefeasibility
of extrapolation between these station pairs. The same
conditioncanbefoundin all otherstationpairsexceptfor those
extrapolatingfrom station three. Fig. 8 shows the situation
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whenextrapolationis donefrom stationthree.No unambiguous
relationshipcanbefound.Moreover,for smallbendanglesno
predictioncanbedoneat all. This effect is causedby thezero
crossing of the bend angle. However, since all other
extrapolationsarefeasibletheseproblemscanbecircumvented
by extrapolatingtowardsstationthreeinsteadoff stationthree
(see left part of fig. 5).

Track segment assembling - Acceptance study

Oncetracksegmentpairsarefoundtheyarelinked together
to full tracks.Track segmentpairsof different chamberpairs
maybematchedto eachotherif theyhaveonetracksegmentin
common. This scheme is illustrated in fig. 9.a.

However, due to geometricalinefficienciesand chamber
failuresmissinghits mustbeaccountedfor. Simulationstudies
for the acceptanceof muons were conducted for two
possibilities[3]. The first option is to requiretracksconsisting
of at leastthreeoutof four tracksegmentsor tracksegmentsin
the two innermoststations.The secondoption is to require
tracks with at least two out of four track segments.Fig. 10
comparestheresults.Whensimulatingtherequirementof three
outof fourmatchingtracksegmentsonlyabout82%of all muon
tracksarefound.An acceptanceof morethan95%is achieved
whentherequirementsareloosenedto two outof four matched
track segments.Consequentlythe track finder acceptstracks
consistingof only two matchingtrack segments.That means
evena singletrack segmentpair is alreadyconsidereda valid
track.

Pt - assignment

In order to assigntransversemomentumpt we use the
track’sbendangle.Two methodsareavailable[3,5,6,24].One
methodusesthedifferenceof positionsin two distinctstations
(seefig. 9.b). Two spatialcoordinatesare sufficient. Fig. 11
illustrates the relation between transversemomentum and
aforementioneddifference.Oneexpectsthe absolutevalueof
the differencein bend angle to decreasewith increasingpt.
However,dueto thezerocrossingof thebendanglein station
threethe absolutevalueof the differenceof the anglesat first
riseswith pt (exceptfor φ2-φ1). An unambiguousrelationship
betweendifferenceof positionsandtransversemomentumpt is
shown for difference φ2-φ1. For other station pairs this
relationship is ambiguous.In such a case the bend angle
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Fig. 7.: Relationshipbetweenbendanglemeasurementφb in
the source station and deflection of a muonφtarget-φsource.
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Fig. 8.: Relationshipbetweenbend angle φb in station
three and deflection of the muon is ambiguous.
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measurementof a singletracksegmentcanbeusedto measure
pt [3,4].

Figure12 showsthe pt-resolutionachievedby the method
described.

The drift tube trigger primitive generatoralso delivers a
quality information.This quality indicateshow manylayersof
achambercontributedto atracksegment.It is alsoanindication
of themeasurementresolutionof thetracksegments[2]. These
quality bits areusedto selectthealgorithmin orderto provide
the most accuratept-measurement.

Performance

The presentedsimulation resultsshow that extrapolation,
trackassemblingandpt assignmentarepossible.Fig. 13shows
theefficiencyof the track finder processorfor pt-thresholdsof
20, 40, and 50 GeV/c[3]. The resultstake backgroundinto
accountby superimposingonaverage20minimum-biasevents
andby usinga full simulationof theparticleinteractionswith
thematerialof thedetector.Themomentumresolutionis given
by the steepnessof the efficiency curves at the nominal
threshold values.

ARCHITECTURE AND
HARDWARE ALGORITHM

The basicarchitectureof the track finder processor[16] is
described.The mapping of the chamberstructureonto the
hardwarelevel is discussed.Due to the bendingof the tracks
andthenon-projectivegeometryof thechambersystemmuons
cross segmentboundaries.This requiresa large amount of
interconnectionbetweenprocessingunits.Using the hardware
description languageVHDL a simulation of the processor
model was conducted.The model was used to prove the
functionality of the algorithm.Moreoverit servedto optimize
the system partitioning with respect to the amount of
interconnectionsbetween processingunits and processing
latency. Using the VHDL model a later describedFPGA
prototype was designed [4,5,6,16,25,26].

Acceptance Study

Compare (2 out of 4) versus (3 out of 4 or innermost 2)
E
Compare (2 out of 4) versus (3 out of 4 or innermost 2)

E

at least 3 stations or innermost 2F
at least 2 stationsF

Fig. 10.: This plot compares two track finder requirements.
Circlesshowthecasewherea track hasto haveat leastthree
track segments or track segments in the two innermost
stations.Squaresrequire only two track segmentsfor a valid
track.
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LOGIC SEGMENTATION

Processingof theentiremuondataof thedetectorwithin one
logical unit is impossibleandalsounnecessary.Theamountof
10kbit (480tracksegmentstimes22bit pertracksegment)data
percrossingcycleyieldsan input datarateof about400Gb/s.
The large amount of data to be processedcausesa severe
integrationproblem.Whensplittingup theprocessorin several
physicalunitsan interconnectionproblembetweenthoseunits
arises.Fortunatelya muontrackpassesonly a smallnumberof
detector segments [16].

In orderto rendercommunicationbetweenprocessingunits
possibleat a minimum expense,the logical structureof the
chambersystemis mirrored inside the track finder processor
hardware.In fig. 14 thelogicalsegmentationof thetrackfinder
processor is shown.

A sectorprocessormatchesthetracksegmentsidentifiedby
the drift tubetrigger primitive generatorlogic [2] andtries to
form up to two complete tracks. If the sector processor
succeeds,it assignsa transversemomentumpt, anddetermines
the location in φ and η of eachtrack. Trackswhich traverse
more than one detectorsegmentare given out by the sector
processorof thedetectorsegmentwherethe track’s innermost
track segment is found.

Of the 60 (12 φ-sectortimes5 wheels)timestwo possible
tracksidentified by the sectorprocessorsonly the four tracks
with the highestpt areretainedby the detectorsorter.All the
information on thesetracks - pt, charge,η, φ, quality - is
forwardedto theglobal muontrigger.The latter combinesthe
trackfinder processorinformationwith thetrigger information
given by the RPC-system [1, 27].

TRACK FINDER PROCESSOR
ALGORITHM

In fig. 15ablockdiagramof asectorprocessoris displayed.
Thesectorprocessorisdividedinto threeparts- theextrapolator
(EU), the track assembler(TA), and the pt-, η-, φ-and
quality−assignment units (AU) [16].

Theextrapolationunit EU attemptsto matchtracksegment
pairs of distinct stations using the extrapolation criteria
describedearlier.Whentracksegmentpairsmeetthesecriteria
the information is forwarded to the track assembler TA.

Since tracks may crossdetectorsegmentboundariesthe
information of the extrapolationunits of the neighbouring
detectorsegmentsare also routedto the track assemblerTA.
The track segmentlinker (TSL) and track selector(TSEL)
evaluateall extrapolationresultsin orderto find upto two tracks
with the innermosttracksegmentin its own detectorsegment.
Theyforwardtherelativetracksegmentaddressesof the track
segmentsof found tracks to the track segmentrouter TSR.
During theexecutionof thetrackassembleralgorithmthetrack
segmentdataarestoredin abuffermemorylocatedin theTSR.
Therelativeaddressesareusedby thetracksegmentrouterTSR
to extractthecorrespondingtracksegmentdataoutof thebuffer
memory.

Thetracksegmentdataareforwardedto thept-, η-, φ- and
quality-assignment units (PAU,ηAU, φAU, qAU).

Short description of the track finder algorithm

In the following, a short overview of the track finder
algorithm is given (see fig. 15). The algorithm reducesthe
numberof possibletrack candidatesfrom about1800 to two.
Fig. 16 illustrates the first part of the reduction.

Theextrapolators(EXT) matchtracksegmentpairsto each
other.For eachpossibletracksegmentpair the informationbit
er indicatingwhetherthe track segmentsbelongto eachother
andthequalitywordeqof thematchedtracksegmentsaregiven
out.After theextrapolation1800possibilitiesto assemblevalid
track candidatesexist. The track candidatesare called track
segmentpatterns(fig. 16 b, c). Recognizing1800patternsor
track candidatescan be done easily by employing a pattern
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comparisonmethod.However,eachof thepatternshasaquality
informationattachedto it. In orderto selectthetwo highestrank
patternsa comparisonof quality numberswould benecessary.
This takes too much time.

Theextrapolationresultselector(ERS)selectsthetwo best
extrapolationsfor eachsourcetrack segment.It encodesthe
extrapolation result bits er into addresswords adr each
indicating the target track segmentsof up to two successful
extrapolations.The extrapolationquality eq is given out (fig.
16d).

The track segmentlinker (TSL) attemptsto link track
segmentstogetherstartingfrom the innermosttrack segment.
As the extrapolationresult selector(ERS) deliversup to two
extrapolationaddressespersourcetracksegmentmorethanone
track candidatemay be found originating from the innermost
tracksegment(fig. 16e).In orderto copewith inefficienciesof
the chambersystema given numberof track segmentlinker
modulesstart in stationsother than station one. The track
segmentlinking schemereducesthenumberof trackcandidates
from1800to72.A qualityinformationremainsattachedtoeach
track candidate.

For eachinnermostsourcetrack segmentthe single track
selector(STS)retainsonly thetrackcandidatewith thehighest
extrapolationquality.A totalof 22trackcandidatescansurvive
(fig. 16 f).

The cancel out units (COL) cancel tracks using track
segmentsalreadycontainedby longer tracks.Thusthe cancel
out units (COL) also erasestrack patternswhich are part of

longertrackpatterns.An exampleis a trackconsistingof track
segmentsin stationtwo andthreewhich arefound to beequal
to tracksegmenttwo andthreeof a trackcontainingsegments
from all four stations.

The track class selector (TCS) selects the two highest
ranking tracksout of the remaining22 track candidatesand
forwardstherelativeaddressesof thematchedtracksegments.
Selectioncriterionis thenumberof tracksegmentsinvolvedin
a track candidate.

The track segment router (TSR) uses these relative
addressesmentionedaboveto extractthe track segmentsdata
out of the buffer memoryandoutputsthe correspondingtrack
segment data.

The assignmentunits (AU) usethe track segmentdatato
determine the track properties.

HARDWARE IMPLEMENTATION

Extrapolation

Extrapolation betweensix possible station pairings are
conductedin parallel(1-2, 1-3, 1-4, 2-3, 2-4, 4-3). Muonscan
crossdetectorsegmentboundaries.Thusit is necessaryalsoto
comparetracksegmentswith tracksegmentsfrom at leastfive
neighbouringdetectorsegments(two adjacentsectorsin φ and
threeadjacentsegmentsin η). Consequentlyfor eachpossible
start track segment(two in eachchamber)twelve targettrack
segmentshaveto checkedwhethertheyfulfil theextrapolation
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criteria.Thusin total 144 (six stationpairingstimestwo track
segmentsperchambertimestwelvetargettracksegments)have
to be conducted.Fig. 17 shows the block diagram of an
extrapolationunit responsiblefor an extrapolationfrom one
sourcetrack segmentto twelve target track segments.The
output are the extrapolationresultser and the extrapolation
quality word eq for each of the target track segments.For
calculation of the extrapolationvalue static memory based
lookup tablesare employed.The comparisonis done using
subtractorsandwindow comparators.The extrapolationresult
selector (ERS) employs priority encoders.

Track assembling

The extrapolation result selectors (ERS) output the
addressesof targettracksegmentsof successfulextrapolations.
Thetrackassembleremploysa dynamictracksegmentlinking
scheme[16] to assembletrack segmentpairsto up to two full
tracks.An exampleis illustratedin fig. 18. In theexampleit is
assumeda muon track is composedof four track segments
(Tracksegment0 in stationoneandfour andtracksegment1 in
station two and three).Using the addressesprovided by the
extrapolationresultselectors(in theextrapolators)thescheme

assemblesthe track in a sequentialway. The extrapolatorEU
extrapolatingfrom stationoneto two outputstheaddressfor the
target track segmentTS2_1. The extrapolator starting the
extrapolationfrom this track segmentoutputsthe targettrack
segmentTS3_1 and so on. The hardware implementation
employssimple multiplexers(fig. 18). Target track segment
addressesof extrapolationbetweenstation one and two are
routed to the select input of the multiplexer. Target track
segmentsof all extrapolatorsof extrapolationsbetweenstations
two andthreeareroutedto thedatainput.As aconsequencethe
multiplexeroutputsthe targettracksegmentaddressin station
three.This architectureis repeatedfor extrapolationsbetween
stationthreeand four. Oncethe addressesof matchingtrack
segmentsareknown,thetracksegmentdataareextractedfrom
a buffer memory using multiplexer arrays (TSR).

Assignment

The transversemomentum pt is assignedusing static
memorybasedlookuptables.Locationφ andη canbederived
directly from the measuredtrack segmentdata and track
segment addresses respectively.

FPGA PROTOTYPE

Thissectiondescribestheprototypeof themuontrackfinder
processor.

The goals of the realisation of the FPGA-prototype were:
• to demonstratethat the VHDL-model of the processorcan

be implemented in hardware with reasonable expense;
• to show that the designedand simulatedalgorithm also

works implemented in hardware and
• to show that the general design concept is feasible.

However, for economical reasons the XILINX 4000
technologywasemployed(andnotanASIC). It wasnotouraim
tobuildaprototypecapableof fulfilling timingspecificationsof
the CMS first level trigger [8].

FPGAswith anI/O pincountof notmorethan192pinswere
employed.Consideringthis restrictionwe usedeachI/O pin to
insert or extract two databits to or from eachphysicalunit
within oneclock cycle.As theusedtechnologydoesnot allow
a synchronouslyworking design with a clock frequencyin
excessof 50MHz theinternalclock frequencywasdesignedto
be 20 MHz. As a consequencethe I/O clock frequencyyields
40MHz. It is obvious that this is no option for a final
implementation. However, as mentioned earlier, the
FPGA-prototype was not designed to fulfil timing
specifications of CMS.

In all, the FPGA processoremploys 19 FPGAs and 19
lookuptables.A total of 240000FGPAgates(only 60 to 70%
are used)or 10000cellular logic blocks are available.10000
componentpinsareontheprintedcircuit board.1236inputbits
arebroughtontotheboardeachclockcycleand362outputbits
are given out eachcycle. As the board is operatedin time
multiplexedmodeonly half thenumberof I/O pinsis necessary,
i.e. 618 input pins and181 outputpins. The FPGA-processor
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evaluateseacheventwithin 29cycles(14cyclesarerequiredfor
the final system).The printedcircuit boardis designedin 9U
VME standard.However,dueto thelargenumberof I/O bitsthe
board is about 15 cm longer than the standard VME board.

As the FPGA-prototype demonstrates, the logic
implementationof the designedalgorithmsdoesnot posea
problemfor implementation.The numberof necessarylogic
gatesis comparablylow. However,theI/O countof thephysical
units is very high. In the prototype design only a reduced
numberof bits is processed.For thefinal implementationa bit
numberof some2500hasto be processedeachcycle in each
sectorprocessor.This taskcould becomeevenmoredaunting
becausediscussionsareongoingto increasetheamountof data
provided by the trigger primitive generators.

Thereareseveraloptionsto comeby the problem.Oneis
transmitting a group of track segmentssequentially with
80MHz. Anotheris transmittingin a bit serialformatusingan
optical link receiveror fast serial copperlink directly on the
board. However, this problem is not solved yet.

The design of the prototype board showedclearly that
today’sFPGAsarenot suitedto the track finder requirements.
Both theI/O countof thepackagesandthedatapropagationdo
not allow thefinal designof thetrackfinder systememploying
today’s FPGA.

However, the functionality of the implementationof the
track finder algorithm,themomentummeasurementalgorithm
andthe hardwarestructuremappingof the detectorgeometry
ontothehardwarelevelwasprovento beadequateto thesystem
requirements.Moreover it could be shown clearly that the
VHDL-modelcanbeimplementedin hardwarewith reasonable
hardware expense.

A feasibility study for a possible final implementation
employingapplicationspecificintegratedcircuits (ASICs)has
beenconducted[16,26]. It clearly demonstratedthat today’s
ASIC technologyis sufficiently advancedto implement the
processor fulfilling all requirements.

CONCLUSION AND
FURTHER PERSPECTIVES

In thechapter‘implementationoptions’andalsoin [16] it is
shownthatno previouslyimplementedsystemis suitableto be
appliedin thetrackfinderprocessorenvironment.Conventional
methodsappliedin hardwaretriggersfail for the track finder.
Especiallythemostcommonapproach,thepatterncomparison,
mustberuledoutbecauseof thelargehardwareextent.Instead
the extrapolationmethodis introduced.It is shown that the
algorithm copes with the track finder specifications.The
algorithmcanbe implementedwith a minimum of hardware.
UsingVHDL andFORTRANsimulationthealgorithmandits
hardwarerepresentationwere optimized. Simulation shows
clearly that the simplicity of the design concept, namely
reducingdataflow in subsequentsteps(by extrapolation,track
assemblyand propertyassignment)and selectingthe highest
ranking track candidateafter each reduction step without

sacrificing measurementaccuracy,proves to be an efficient
method.TheFPGAprototypedemonstratedthat thealgorithm
(describedin VHDL) can be implementedin hardwarewith
reasonableeffort. The prototype clearly shows the proper
functionality of the implementedsystem.Using simple logic
modules,such as multiplexers,comparators,subtractorsand
logic gates,provesto beanimportantkey point for thesuccess
of thedesign.However,it is pointedout thatthenumberof bits
to be processedin parallel posesa challengeto the hardware
implementation.

Thedesignof thetrackfinder processor,asit is introduced
in this work, cannotat all beregardedasterminated.Although
both the simulation and the prototype already delivered
satisfactory results the track finder design presentedhere
representsonly a first steptowardsfinal implementation.The
work suggestsan algorithm and an implementationmethod.
However,asthesurroundingenvironmentof theprocessorwill
evolve, more and more both the specifications and the
implementationof the track finder processorwill haveto be
refined accordingly.
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