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ABSTRACT

This paperdescribes feasibility studyfor thedesignof the
Muon Trigger Track Finder Processorin the high-energy
physicsexperimentCMS (CompactMuon Solenoid,planned
for 2005) at CERN. It covers the specification, proposed
method,anda prototypeimplementationComparisorbetween
severalother measuremenmethodsandthe proposedone are
carriedout. Thetaskof the processois to identify muonsand
measuredheir transversenomentaandlocationswithin 350ns.
It usedatafrom almosttwo hundredthousandletectorcells of
drift tube muon chambersThe processorsearchegor muon
tracksoriginatingfrom theinteractionpointby joining thetrack
segmentprovidedby the drift tubemuonchamberlectronics
to full tracks. It assignstransversemomentum to each
reconstructed track using the track’s bend angle.

TRACK FINDER
PROCESSOR
ENVIRONMENT

ThedetectolICMS|[1] will work atthehadroncollider LHC.
Protonswill collide with a centreof massenergyof 14 TeV.
Every 25ns a bunch crossing occurs.

The detector CMS will be built around a high-field
superconductingolenoidleadingto a compactdesignfor the
muon spectrometerhencethe nameCompactMuon Solenoid
(CMS). The solenoidhasan inner radiusof 3 m generatinga
uniform magneticfield of 4 T parallelto the beamaxis. The
magneticflux is returnedthrough a 1.8m thick iron yoke
instrumentedvith muonchambersThe magneticfield in the
returnyokeis 1.8 T. Theoveralldimension®of thedetectorare:
a length of about 2 and a diameter of 1.

The muon detector fulfils three basic tasks: muon
identification,trigger,andmomentunmeasuremenihemuon
detectoiis placedbehindthe calorimetersandthe magnetcoil.
It consistof four muonstationdnterleavedvith theiron return
yoke plates.The stationsarenumberedrom 1 to 4 from inside
out. A systemof drift tubes(DT) [2] is appliedin the barrel
region,while cathodestrip chambergCSC)coverthe forward
region. In addition resistiveplate chambergRPC) cover the
entire muon detector[1]. Fig. 1 showsthe r@-view of the
detectorand a muon traversingthe tracker,the calorimeters,
magnet coil and muon system.

Thetrackfinder processodescribedn this papemprocesses

data from the drift tube system.The DT-trigger primitive
generator(TPG)[2] first processeshe information of the

MUON
STATIONS ——

muon
Station 1

Fig. 2.a: Up to two
track sements per
chamber are given
out.

Fig. 2.b: Atrack sgmentconsistof
thespatialcoodinateq (11 bit), the
bend angle @, (8 bit), and quality
(3 bit).

to high level trigger
data pipeline

18 bx

—
chamber -regional trigger global trigger

Fig. 3.: Muon trigger tradk finder processordata chain.
Numbes give the latency of the components.

18 bx 18 bx 21 bx




chambetocally. Up to two tracksegmentgpositionandangle,
see fig 2.a, b) per muon chamber are delivered.

The TPG providesa position resolutionof 1.25 mm in
station one and two and 2.5 mm in station three and four
[3,4,5,6,7].Thechoiceof thisinputresolutionto thetrackfinder
processoris motivated as follows: 1.25 mm is the finest
resolution that can be provided by the TPG at reasonable
expense.The track finder processorshould have a fine
momentum resolution at high momenta, where the
complimentaryRPC-basedrigger suffersfrom a poor position
resolution.The relevantquantityfor momentummeasurement
is not the linear position, but ratherthe azimuthalangle. The
choiceof resolutiongivenyields approximatelyconstanangle
resolution in the four stations (about 0.3 mrad).

The DT-chambersystemis divided
into 12 ¢-segmentsand 5 wheelsin
z-direction (seefig. 4). Thereare 4
muonstations Thustheentiresystem
comprises240chambersHence480
track segmentsare deliveredto the
regional drift tube trigger, the track
finder.

Track segments from different
stations are collected by the track
finder (seefig. 3). The task of the
trackfinder processois to find muon
tracksoriginatingfrom theinteraction
point andto measuraheir transverse
momentap, andlocationsin azimuth
¢ and pseudo-rapidityn. The track finder selectsthe four
highestp, muonsin thedetectoandforwardsthemto theglobal
muon trigger.

MS1to 4

Fig. 4.: DT-chamber
se@mentation.

TRACK FINDER PROCESSOR
SPECIFICATIONS

In the following the main featuresof the track finder
processors are listed and described shortly.

Output quantities

* trans\erse momentum,

Muonswith ap; below2.0GeV/cdonotreachthechambers
dueto the bendingin the magneticfield andenergylossin the
absorbersThe p-rangeabove2.0 GeV/c is divided into 25
pi-classes(seetablel). The pi-value is given out in a 5 bit
number. A sixth bit indicates the charge of the particle.
¢ Jocation in@

A @-resolutionof 1.40r 25mradis providedby encodinghe
location in 8 bits.
¢ Jocation inn

The n-coordinatecan be derived from the placewherea
particle crosseddetectorwheel boundaries.The n-value is
givenin a2 bit code.An optionto improve n-resolutionis to
include trigger primitives of the middle (rz) drift tube layers,
measuring the z-coordinate.

pirange |8 pirange |3 pirange |3 pirange |3

[Gevicl] |8 [Gevic] |8 [Gevic] |8 [Gevic] |8

& & & &
no muon 0 4-5 8 17-20 16 70-80 24
resened 1 5-6 9 20-25 17 80-100 25
resened 2 6-7 10 25-30 18 100-120 26
resened 3 7-8 11 30-35 19 120-140 27
2-2.5 4 8-10 12 35-40 20 140 28
2.5-3 5 10-12 13 40-50 21 resered 29
3-35 6 12-14 14 50-60 22 resered 30
3.54 7 14-17 15 60-70 23 resered 31

Table 1: g-classes.

Quality information

Quality informationindicatesthe confidencethatthe found
trackis arealtrackandnotaghosttrack.Moreover,it givesthe
pr-measuremenesolutionthatcanbeexpectedrom this track.
Two 2-bit words are foreseen.

Requiements of the system

¢ Dead time free

Thefirst leveltriggerarchitecturaequiresa deadtime free
operation.That meansthat evenin caseof a trigger acceptby
the global trigger the track finder processor must stay
operationalfor the subsequenevents.The trigger systemis
capableof acceptinglatafrom eachsinglebunchcrossingwith
a data repetition rate of 40 MHz.
* Processing time - latepc

It isimportantto keepthe processindgime of thetrackfinder
processonslow aspossible becausaluringthetime anevent
is evaluatedn the level onetrigger all correspondingletector
datamustbe storedin the datapipeline. For the track finder
processoR3 bunchcrossingsor 575ns arereserved8]. This
numberincludessorting of the four highestp; muons.For the
track finding andgp-measurement only 35 are available.
* Programmability

The trigger systemhasto be flexible enoughto permit
changesn the algorithmandin the detectorgeometry Evenif
the designedchambergeometryis not going to be changed,
misalignment of the chambers must be accounted for.
¢ Qutput sgmentation

The trigger systemmustoutputthe informationaboutfour
muons with the highegj in the detector.

Technology

It mustbepossibleto implementhehardwareusingtoday’s
technology.

Table 2 summarizes the track finder
specifications.

processor

track finder processor specifications

outputs the four highegt muons per detectop;, location, quality

p; measurement range: 2.&-GeV/c

@-measurement: 25 mrad resolution

n-measurement: 0.04 - 0.4 resolution

dead time free

programmability: algorithm settings and chamber alignment

processing time< 23 unch crossings or 575 ns.

Table 2: Tadk finder pocessor specifications.



IMPLEMENTATION
OPTIONS

Severalmethodsor the implementatiorof the track finder
processohavebeenevaluatedPatterncomparisonhistogram
method neuralnetworksandextrapolatiormethod It shouldbe
pointed out that the assessmentf the various technologies
might be quite different by the time CMS startsup in 2005.
However for this feasibility studywe havefocusedon whatis
achievablewith today’s technology,in accordancewith the
technology requirement listed in the previous chapter.

Template Mathing (Rattern comparison)

The classical method in track finding hardware
implementationsis to searchfor predefinedtracks or bit
patternsTheactualhit patternsaarecomparedo the predefined
patterns.

Application of  content addressable memories
[9,10,11,12,13]s an obvioussolution. However,it hasto be
stated that content addressablememories are available
commerciallyonly with small storagecapacity.Examplescan
befoundin [14,15]. The storagedepthis of the orderof 1024x
48 bit words.

Simulationshavebeenconductedo estimatehe numberof
patterngo store.This numberdependsn the input resolution
used,the bendingof the tracks and the amountof multiple
scatteringDue to the high magneticfield andlargeamountof
material in the CMS muon system,the number of patterns
exceed2*10° [16], if onewereto usethe full resolutionfor
storing the patterns.Full resolutionis not neededfor track
finding, only for pi-assignmentSo one could usea two-stage
designwherethefirst stagdindstracks,usingacoarsgosition
resolution, while the second stage assigns p; using full
resolution. In such a design, the problem of back-mapping
arisesiln aconventionabne-stagelesignthetrackparameters
areoutputdirectly by thetrackfinding. In thetwo-stagedesign,
the track finding stage has to output pointers to the
full-resolutiondata,suchthatthe secondstagecanretrievethe
full-resolutiondatafrom a pipeline memoryand usethemfor
assigning pr. The conceptual simplicity of the one-stage
template matching method, however, would be lost.

In view of the fine granularityof the detectorandthe high
required py-resolution combined with the high number of
detectorchannelsthe non-projectivechambergeometryand
high bending power of the detector,the template matching
methoddoesnotappeafeasiblewithin theavailablecalculation
time.

Histograming method

When employing a histogram method one has to find
adequatdistogranfunctions.ln caseof thetrackfinderthebest
functionvalueswould betransversenomentunp, = f(¢,@,) and
location@y, 5c = f(0,@,) asafunctionof spatialandangulartrack
segmentcoordinates@,@,. In all stationsbut station three
transversenomentacanbe derivedfrom the bendingangleq,.

In closevicinity to stationthreethebendingangleq, hasazero
crossing.Thus transversenomentacannotbe deducedfrom
track segmentsn station three. Hence a method where the
desiredquantities p; and @4, areassignedy afunctionand
detectable directly from the histogram can be ruled out.

An alternative possibility is to find functions of the hit
coordinateg¢ and @,) giving a calculatedhit coordinatein a
referenceplane.Sincesucha functionfor stationthreecannot
be found stationthreehasto be the referenceplane.Function
valuesarespatialandangularcoordinateof thetracksin station
three.Theyareenteredn the two dimensionatp-@,-histogram.
A peakwill form in the histogramwhentrack segmentgg,@,)
comefrom the sametrack andthus enterthe samehistogram
bin. Thelocationof the peakcorrespondso thelocationof the
track but not to the transversenomentump,. That meansthe
histogrammethodcan be usedonly to find tracksbut not to
assigna transversemomentum.In addition to the numberof
entriesfor eachbin onehasto storethe relativeaddresof the
track segmentavhich causedhe entry. Oncethe peakin the
histogramis found one can selectthe track segmentsf the
perceivedtrack(s) using their addressestoredwith eachbin.
They are usedto find the hit coordinatesto calculatethe
transversemomentump,. However, the compactnes®f the
histogram method is lost.

For the task of assemblingrack segmentg¢o a complete
track the full ¢-resolution (0.3 mrad or 11 bits) and
(,-resolution(10 mrador 8 bits) is not neededAssumingthat
eightbits for ¢ andfive bits for ¢, aresufficient,the histogram
still has a dimensionof size 256 (¢) times 32 (¢,). Each
histogram bin has to store the number of entries and the
addresse®f at leastfour track segmentswhich causedthe
entries.This meanghe peakfinder hasto find the highestentry
in a (256 times 32 =) 8192 bin histogram.Given the timing
constraints this is also not practicable.

While proceedingn sucha manneris acommonapproach
in softwaresolutionsa hardwarémplementatiordoesnotseem
practicableThesizeof thehistogranrequiresahugeamountof
logic units. Moreoverthe calculationtime would by far exceed
the required maximum latency.

The strengthof the histogrammethod,namelyproducinga
histogramwith binsof thedesiredeaturescannotbeexploited
to the full extent.No function canbe found for all input data
which produceghetransversenomentunp, andlocationn, ¢.
Therefore the architecture loses its compactness.

Neuml networks

Recently intensive researchhas been conductedon the
applicationof neuralnetsin high energyphysics[17]. This
includes software and off-line triggers as well as hardware
triggers. In severalmore high energy physics experiments
neural networksare consideredfor applicationand someare
alreadyin use(CDF[18], CP-LEAR[19], H1[20,21], NEMO,
WA92 [22]). However,it hasto be saidthatuntil now no first
level trigger wasemployedusingneuralnetsonly. Thisis due
to the relatively long processingtime and to the limited
complexityof implementablelgorithms.Theresponsgime of



typical commerciallyavailabledigital neuralnetworksis found
to be betweenl to 10 ms. A recentapplicationof a digitally
programmabl@nalogueneuralnetwork[23] is reportedn [20].
The processingime in the describedapplicationis aslow as
50 ns. Analoguedesignshowever typically haveprecisionof
afew percent.The positioninput to the track finder processor
has a resolutionof 11 bits, correspondingo a precision of

0.05%. Analogue designs are therefore out of the question.

Concludingthe stateof the art of hardwareémplementation
of neuralnetsit mustbe said that today it is not sufficiently
advancedHowever,asdesignsof neuralnetimplementations
evolve,especiallywith respecto processingpeedandnumber
of inputs, they can becomea possiblesolution for first level
triggering and thus for the track finder.

Extrapolation method

A typical softwareapproachthe extrapolatiormethodwas
elaborated for the hardware implementation.

The basicprinciple is to attemptto matchtrack segments
causedy thesametrack. Thisis doneby extrapolatingnto the
nextstationfrom a track segmentsingthe spatialandangular
measurement.

While patternmatchingmethodausuallydeliverthewanted
track propertydirectly, the extrapolationmethodrequiresthree
steps:

* pairwise matching of track gments by ®trapolation
¢ assembling track genent pairs to full tracks
¢ assigningthe track propertiestrans\erse momentumand

location.

Pairwise Matching
- Extrapolation

4 _Mmuon station 4

track found

(TSL, TS2, TS3, TH4)
extrapolation

result "1/0"

Fig. 5.: Principle of the track finder algorithm (3-Stef
scheme).

Fig. 5 illustratesthe principle of the track finder algorithm.
Globaltrackfinding methodssuchasthe patternmatchmethod
directly set the input data into relationshipto the wanted
features. While this would be an advantagein many
applications,in this caseit complicatesthe implementation.
Whenperforminga patternmatchonelooks for track segment
combinationsvhichbelongto onetrack(trackfinding). Forthis

2* thresholdext

Fig. 6.: If atrack segmentis foundto
be within the extrapolation window
given by Qa4 and thresholdy,, the
extrapolation is consideed
successful.

taskfull measuremergrecisionis notneededHowever aftera
pattern has been recognizedthe link to the original track
segmentlatais notavailableanylonger.Thuspatternsnustbe
formedby track segmentlatawith full resolutionsothateach
patternallowsdirectly thedeterminatiorof thewantedfeatures
with high precision.

However, the extrapolationmethod splits the processof
measuringthe transversenomentump into three steps.This
approachallowsfor aflexible useof theresolutionin eachstep
accordingto the requirementsThe track finding is performed
with reducedresolution thusresultingin a reducechumberof
track patternsto recognize.As a consequencehe hardware
expensés smallerandtheexecutiortime shrinks.Forassigning
the transversemomentump; the full resolutionof the track
segment measurements is still available.

EXTRAPOLATION METHOD

The pairwise matching is based on the principle of
extrapolation.Using the spatial coordinates@sgce and the
angularmeasurement, so,rce0f the sourcetrack segmentan
extrapolatedhit coordinate@ayy, in anotherchambermay be
calculated.If a targettrack segmentis found to be at the
extrapolateatoordinatewithin a certainextrapolatiorthreshold
threshold,; the match is considered successful (see fig. 6).

Pextra = Psource ™ Pdeviation@o, source  (Eqn. 1.)

Pextra™ Parget sthresholdg,, (Ean. 2.)

Extrapolation feasibility

Simulationshavebeenconductedo provethefeasibility of
the extrapolationbetweenthe stations[3,4]. Fig. 7 showsthe
relationbetweerthe bendangleq, in the sourcestationandthe
deviation of the particle track between target- and
source-stationparget - Psource fOr severalstation pairs. The
graphsshowunambiguouselationshipgproving the feasibility
of extrapolation between these station pairs. The same
conditioncanbefoundin all otherstationpairsexceptfor those
extrapolatingfrom station three. Fig. 8 showsthe situation
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three and deflection of the muon is ambiguous.

whenextrapolatioris donefrom stationthree No unambiguous
relationshipcanbe found. Moreover,for smallbendanglesno
predictioncanbe doneat all. This effectis causedy the zero
crossing of the bend angle. However, since all other
extrapolationsarefeasibletheseproblemscanbecircumvented
by extrapolatingtowardsstationthreeinsteadoff stationthree
(see left part of fig. 5).
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9.a:

Matching track segment
pairs are combinedto a
full track.

Fig. 9.b: Usingthe deflection
@,-@, or the bendingangle
¢, to determine p

Tradk sgment assembling - Acceptance study

Oncetracksegmenpairsarefoundtheyarelinked together
to full tracks.Track segmentpairs of different chamberpairs
maybematchedo eachotherif theyhaveonetracksegmenin
common. This scheme is illustrated in fig. 9.a.

However, due to geometricalinefficienciesand chamber
failuresmissinghits mustbe accountedor. Simulationstudies
for the acceptanceof muons were conducted for two
possibilitieg[3]. Thefirst optionis to requiretracksconsisting
of atleastthreeout of four track segment®r track segmentsn
the two innermoststations.The secondoption is to require
trackswith at leasttwo out of four track segmentsFig. 10
comparesheresults Whensimulatingthe requiremenbf three
outof four matchingracksegmentsnly about82%of all muon
tracksarefound. An acceptancef morethan95%is achieved
whentherequirementsireloosenedo two out of four matched
track segmentsConsequentlythe track finder acceptstracks
consistingof only two matchingtrack segmentsThat means
evena singletrack segmenpair is alreadyconsidereda valid
track.

P - assignment

In order to assigntransversemomentump; we use the
track’sbendangle.Two methodsareavailable[3,5,6,24].0ne
methodusesthe differenceof positionsin two distinctstations
(seefig. 9.b). Two spatial coordinatesare sufficient. Fig. 11
illustrates the relation between transversemomentum and
aforementionedlifference.One expectsthe absolutevalue of
the differencein bend angleto decreasewith increasingp.
However,dueto the zerocrossingof the bendanglein station
threethe absolutevalue of the differenceof the anglesat first
riseswith p; (exceptfor @>-@;). An unambiguougelationship
betweendifferenceof positionsandtransversenomentunyp is
shown for difference @-¢;. For other station pairs this
relationshipis ambiguous.In such a casethe bend angle
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measuremertf a singletrack segmentanbe usedto measure
Pt [3,4].

Figure12 showsthe p;-resolutionachievedby the method
described.
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Fig. 12.: Resolutionof the transvese momentunp; as a
function of this momentum itself

The drift tube trigger primitive generatoralso delivers a
quality information.This quality indicateshow manylayersof
achambecontributedo atracksegmentlt is alsoanindication
of themeasuremenesolutionof thetracksegment$2]. These
quality bits areusedto selectthe algorithmin orderto provide
the most accuratg-measurement.

Performance

The presentedsimulation results show that extrapolation,
trackassemblingindp, assignmenarepossible Fig. 13 shows
the efficiency of the trackfinder processofor pi-thresholdof
20, 40, and 50 GeV/c[3]. The resultstake backgroundinto
accountoy superimposingn average20 minimum-biasevents
andby usinga full simulationof the particleinteractionswith
thematerialof the detector The momentunresolutionis given
by the steepnesof the efficiency curves at the nominal
threshold values.

ARCHITECTURE AND
HARDWARE ALGORITHM

The basicarchitectureof the track finder processof16] is
described.The mapping of the chamberstructure onto the
hardwarelevel is discussedDue to the bendingof the tracks
andthenon-projectivegeometryof the chambesystemmuons
cross segmentboundaries.This requiresa large amount of
interconnectiorbetweenprocessingunits. Using the hardware
descriptionlanguageVHDL a simulation of the processor
model was conducted.The model was used to prove the
functionality of the algorithm.Moreoverit servedto optimize
the system partitioning with respect to the amount of
interconnectionsbetween processingunits and processing
latency. Using the VHDL model a later describedFPGA
prototype was designed [4,5,6,16,25,26].



Efficiency Curves

98v08606-66-2-9-8--8--0---8--0-—-g----—
o CHRR R SER G S Rk bt
L ; ; "2
09 3 : A
! a
i i N
08 ;
L 9 /
3
L : o ;
0.7 :
06 |- E
g g
05 3 —
a g 4
[ B & 8
04 | ; ;
: ;
03 | ¢ RN
: I
02 | ‘ .
[ 3 7 &
L ,” o YN
01 | : gy
09 E Aﬁ,‘A
o] Oda  /
0 iRt BT o 5 5 L L N ‘
0 20 40 60 80 100

p, (GeVic)

Fig. 13.: Efficiencycurvesfor p-thresholdsof 20,40 and 50
GeV/c. Higher thesholds a not lilely to be needed.

LOGIC SEGMENTRTION

Processingf theentiremuondataof thedetectomithin one
logical unit is impossibleandalsounnecessaryl he amountof
10kbit (480tracksegmentsimes22 bit pertracksegmentylata
per crossingcycle yields aninput datarate of about400 Gb/s.
The large amountof datato be processedcausesa severe
integrationproblem.Whensplitting up the processoin several
physicalunits aninterconnectiorproblembetweenthoseunits
arises Fortunatelya muontrack passe®nly a smallnumberof
detector segments [16].

global  1x
muon trigger|

1x

detector 3

sorter

\

5x12

sector 60 x
processor

drift tube

trigger

primitive
generator
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Fig. 14.: Lagical sgmentation of the &k finder pocessar

In orderto rendercommunicatiorbetweerprocessinginits
possibleat a minimum expensethe logical structureof the
chambersystemis mirrored inside the track finder processor
hardwareln fig. 14 thelogical segmentatiownf thetrackfinder
processor is shown.

A sectomprocessomatcheghetracksegmentgdentified by
the drift tubetrigger primitive generatorogic [2] andtriesto
form up to two complete tracks. If the sector processor
succeedsi assignsatransversenomentunyp, anddetermines
the locationin ¢ andn of eachtrack. Trackswhich traverse
more than one detectorsegmentare given out by the sector
processoof the detectorsegmentvherethe track’sinnermost
track segment is found.

Of the 60 (12 @-sectortimes5 wheels)timestwo possible
tracksidentified by the sectorprocessor®nly the four tracks
with the highestp, areretainedby the detectorsorter.All the
information on thesetracks - p;, charge,n, ¢, quality - is
forwardedto the global muontrigger. The latter combinesthe
trackfinder processoinformationwith thetriggerinformation
given by the RPC-system [1, 27].

TRACK FINDER PROCESSOR
ALGORITHM

In fig. 15ablock diagramof asectomprocessors displayed.
Thesectomprocessois dividedinto threeparts- theextrapolator
(EV), the track assembler(TA), and the p-, n-, @-and
guality-assignment units (AU) [16].

The extrapolatiorunit EU attemptso matchtracksegment
pairs of distinct stations using the extrapolation criteria
describeckarlier.Whentrack segmenpairsmeetthesecriteria
the information is forwarded to the track assembler TA.

Since tracks may cross detectorsegmentboundariesthe
information of the extrapolationunits of the neighbouring
detectorsegmentsare also routedto the track assembleiTA.
The track segmentlinker (TSL) and track selector (TSEL)
evaluataall extrapolatiorresultsin orderto find upto two tracks
with the innermosttrack segmentin its own detectorsegment.
Theyforwardtherelativetrack segmentaddressesf the track
segmentsof found tracks to the track segmentrouter TSR.
Duringtheexecutiorof thetrackassemblealgorithmthetrack
segmentlataarestoredin abuffermemorylocatedin the TSR.
Therelativeaddresseareusedby thetracksegmentouterTSR
to extractthecorrespondingracksegmentiataout of thebuffer
memory.

Thetrack segmentlataareforwardedto the p;-, n-, ¢- and
quality-assignment units (PAUAU, @AU, qAU).

Short description of thedrk finder algorithm

In the following, a short overview of the track finder
algorithm is given (seefig. 15). The algorithm reducesthe
numberof possibletrack candidatedrom about1800to two.
Fig. 16 illustrates the first part of the reduction.

The extrapolatordEXT) matchtrack segmenpairsto each
other.For eachpossibletrack segmenpair the informationbit
er indicatingwhetherthe track segmentdelongto eachother
andthequalityword eqof thematchedracksegmentaregiven
out. After the extrapolatior.800possibilitiesto assemblealid
track candidatesexist. The track candidatesare called track
segmentpatterns(fig. 16 b, c). Recognizingl800 patternsor
track candidatescan be done easily by employing a pattern
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comparisormethod However eachof thepatterndasaquality
informationattachedo it. In orderto selecthetwo highestrank
patternsa comparisorof quality numberswould be necessary.
This takes too much time.

The extrapolatiorresultselectof ERS)selectghe two best
extrapolationsfor eachsourcetrack segment.lt encodeshe
extrapolation result bits er into addresswords adr each
indicating the targettrack segmentsf up to two successful
extrapolationsThe extrapolationquality eq is given out (fig.
16d).

The track segmentlinker (TSL) attemptsto link track
segmentdogetherstartingfrom the innermosttrack segment.
As the extrapolationresult selector(ERS) deliversup to two
extrapolatioraddressepersourceracksegmenmorethanone
track candidatemay be found originating from the innermost
tracksegmentfig. 16 e).In orderto copewith inefficienciesof
the chambersystema given numberof track segmentinker
modulesstart in stations other than station one. The track
segmentinking schemeeduceghenumberof trackcandidates
from 1800to 72.A qualityinformationremainsattachedo each
track candidate.

For eachinnermostsourcetrack segmenthe single track
selector(STS)retainsonly thetrack candidatewith the highest
extrapolatiorguality. A total of 22 trackcandidatesansurvive
(fig. 16 f).

The cancel out units (COL) cancel tracks using track
segmentsalreadycontainedby longertracks. Thusthe cancel
out units (COL) also erasedrack patternswhich are part of

extrapolation units EU

longertrack patternsAn exampleis a track consistingof track
segmentsn stationtwo andthreewhich arefoundto be equal
to track segmentwo andthreeof a track containingsegments
from all four stations.

The track class selector (TCS) selectsthe two highest
ranking tracks out of the remaining22 track candidatesand
forwardstherelativeaddressesf the matchedrack segments.
Selectioncriterionis the numberof track segmentsnvolvedin
a track candidate.

The track segmentrouter (TSR) uses these relative
addressementionedaboveto extractthe track segmentslata
out of the buffer memoryand outputsthe correspondindgrack
segment data.

The assignmentnits (AU) usethe track segmentdatato
determine the track properties.

HARDWARE IMPLEMENTATION

Extrapolation

Extrapolation betweensix possible station pairings are
conductedn parallel(1-2, 1-3, 1-4, 2-3, 2-4, 4-3). Muonscan
crossdetectorsegmenboundariesThusit is necessaralsoto
comparetrack segmentsvith track segmentgrom at leastfive
neighbouringdetectorsegmentgtwo adjacentsectorsn ¢ and
threeadjacentsegmentsn ). Consequentlyor eachpossible
starttrack segmenftwo in eachchamber)twelve targettrack
segmentdaveto checkedvhethertheyfulfil the extrapolation

Y
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Fig. 16.: Reduction of possibleatk candidates by theadk finder algorithm.



criteria. Thusin total 144 (six stationpairingstimestwo track
segmentperchambetimestwelvetargettracksegmentshave
to be conducted.Fig. 17 shows the block diagram of an
extrapolationunit responsiblefor an extrapolationfrom one
sourcetrack segmentto twelve target track segments.The
output are the extrapolationresultser and the extrapolation
quality word eq for eachof the targettrack segmentsFor
calculation of the extrapolationvalue static memory based
lookup tablesare employed.The comparisonis done using
subtractorsaandwindow comparatorsThe extrapolatiorresult
selector (ERS) employs priority encoders.

F extrapolation quality
Psource tqUalsoyrce (eat)
1..(pcomparator 1
®,source ; Ft.-Geomparator
diff*
»—IET- i ‘(;;'Smlaliun result
12 X Grargett gt
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Fig. 17.: Extrapélation unit extrapolates from one track
sgment and compaes the extrapolated value to twelve
target track segmentslt outputsthe extrapolationresult(er)
and the gtrapolation quality (eq) for edccomparison.
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Fig. 18.:Principle of track seymen
linker opeation.

Track assembling

The extrapolation result selectors (ERS) output the
addressesf targettrack segment®f successfuéxtrapolations.
Thetrackassembleemploysa dynamictrack segmentinking
schemd16] to assembldrack segmenpairsto up to two full
tracks.An exampleis illustratedin fig. 18. In theexampleit is
assumeda muon track is composedof four track segments
(Tracksegmen® in stationoneandfour andtracksegment. in
stationtwo and three). Using the addresseprovided by the
extrapolatiorresultselectorin the extrapolators}he scheme

assembleshe trackin a sequentialvay. The extrapolatorEU

extrapolatingrom stationoneto two outputstheaddresgor the

target track segmentTS2_1. The extrapolator starting the

extrapolationfrom this track segmenbutputsthe targettrack
segmentTS3_1 and so on. The hardware implementation
employssimple multiplexers(fig. 18). Targettrack segment
addresse®f extrapolationbetweenstation one and two are
routed to the selectinput of the multiplexer. Target track
segmentsf all extrapolatoref extrapolationbetweerstations
two andthreeareroutedto thedatainput. As aconsequencthe

multiplexeroutputsthe targettrack segmentddressn station
three.This architectures repeatedor extrapolationdetween
stationthree and four. Oncethe addresse®f matchingtrack
segmentsreknown,thetracksegmentiataareextractedrom

a buffer memory using multiplexer arrays (TSR).

Assignment

The transversemomentum p; is assignedusing static
memorybasedookuptables.Locationg andn canbe derived
directly from the measuredtrack segmentdata and track
segment addresses respectively.

FPGA PROTOTYPE

Thissectiondescribesheprototypeof themuontrackfinder
processor.

The goals of the realisation of the FPGA-prototype were:
* to demonstrat¢hatthe VHDL-model of the processorcan

be implemented in hardwe with reasonablexpense;

* to show that the designedand simulatedalgorithm also
works implemented in hardwe and
* to shav that the general design concept is feasible.

However, for economical reasonsthe XILINX 4000
technologywasemployedandnotanASIC). It wasnotouraim
to build aprototypecapableof fulfilling timing specificationof
the CMS first level trigger [8].

FPGAswith anl/O pin countof notmorethan192pinswere
employed.Consideringhis restrictionwe usedeachl/O pin to
insert or extracttwo databits to or from eachphysical unit
within oneclock cycle. As the usedtechnologydoesnot allow
a synchronouslyworking designwith a clock frequencyin
excesof 50 MHz theinternalclock frequencywasdesignedo
be 20 MHz. As a consequencthe I/O clock frequencyyields
40MHz. It is obvious that this is no option for a final
implementation. However, as mentioned earlier, the
FPGA-prototype was not designed to fulfil timing
specifications of CMS.

In all, the FPGA processoremploys 19 FPGAs and 19
lookuptables.A total of 240000FGPA gates(only 60 to 70%
are used)or 10000 cellular logic blocks are available.10000
componenpinsareontheprintedcircuit board.1236input bits
arebroughtontotheboardeachclock cycleand362 outputbits
are given out eachcycle. As the boardis operatedin time
multiplexedmodeonly halfthenumberof I/O pinsis necessary,
i.e. 618 input pins and 181 output pins. The FPGA-processor



evaluategacheventwithin 29 cycles(14 cyclesarerequiredor
the final system).The printed circuit boardis designedn 9U
VME standardHoweverdueto thelargenumberof I/O bitsthe
board is about 15 cm longer than the standard VME board.

As the FPGA-prototype demonstrates, the logic
implementationof the designedalgorithmsdoesnot posea
problemfor implementation.The numberof necessaryogic
gateds comparablyow. However thel/O countof thephysical
units is very high. In the prototype designonly a reduced
numberof bits is processedror the final implementatiora bit
numberof some2500hasto be processeeachcyclein each
sectorprocessorThis task could becomeevenmore daunting
becausealiscussiongreongoingto increasehe amountof data
provided by the trigger primitive generators.

Thereare severaloptionsto comeby the problem.Oneis
transmitting a group of track segmentssequentially with
80 MHz. Anotheris transmittingin a bit serialformatusingan
optical link receiveror fast serial copperlink directly on the
board. However, this problem is not solved yet.

The design of the prototype board showed clearly that
today’'sFPGAsarenot suitedto the trackfinder requirements.
Boththel/O countof the packagesndthe datapropagatiordo
notallow thefinal designof thetrackfinder systememploying
today’s FPGA.

However, the functionality of the implementationof the
track finder algorithm,the momentummeasuremerdlgorithm
andthe hardwarestructuremappingof the detectorgeometry
ontothehardwardevelwasprovento beadequat¢o thesystem
requirements.Moreover it could be shown clearly that the
VHDL-model canbeimplementedn hardwarewith reasonable
hardware expense.

A feasibility study for a possible final implementation
employingapplicationspecificintegratedcircuits (ASICs) has
beenconducted[16,26]. It clearly demonstratedhat today’s
ASIC technologyis sufficiently advancedto implementthe
processor fulfilling all requirements.

CONCLUSION AND
FURTHER PERSPECTIVES

In thechaptefimplementatioroptions’andalsoin [16] it is
shownthatno previouslyimplementedsystemis suitableto be
appliedin thetrackfinderprocessoenvironmentConventional
methodsappliedin hardwaretriggersfail for the track finder.
Especiallythemostcommonapproachthepatterncomparison,
mustberuledout becaus®f thelargehardwareextent.Instead
the extrapolationmethodis introduced.It is shownthat the
algorithm copes with the track finder specifications.The
algorithm can be implementedwith a minimum of hardware.
Using VHDL andFORTRAN simulationthe algorithmandits
hardwarerepresentatiorwere optimized. Simulation shows
clearly that the simplicity of the design concept, namely
reducingdataflow in subsequerdgteps(by extrapolationfrack
assemblyand property assignmentiand selectingthe highest
ranking track candidateafter each reduction step without
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sacrificing measuremengaccuracy,provesto be an efficient
method.The FPGA prototypedemonstratethat the algorithm
(describedin VHDL) can be implementedin hardwarewith
reasonableeffort. The prototype clearly shows the proper
functionality of the implementedsystem.Using simple logic
modules,such as multiplexers,comparatorssubtractorsand
logic gates provesto beanimportantkey point for the success
of thedesignHowever,it is pointedout thatthe numberof bits
to be processedn parallelposesa challengeto the hardware
implementation.

Thedesignof thetrackfinder processorasit is introduced
in this work, cannotat all be regardedasterminated Although
both the simulation and the prototype already delivered
satisfactory results the track finder design presentedhere
represent®nly a first steptowardsfinal implementationThe
work suggestsan algorithm and an implementationmethod.
However asthe surroundingznvironmenbof the processowill
evolve, more and more both the specifications and the
implementationof the track finder processowill haveto be
refined accordingly.
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