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J.-P. Mendiburu a J.-P. Meyer r M. Mezzetto m S.R. Mishra c

G.F. Moorhead k L. Mossuz a P. Nédélec a Yu. Nefedov f
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M. Stipčević w Th. Stolarczyk r M. Tareb-Reyes i G.N. Taylor k

V. Tereshchenko f A. Toropin l A.-M. Touchard n S.N. Tovey h,k

M.-T. Tran i E. Tsesmelis h J. Ulrichs t L. Vacavant i

M. Valdata-Nappi d V. Valuev f,j F. Vannucci n K.E. Varvell s,t

M. Veltri u V. Vercesi o D. Verkindt a J.-M. Vieira i

T. Vinogradova j M.-K. Vo r S. Volkov l F.V. Weber c,h

T. Weisse e F.F. Wilson h L.J. Winton k B.D. Yabsley t

H. Zaccone r K. Zuber e P. Zuccon m

aLAPP, Annecy, France
bJohns Hopkins Univ., Baltimore, MD, USA

cHarvard Univ., Cambridge, MA, USA
dUniv. of Calabria and INFN, Cosenza, Italy

eDortmund Univ., Dortmund, Germany
fJINR, Dubna, Russia

gUniv. of Florence and INFN, Florence, Italy
hCERN, Geneva, Switzerland

iUniversity of Lausanne, Lausanne, Switzerland
jUCLA, Los Angeles, CA, USA

kUniversity of Melbourne, Melbourne, Australia
lInst. Nucl. Research, INR Moscow, Russia
mUniv. of Padova and INFN, Padova, Italy

nLPNHE, Univ. of Paris VI and VII, Paris, France
oUniv. of Pavia and INFN, Pavia, Italy

pUniv. of Pisa and INFN, Pisa, Italy
qRoma Tre University and INFN, Rome, Italy

rDAPNIA, CEA Saclay, France
sANSTO Sydney, Menai, Australia
tUniv. of Sydney, Sydney, Australia

uUniv. of Urbino, Urbino, and INFN Florence, Italy
vIFIC, Valencia, Spain
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Abstract

With additional data and improved algorithms, we have enhanced the sensitivity
of our appearance search for νµ → ντ oscillations in the NOMAD detector in the
CERN-SPS wide-band neutrino beam. The search uses kinematic criteria to identify
ντ charged current interactions followed by decay of the τ− to one of several decay
modes. Our “blind” analyses of deep-inelastic scattering data taken in 1996 and
1997, combined with consistent reanalyses of previously reported 1995 data, yield
no oscillation signal. For the two-family oscillation scenario, we present the contour
outlining a 90% C.L. confidence region in the sin2 2θµτ −∆m2 plane. At large ∆m2,
the confidence region includes sin2 2θµτ < 1.2 × 10−3 (a limit 3.5 times more
stringent than in our previous publication), while at sin2 2θµτ = 1, the confidence
region includes ∆m2 < 1.2 eV2/c4.

Key words: neutrino oscillations

1 Introduction

In a recent article [1], we have reported the first results from a search for νµ →
ντ oscillations using the NOMAD detector to look for ντ appearance in the
CERN wide-band neutrino beam from the 450 GeV proton synchrotron (SPS).
The detection of an oscillation signal relies on the identification of ντ charged-
current (CC) interactions using kinematic criteria. The analysis described in
Ref. [1] was based on data collected in 1995, corresponding to approximately
162 000 νµ CC events in the detector fiducial volume. No oscillation signal
was observed.

In this letter we report a new search for νµ → ντ oscillations with increased
sensitivity from the analysis of a much larger data sample which includes data
collected during the 1995, 1996, and 1997 runs (with a small fraction of 1997
data not yet analyzed) and corresponds to ∼ 950 000 νµ CC events for the full
sample [2]. This analysis is based on deep inelastic interactions and its results
are combined with the published results from the analysis of low-multiplicity
events in the 1995 data [1]. The algorithms for many phases of the analysis
(including drift chamber alignment, track and vertex reconstruction, photon
reconstruction in the presence of hadronic deposition in the electromagnetic
calorimeter [3], and subdetector matching) have been improved, complement-
ing improvements in the Monte Carlo (MC) event generation and simulation.
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2 NOMAD detector and neutrino beam

The NOMAD detector is described in Refs. [1,4]. Inside a 0.4 T magnetic field,
it consists of an active target (2.7 tons) of drift chambers (DC) followed by
a transition radiation detector (TRD) [5], a preshower detector (PS), and an
electromagnetic calorimeter (ECAL) [6]. A hadron calorimeter (HCAL) and
two muon stations are located just after the magnet coil.

The neutrino interaction trigger [7] consists of a coincidence between two
planes of counters located after the active target, in the absence of a signal
from a large area system of veto counters in front of the NOMAD detector.

In the absence of oscillations, the relative beam composition is predicted to
be νµ : ν̄µ : νe : ν̄e = 1.00 : 0.061 : 0.0094 : 0.0024, with average energies of 23.5,
19.2, 37.1, and 31.3 GeV, respectively [8]. Neutrinos are mostly produced in a
290 m long decay tunnel at an average distance of 625 m from the detector.

3 Event samples

For the data sample corresponding to 950 000 νµ CC interactions, we expect
24 000 ν̄µ CC, 14 000 νe CC, and 1500 ν̄e CC interactions, and approximately
310 000 neutral current (NC) interactions. In order to estimate the background
from these ordinary neutrino interactions, we have generated large MC sam-
ples, exceeding the size of the data samples by a factor varying between 2 (for
νµ CC events) and 10 (for ν̄µ CC, νe CC, and ν̄e CC events). In addition, we
have generated ∼ 105 ντ CC interactions for each τ− decay channel. Our sim-
ulation program is based on modified versions of LEPTO 6.1 [9] and JETSET
7.4 [10] with Q2 and W 2 cutoff parameters removed, and with τ mass and
polarization effects included. We use the nucleon Fermi motion distribution of
Ref. [11], truncated at 1 GeV/c. A full detector simulation based on GEANT
[12] is performed.

4 Analysis principles

We search for ντ CC interactions by identifying τ− decays to e−ν̄eντ , inclusive
decays to one or three charged hadron(s) + ντ , and exclusive decays to ρ−ντ ,
for a total branching fraction of ∼ 82%.

Neutrino interactions in the active target are first selected by requiring the
presence of at least two tracks consistent with having a common vertex in the
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detector fiducial volume [1]. We then apply quality cuts to ensure that events
are not seriously affected by reconstruction inefficiencies, and that charged par-
ticle momenta and photon energies are precisely measured. These cuts, based
on approximate charge balance at the primary vertex and on the estimated
momentum and energy errors, typically remove 15% of the events.

The next analysis steps are:

(1) Identification of the particle (or particles) consistent with being produced
in τ decay. We denote this visible particle or system of particles (from
the candidate τ) by τV and its momentum by ~p τV .

(2) Reconstruction of the associated hadronic system (called H), as outlined
in Ref. [1]. Improvements in the details of the algorithm (along with MC
improvements) have reduced the data/MC discrepancy in the missing
transverse momentum, but we still rely on the Data Simulator (Sec. 4.1)
to correct for remaining differences. We denote the total momentum of
H by ~pH .

(3) Use of kinematic variables to separate the signal from backgrounds.

We search for ντ CC interactions with deep-inelastic scattering (DIS) config-
urations by requiring that pH be larger than 1.5 GeV/c.

4.1 The Data Simulator

In order to compute reliably background rejections as large as 105, the MC
results are corrected using a Data Simulator based on the data themselves
[1]. We perform this correction by using a sample of measured νµ CC events
in the real data, removing the identified muon, and replacing it with a MC-
generated lepton `. If ` ≡ ν one obtains fake neutral current events. If ` ≡ e−,
a large statistics sample of fake νe CC events is obtained after correcting for
the relative νe/νµ flux and e/µ identification efficiency. Finally, if ` is a τ−

followed by a simulation of its decay into the channel under study, a large
sample of fake τ signal events is generated. For all these samples, collectively
referred to as the Data Simulator (DS), the hadronic system is taken from the
data themselves by construction.

The same procedure can be applied to reconstructed νµ CC MC events (Monte
Carlo Simulator, MCS). A comparison of the result of the MCS to the standard
MC yields a powerful check of the validity of the muon replacement procedure
and the correction applied. On the other hand, a comparison of the DS to the
MCS gives a direct measure of the effect of the difference between the data
and the MC, mainly due to the hadronic system. All signal and background
efficiencies ε are then obtained from the relation ε = εMC × εDS/εMCS (see
Ref. [1]). For events passing all cuts, the factor εDS/εMCS is within 18% of
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unity for τ decay events, but can be as large as 1.8 for background events. 1

All “MC” numbers and plots in this paper are already corrected by the Data
Simulator, if relevant. The quoted errors reflect the statistical uncertainties
from both MC and DS samples.

4.2 Blind analysis

The study of events from real data in the region of kinematic variables where
a signal is expected may introduce biases in the event selection resulting in
incorrect background estimates. In order to avoid this problem we used for each
τ− decay channel a procedure referred to as “blind analysis”, which includes
the following:

(1) All backgrounds and the signal efficiency, corrected using the Data Sim-
ulator, are estimated as a function of the cuts applied to the relevant
variables before looking at the data.

(2) Cuts are defined for τ− candidate event selection using the information
from the previous step in order to optimize the sensitivity to oscillations.
Here the sensitivity is defined as the average upper limit that would be
obtained by an ensemble of experiments with the same expected mean
background, in the absence of true signal events [13]. These cuts define
the signal region in the space of relevant variables hereafter named the
“box”.

(3) The analysis is not allowed to look at data events in the box. It must first
be demonstrated that the predicted background agrees with the numbers
of data events seen outside the box and that these predictions are robust.
The analysis was not blind to data from 1995 [1], which constitutes only
20% of the total sample.

(4) A check is made by performing an identical search for ν̄µ → ν̄τ oscilla-
tions, where no τ+ signal is expected because of the small ν̄µ content (see
Sec. 2) in the beam. In this analysis there is no blind box and data can
be studied over the entire space of relevant variables. Agreement between
data and background predictions must be demonstrated, except possibly
in cases where backgrounds such as charm production are known to affect
only the τ+ search.

(5) When more than one independent analysis of the same channel is per-
formed, we select the analysis with the best sensitivity before opening its
box.

1 The net correction factors for total background in each DIS analysis are 1.8 for
τ− → e−ν̄eντ , 1.2 for τ− → h−(nπ0)ντ , 1.8 for τ− → ρ−ντ , and 1.1 for τ− →
π−π+π−(nπ0)ντ .
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Only when these steps have been fulfilled is the analysis allowed to look for a
possible τ− signal inside the box.

4.3 Definition of variables

To separate signal from background, the analysis of each τ decay mode makes
use of kinematic variables selected from the following list:

• Evis, the total visible energy of the event.
• ~p τV

T and ~pH
T , the transverse momenta of the visible tau decay product(s) and

of the associated hadronic system, respectively.
• ~pm

T , defined as −(~p τV
T +~pH

T ) and interpreted as a measurement of the “miss-
ing” transverse momentum due to the neutrino(s) from τ decay.

• MT , the transverse mass (assuming massless decay products) given by M2
T =

4pτV
T pm

T sin2(φτVm/2), where φτVm is the angle between ~p τV
T and ~pm

T . For true
τ events, MT ≤ mτ , up to detector resolution and Fermi motion effects.

• QT , the component of ~p τV perpendicular to the total visible momentum
vector (including τV). Large QT implies that τV is well isolated from the
remaining hadronic jet.

• QLep, the component of ~p τV perpendicular to ~pH . Its function is very similar
to QT , but it is more useful when pH is small.

• φτVH , φmH , the angles in the transverse plane between ~pH
T and the visible

and invisible decay products, respectively [14].
• Ratios of linear combinations of pm

T , pτV
T , and pH

T , equivalent to functions of
φτVH and φmH .

• θνp, the angle between the neutrino beam direction and the total visible
momentum vector of the event.

• θνH , the angle between the neutrino beam direction and the hadronic jet.
• θiso, the isolation angle, defined as the minimum angle between a τ decay

product and any other track in the event.

For most channels, combinations of these and other variables are used to
build a likelihood ratio (denoted by λ). The likelihood functions (denoted by
L) entering this ratio are approximated by the product of one, two, or three
dimensional (1D, 2D, 3D) probability density functions of these variables. As
is common practice, we use the logarithm of this ratio, ln λ.

The subset of variables used for each decay channel is given in the following
sections, which describe the analyses performed for the four τ− decay channels
mentioned in Sec. 4.
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5 τ− → e−ν̄eντ decays

Following the general principles of Sec. 4, the search for τ− → e−ν̄eντ proceeds
by: identifying a prompt electron in an event with no other prompt leptons;
reconstructing the hadronic system; and separating τ− → e−ν̄eντ from back-
grounds using likelihood ratios based on kinematic variables. The effect of
the cuts is shown in Table 1, which also gives the results when a positron is
chosen. The positron data also contains a significant component from charm
production and decay in νµ CC interactions.

5.1 Prompt electron identification

In the electron identification step, we consider DC tracks with p > 1.5 GeV/c
which are associated to the primary vertex, and we apply requirements to re-
ject hadrons based on: TRD identification algorithms [5]; the PS pulse height
[6]; the ECAL cluster shape [3]; and consistency of the associated electromag-
netic (EM) energy and DC momentum of the candidate. The magnitude of the
electron momentum vector is given by our best estimate of the electron initial
energy obtained by adding up all the EM energy clusters in a “bremsstrahlung
strip” in the bending plane, also adding in positron or electron tracks from
bremsstrahlung photons which convert in the DC. We require that this energy,
Etot

e , be consistent with the fitted momentum at the first hit of the track. The
direction of the electron momentum is the initial direction of its DC track.

Overall, these requirements achieve a charged pion rejection factor of 104.
Secondary electrons from Dalitz decays and from photons converting close to
the primary vertex are suppressed by requiring that the candidate electron
does not form an invariant mass of less than 50 MeV/c2 with any particle of
opposite charge. After these cuts only one out of 1500 π0’s yields an electron
which is misidentified as being of primary origin.

These requirements yield an efficiency of 18.6% for prompt electrons from
τ− → e−ν̄eντ , while accepting only 4.7 × 10−5 of νµ CC and 3.9 × 10−4 of
neutral currents (line 1 of Table 1).

5.2 Kinematic selection of τ− → e−ν̄eντ

The selected events are mostly νe CC interactions, with a genuine primary elec-
tron, and νµ NC events, with an electron from photon conversion or π0 Dalitz
decay. In νe CC events, the electron is typically well-isolated and balances
the transverse momentum of the hadron jet. In νµ NC events, the electron is
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typically embedded in the hadron jet, with transverse momentum somewhat
aligned with it. Signal τ− → e−ν̄eντ events tend to lie between these two ex-
tremes: the neutrinos carry away transverse momentum so that the electron
transverse momentum is somewhat less than, and not exactly opposite to, that
of the hadron jet. Furthermore, τ− → e−ν̄eντ events would typically be less
energetic than νe CC events, not only because of the unobserved neutrinos,
but also because the νµ’s in the beam are on average less energetic than the
νe’s (see Sec. 2). Finally, as noted above, the transverse mass MT of signal
events is typically at or below the τ mass.

To classify events using these kinematic differences, we construct two approx-
imate likelihood functions. The first, Le1, is designed to distinguish τ− →
e−ν̄eντ signal events from νµ NC background. It is formed from 2D and 3D
distributions (thereby including correlations) of combinations of θνp, θνH , θiso,
QT , Etot

e , and MT . For each event, we then define the likelihood ratio ln λe1 to
be the ratio of the likelihood Le1 constructed from signal events and the like-
lihood Le1 constructed from νµ NC events. High values of this ratio effectively
select electrons isolated from the hadronic jets.

The second function, Le2, is designed to distinguish τ− → e−ν̄eντ signal events
from νe CC background. It is formed from the product of two 3D distributions:
(pτV

T , pH
T , φτVH) and (Evis, θνp, QLep). This factorization approximates the true

likelihood function and includes many of the important correlations among the
variables. For each event, we then define the likelihood ratio lnλe2 to be the
ratio of the likelihood Le2 constructed from signal events and the likelihood
Le2 constructed from νe CC events.

Before constructing these likelihood functions, we require that φτVH + φmH <
1.96π and that pτV

T > 0.1 GeV/c. These cuts ensure that the transverse angles
are well defined (line 2 of Table 1).

Figure 1 contains scatter plots among variables used to construct Le1 and
Le2, illustrating differences between signal and backgrounds. The combined
rejection power of the two likelihood ratios can be seen in Fig. 2, which is a
scatter plot of ln λe2 vs ln λe1, for MC simulations of signal and backgrounds.
The large boxed region (the blind box) at large values of both ratios contains
little background but is populated by signal events. It is subdivided into five
“sub-boxes” which have varying signal-to-background ratios. After we chose
these subdivisions and subsequently opened the box, we found that the data
(Fig. 2(d)) populated it in a manner consistent with background expecta-
tions, for both the total number of events (5 seen vs 6.3 expected) and the
distribution within the sub-boxes (see Tables 1 and 2). Figure 3 shows the
distribution of lnλe2, for events passing all cuts except the one on ln λe2, for
the sum of simulated backgrounds (normalized to the data sample sizes of
Sec. 3), the τ− → e−ν̄eντ simulation (arbitrarily normalized), and the data, in

9



0

10

20

30

40

50

0 1 2 3

a)

1 2 3

b)

 QT  [GeV/c]

 θ
is

o
  [

de
gr

ee
s

]

0

5

10

15

20

25

0 5 10 15 20 25

c)

5 10 15 20 25

d)

 θνH  [degrees ]

 θ
νp

  [
de

gr
ee

s
]

0

1

2

3

0 1 2 3

e)

1 2 3

f)

 PT
τv  [GeV/c]

 P
TH
  [

G
eV

/c
]

0

5

10

15

0 20 40 60 80 100

g)

20 40 60 80 100

h)

 Evis   [GeV]

 θ
νp

  [
de

gr
ee

s
]

Fig. 1. Scatter plots for some pairs of variables used to construct Le1 and Le2, for
MC events of type νµ NC ((a) and (c)), νe CC ((e) and (g)), and τ− → e−ν̄eντ (four
plots on the right).

good agreement with background expectations.

6 Inclusive one-prong hadronic decays

The search for τ− → h−(nπ0)ντ decays, where h− is a hadron and n ≥ 0,
proceeds in three steps: the selection of the h− candidate; the rejection of νµ,
ν̄µ, νe, and ν̄e CC interactions; and the final separation of the signal from the

10



-6

-4

-2

0

2

4

6

8

10

-6

-4

-2

0

2

4

6

8

10

-5 0 5
 ln λe1

ln
 λ

e2

τ→e

νµNC+CC νeCC

-5 0 5

DATA

I

II

III
IV

V

 a)  b)

 c)  d)

Fig. 2. Scatter plot of ln λe2 vs ln λe1 for (a) MC νµ NC (and the few surviving
νµ CC), (b) MC νe CC, (c) MC τ− → e−ν̄eντ , and (d) data (the large full circles
represent the five surviving events in the box). The large box at the upper right
corner indicates the signal region and is divided into sub-boxes.

Table 1
The effect of τ− → e−ν̄eντ selection cuts on simulated signal events, on background
νe CC, νµ CC and NC events, and on the data. The ντ CC column shows the
τ− → e−ν̄eντ efficiency. In the νµ CC and NC columns, small contributions from ν̄
are included. The backgrounds are normalized to the data sample sizes of Sec. 3.
The sum of all 3 backgrounds is also shown, as is the effect of the cuts on the
positron control sample.

Sample ντCC νe CC ν̄e CC νµ CC NC Bkgnd Sum Data

Charge – – + – + – + – + – +

e± ID 0.186 1139 155 43 140 118 118 1300 413 1232 442

p
τV
T > 0.1 GeV/c 0.150 981 113 27 105 68 72 1076 290 957 299

ln λe1 > 2.5 0.093 477.3 57.5 9.9 27.0 4.0 6.4 491.2 90.9 456 82

ln λe2 > 4.5 0.035 6.3± 1.0 1.0± 0.4 0.0 + 0.9
− 0.0 4.0± 1.5 0.0 + 0.8

− 0.0 2.4± 1.4 6.3 + 1.6
− 1.0 7.4± 3.1 5 7

background by means of kinematic criteria.
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Fig. 3. Histogram of ln λe2 for events passing all cuts except the one on lnλe2, for
sum of simulated backgrounds (shaded), τ− → e−ν̄eντ simulation (unshaded), and
data (points with statistical error bars). The inset gives, for each value of ln λe2, the
total number of events beyond that value, for data (dots) and expected background
(squares); the encircled points are at the boundary of the signal region.

Table 2
Number of events (total background and data) in each of the sub-boxes of the
τ− → e−ν̄eντ signal region (see Fig. 2). Nmax

τ is described in Sec. 9; it is the
number of τ− → e−ν̄eντ events expected in that sub-box if the νµ → ντ oscillation
probability were unity.

Sub-box # Total background Data Nmax
τ

I 1.19 ± 0.39 0 212

II 0.42 ± 0.27 1 258

III 3.01 ± 0.67 4 620

IV 1.45 ± 0.50 0 535

V 0.28 ± 0.24 0 1193
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6.1 Selection of the h− candidate

In this step we take the highest-pT negatively-charged primary track to be
the h− candidate. We then require that it be one of the two highest-pT tracks
(of either charge) in the event, that its momentum pτV be between 3 and 150
GeV/c, that it be associated with an energy deposition in ECAL, and that it
not be identified as a muon or an electron.

In the control search for ν̄µ → ν̄τ oscillations we apply the same criteria to
the highest-pT positively-charged primary track.

6.2 Rejection of background from CC interactions

In order to remove backgrounds from CC νµ, ν̄µ, νe or ν̄e interactions, we first
apply the following requirements to the h± candidate track:

• no associated muon chamber hits;
• energy deposition in the ECAL or HCAL inconsistent with that of a mini-

mum ionizing particle;
• energy deposition in the TRD, PS or ECAL inconsistent with that of an

electron.

These requirements remove background events in which the h± candidate is a
misidentified lepton. In addition, we apply a general lepton veto by rejecting
events with the following properties:

• presence of a reconstructed track segment in the muon detectors;
• presence of a high pT track that could have escaped muon or electron iden-

tification;
• presence of a primary, high pT electron candidate, as identified by much

looser criteria than those used in Sec. 5.

At this stage of the analysis we apply a kinematic preselection by requiring
MT < 4 GeV/c2 and pH

T > 1.3 GeV/c. After these requirements there is still
residual background from νµ CC interactions in which the outgoing µ− is se-
lected as the h− because it either decayed in flight or suffered a highly inelastic
interaction in the calorimeters and failed to reach the muon detectors. This
irreducible muon veto inefficiency was measured by studying a large sample
of muons originating from a near-by test beam and crossing the NOMAD de-
tector outside the neutrino spills. It varied between (4.0±0.3)×10−4 at muon
momenta below 10 GeV/c and (0.3± 0.1)× 10−4 above 20 GeV/c. This back-
ground is reduced by exploiting the different momentum distributions and
kinematic configurations of νµ CC events and signal. We build a likelihood
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Table 3
The effect of τ− → h−(nπ0)ντ selection cuts on simulated signal events, on
various background samples, and on the data. The ντ CC column shows the
τ− → h−(nπ0)ντ efficiency. The effect of the cuts on the positive control sample is
also shown.

Sample ντ CC νµ CC ν̄µ CC νµ NC νe CC ν̄e CC Data

Charge – – + – + – + – + – + – +

h± candidate 0.40 13626 20579 206 92 43076 33912 3052 1488 163 337 64486 55129

Lepton veto 0.14 2649 5648 71 26 22959 19411 59 110 14 5 19616 18136

Presel., lnλhµ > −4 0.045 111 176 4.0 2.1 3994 2953 8.8 16 3 1.0 4185 3227

based on 3D distributions of the variables QT , ρH = pH
T /(pm

T + pH
T + pτV

T ) and
ρτV = pτV

T /(pm
T + pH

T + pτV
T ) using samples of simulated τ− → h−(nπ0)ντ events

and νµ CC events from real data. The logarithm of the ratio between signal
and background likelihoods, lnλhµ, is shown in Fig. 4(a). The requirement
ln λhµ > −4 rejects 50% of the νµ CC background while keeping 80% of the
signal.

The signal, background, and data reduction from all selection criteria de-
scribed so far is given in Table 3 for both h− and h+ candidates.

6.3 Final background rejection and signal selection

In the third step we use kinematic criteria to reject residual backgrounds
(mainly from NC interactions). Five variables, QT , MT , pH

T , ρm = pm
T /(pm

T +
pτV

T +pH
T ), and yBj = pH/(pτV +pH) enter into the construction of approximate

multidimensional likelihood functions for signal and backgrounds. Each likeli-
hood function is itself the product of a 3D likelihood depending on QT , MT and
ρm with two likelihoods which depend on pH

T and yBj, respectively. The distri-
bution of the logarithm of the ratio between signal and background likelihoods,
ln λhkin, is shown in Fig. 4(b) for backgrounds and signal separately. Distribu-
tions of QT and ρm are shown in Figs. 4(c) and 4(d), respectively (these two
variables provide the highest rejection power against NC background).

Figure 4(e) shows the number of h− events above a given ln λhkin value for the
predicted background normalized to the total number of νµ CC interactions
in the data, and the number of events in the data. The signal box is defined
as ln λhkin > 7.

The corresponding distributions for h+ events are shown in Fig. 4(f). It can
be seen from Figs. 4(e) and 4(f) that the data agree with the predicted back-
ground outside the signal box for h−, and everywhere for h+. The number of
h± events found in the box is shown in Table 4, together with the background
contributions and with the signal efficiency. The latter has been increased by
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Table 4
Signal selection efficiency, background prediction, and numbers of observed events,
for h± events in the signal box. The ντ CC column shows the efficiency for the
inclusive one-prong hadronic decay of the τ− which has a total branching ratio
of 49.8%. In the νµ CC column, a small contribution from ν̄µ is included. The
backgrounds are normalized to the sample sizes of Sec. 3.

lnλhkin ντ CC νµ CC νµ NC νe CC ν̄e CC Bkgnd Sum Data

Charge – – + – + – + – + – + – +

> 7 0.0078 2.4 4.9 1.6 2.2 0.7 2.7 0.3 0.1 5.0± 1.2 9.9± 2.3 5 14

> 8 0.0064 1.4 3.4 1.4 0 0.6 2.2 0.3 0.1 3.7± 1.2 5.8± 1.4 4 8

> 9 0.0052 1.4 3.0 0.3 0 0.4 2.0 0.2 0.1 2.3± 0.8 5.1± 1.3 2 6

> 10 0.0048 1.3 3.0 0 0 0.4 1.9 0.2 0.1 1.8± 0.7 4.9± 1.3 0 6

> 11 0.0044 1.3 2.0 0 0 0.4 1.9 0.2 0.1 1.8± 0.7 3.9± 1.0 0 5

8% to take into account the efficiency of this analysis to the τ− → π−π+π−ντ

decay channel. The overlap between these events and those selected by the
analysis described in Sec. 8 is negligible.

As done in Sec. 5 for the τ− → e− channel, before opening the signal box we
divided it into sub-boxes, so that a more powerful statistical analysis could be
performed. We choose the ln λhkin intervals 7–9, 9–11 and >11. The numbers of
expected background and observed events in these intervals (which we denote
as sub-boxes I, II, and III) are listed in Table 7.

7 Exclusive τ− → ρ−ντ decays

The search for the exclusive decay τ− → ρ−ντ proceeds through the same three
steps: the selection of the ρ− candidate by reconstructing its decay into π−π0;
rejection of the background from CC interactions; final background rejection
and signal selection by kinematic criteria.

As usual, we also perform a search for ν̄µ → ν̄τ oscillations by applying the
same procedure to events with a selected ρ+ candidate.

7.1 Selection of the ρ± candidate

We search for the π± candidate from the decay chain τ± → ρ±ντ → π±π0ντ

among all primary charged particles with a momentum pπ > 2.5 GeV/c and
inconsistent with being an electron or a muon. We look for photons with
energy greater than 0.2 GeV among all photon-like neutral energy clusters in
the ECAL or reconstructed photon conversions in the DC. The mass of the
pion-photon pair, Mπγ , is required to be less than 1 GeV/c2. If more than one
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Fig. 4. Distributions from the search for τ− → h−(nπ0)ντ : (a) ln λhµ for νµ CC
background and for signal; (b) ln λhkin; (c) QT , after transformation to the metric
in which the signal density is uniform from 0 to 1; (d) ρm, after transformation to the
metric in which the signal density is uniform from 0 to 1; (e) the integrated number
of h− events above a given ln λhkin value for the predicted background and for the
data; and (f) the corresponding plot for the τ+ control search. The uncertainty on
the background predictions in (e) and (f) is similar to that of the data points.

π±γ pair is found, we select the most isolated one, defined to be the one which
minimizes the average p2

T of the remaining hadronic system with respect to
its own axis.

If a π±γ pair is found, we search for additional photons such that the two-
photon invariant mass, Mγγ , is consistent with the π0 mass (80 < Mγγ <
170 MeV/c2). If more than one additional photon is found, we choose the
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Table 5
The effect of τ− → ρ−ντ selection cuts on simulated signal events, on background
νµ CC, ν̄µ CC, νµ NC and νe CC events, and on the data. The ντ CC column shows
the τ− → ρ−ντ efficiency. The backgrounds are normalized to the data sample sizes
of Sec. 3. The sum of all 4 backgrounds is also shown, as is the effect of the cuts on
the positive control sample.

Sample ντ CC νµ CC ν̄µ CC νµ NC νe CC Bkgnd Sum Data

Charge – – + – + – + – + – + – +

LC6 0.057 90.7 31.4 11.6 1.7 195.2 295.5 11.4 19.8 308.9 ± 20.5 348.4 ± 26.8 309 376

LC5 0.043 51.3 20.2 7.5 1.5 75.5 114.2 9.7 16.4 144.0 ± 10.2 152.3 ± 11.3 144 180

LC4 0.036 16.6 16.8 2.7 0.7 39.6 60.0 8.3 15.2 67.2± 5.7 92.7± 6.7 65 111

LC3 0.020 2.4 6.2 0.7 0.2 7.6 11.5 2.5 7.6 13.2± 2.0 25.5± 2.2 12 35

LC2 0.017 1.6 4.4 0.5 0.2 5.2 7.9 2.0 5.6 9.3 + 2.1
− 1.5 18.1± 1.7 7 23

LC1 0.015 0.8 2.5 0.5 0.2 3.2 4.9 1.0 4.1 5.5 + 1.6
− 1.0 11.7± 1.3 6 14

SBC 0.014 0.8 2.2 0.5 0 2.8 4.3 0.9 3.7 5.0 + 1.7
− 0.9 10.2 + 1.4

− 1.1 5 13

one giving the three-body mass, Mπγγ , closest to the nominal ρ mass. If no
second photon is found and the first photon candidate is consistent with two
unresolved photons from π0 decay, we redefine the first photon candidate to
be a π0. The algorithm selects the correct ρ in 66% of the selected τ → ρ
events.

7.2 Rejection of background from CC interactions

The criteria used in this step are similar to those used to reject the background
from νµ, ν̄µ, νe, and ν̄e CC interactions when searching for νµ → ντ oscillations
in the inclusive one-prong hadronic decay channel of the τ (see Sec. 6.2). The
contribution from ν̄e CC interactions is found to be negligible and is ignored
in the next step of the analysis.

7.3 Final background rejection and signal selection

To define the signal region, we optimized a set of “signal box cuts” (SBC) on
kinematic variables (Evis, pH

T , pτV , MT , QT , QLep, φmH , φτVH) as well as on
the π± momentum pπ±, the π0 momentum pπ0, and Mππ0. An automated cut-
tuning procedure was applied to independent MC samples in order to define
the cut values which give optimal sensitivity. Using the same variables, we
define six sets of looser cuts, LC1 through LC6, such that LCi is tighter than
LCi+1. We checked the effect of these cuts on ρ− events outside the blind box.

Table 5 gives the estimated numbers of background events for ρ− and ρ+. Also
shown are the numbers of events found in the data. These numbers agree with
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the total predicted backgrounds for both ρ− and ρ+. In accordance with the
blind analysis procedure the signal box for ρ− events in the data was opened
as the very last step of the analysis. No sub-boxes are used in this case since
there is no significant variation of the signal-to-background ratio within the
box (see Table 7).

The τ− → ρ−ντ efficiency is 1.4%. The efficiency of this analysis to other one-
prong hadronic decays of the τ− is 0.4%. Among the decays satisfying all the
SBC, 8.4% are also selected by the analysis described in Sec. 6. These events
are counted only once when combining the various τ− decay channels (Sec. 9).
All these effects are combined into an effective efficiency of 1.6%, as listed in
Table 8.

8 Inclusive three-prong decays of the τ−

The search for inclusive three-prong decays of the τ− is optimized for the decay
τ− → π−π+π−ντ , but we obtain an appreciable efficiency for other three-prong
decays. Hence, all efficiencies for this mode are given with respect to the sum
of the relevant modes, which have a total branching ratio of 15.2%.

The τ− → π−π+π−ντ decay is dominated by the decay chain τ− → a−1 (1260) ντ

→ ρ0(770) π−ντ → π−π+π−ντ . Therefore, while the search proceeds similarly
to the search for τ− → h−(nπ0)ντ , there are important differences: 1) the
internal structure of the 3π system provides additional discriminating power;
2) the three pions have on average lower momentum than the single pion in
τ− → π−ντ , so it is less likely that there is muon-chamber evidence that the
“pions” are not muons; and 3) due to the high a1 mass, the ντ is on average
much less energetic, so missing transverse momentum is less of a signature.

After quality cuts, we reject events with muons identified by the muon stations,
or with fewer than four tracks associated with the primary vertex. Thus the
hadronic jet contains at least one track, after attribution of three hadrons to
the τ decay.

We first choose all three-hadron combinations to be considered as the τ sec-
ondaries (τV, with momentum ~p τV) by requiring that M3π < 1.6 GeV/c2,
where M3π is the invariant mass of the 3π system. We then choose the com-
bination with the highest value of a likelihood ratio constructed to select the
decay chain mentioned above. This likelihood is constructed from M3π (which
should be near the mass of the a1), the invariant masses of the two π+π−

combinations (one of which should be near the ρ mass), and the fraction of
the event energy which is carried by the 3π system. The algorithm selects the
correct three pions in 50% of all simulated τ → 3π events.
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We then construct a kinematic likelihood ratio, λ3π, to suppress the dominant
backgrounds: NC events, and CC events in which the lepton escapes particle
identification (typically by not reaching the relevant detectors). The ratio λ3π

contains the variables used to select the 3π system, as well as: functions of the
transverse angles φτVH and φmH ; the largest angle between one track in the
3π system and ~p τV ; and the angle between ~p τV and ~pH .

In order to reject CC interactions, one of the tracks must be selected as the
most likely one to be the lepton. This selection is made using an auxiliary
likelihood function constructed from the momentum components of the trial
lepton and its isolation from the rest of the event; it has an efficiency of 89%.
The isolation is quantified using a variable, RT , which is computed by first
defining the “transverse size” of a group of tracks as their average transverse-
momentum-squared with respect to their total momentum. For every track i
in the event, we calculate R

(i)
T , the ratio of the transverse size of all tracks

except i to the transverse size of all tracks. For both CC and NC events, R
(i)
T

is typically of order of unity except when i is the CC lepton, in which case
R

(i)
T is smaller.

The ratio λ3π provides reduction in CC background, by biasing against events
with the following CC characteristics: large p`

T for the lepton, small missing
transverse momentum pm

T , and trial lepton isolation. The magnitudes of p`
T

and pm
T are combined into the variable ρ` = p`

T /(pm
T + pothers

T + p`
T ), where

pothers
T is the pT of the system of tracks not including `.

Figure 5 contains histograms of the kinematic likelihood ratio lnλ3π for (a) the
τ− → π−π+π−ντ search and (b) the control search for τ+ → π+π−π+ν̄τ . For
each, we show the data superimposed on the MC prediction of the background.
The signal region (to which we were blind) is at ln λ3π > 8.8 in (a). In order to
remove residual νµ CC background, we apply a final lepton veto to the track
(of either charge) having the highest pT : the event is rejected if this track, if
a muon, would have a low probability to reach the muon chambers. We also
include in the lepton veto a cut against all events which have a primary track
identified as an electron.

Following the final lepton veto, we observe 5 events in the 1995-96 data, com-
pared to a background prediction of 6.5± 1.1, consistent with no oscillations.
The corresponding analysis of the 1997 data is not yet complete.

Table 6 summarizes the effect of the main cuts on the data and various MC
samples. The search for τ+ shows good agreement between data and back-
ground expectations. In the τ+ search, we still use the likelihood to reject the
dominant negative leptons from CC events (just as in the τ− search), and in
fact the last survivors among MC events are νµ CC. Hence the τ+ data-MC
agreement is quite relevant to the τ− search. Since there is no significant vari-
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Fig. 5. Histogram of the kinematic likelihood ratio lnλ3π, prior to the final lep-
ton veto, for (a) the τ− → π−π+π−ντ search and (b) the control search for
τ+ → π+π−π+ν̄τ , for MC (solid histograms) and data (with error bars). The addi-
tional curve in (a) is the smoothed signal MC. The histograms after the final lepton
veto are just as consistent, but with less statistics.

Table 6
The effect of τ− → π−π+π−ντ selection cuts on simulated signal events, on various
background samples, and on the 1995-96 data. The ντ CC column shows efficiency
with respect to the inclusive three-prong sample having a total branching ratio
of 15.2%. The backgrounds are normalized to the event samples expected in the
1995-96 data. The effect of the cuts on the positive control sample is also shown.

Sample ντ CC νµ CC ν̄µ CC νµ NC νe CC ν̄e CC Data

Charge – – + – + – + – + – + – +

Preselection 0.573 24969 30029 220 234 45416 39031 1098 1828 146 126 66597 79001

lnλ3π > 8.8 0.038 7.0 18 0.8 0.2 4.9 2.5 4.1 12 1.1 0.7 14 30

Lepton veto 0.029 2.9 8.6 0.3 0.1 2.4 1.9 0.8 2.8 0.1 0.1 5 14

ation of the signal-to-background ratio within the box, no sub-boxes are used
in this case.

The results for all hadronic decays of the τ− are summarized in Table 7.
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Table 7
Events remaining in the signal region from the τ− → hadrons + ντ searches (total
background and data). Nmax

τ is described in Sec. 9; it is the number of τ− events
expected if the νµ → ντ oscillation probability were unity.

Decay Channel Sub-box # Total background Data Nmax
τ

τ → h(nπ0) I 2.7± 0.9 3 564

II 0.5± 0.5 2 200

III 1.8± 0.7 0 963

τ → ρ – 5.0 + 1.7
− 0.9 5 1891

τ → 3π(π0) – 6.5± 1.1 5 1180

Table 8
Summary of backgrounds and efficiencies for all analyses described here (DIS) and
for the analysis of low-multiplicity (LM) events reported in [1]. The column τ− sum-
marizes the observed number of τ− candidate events (Obs.) and the corresponding
predicted background (Est. Bkgnd) for each channel. The column τ+ contains the
equivalent numbers for “wrong sign” candidates. The corresponding τ− selection
efficiencies (ε) and τ branching ratios (Br) are also listed. Finally, the maximum
number of expected signal events (Nmax

τ ), as computed from Eq. (1), is indicated
for each channel.

τ− τ+

Analysis Obs. Est. Bkgnd Obs. Est. Bkgnd ε(%) Br(%) Nmax
τ

τ → e DIS 5 6.3 + 1.6
− 1.0 7 7.4± 3.1 3.5 17.8 2818

τ → h(nπ0) DIS 5 5.0 ± 1.2 14 9.9± 2.3 0.78 49.8 1727

τ → ρ DIS 5 5.0 + 1.7
− 0.9 13 10.2 + 1.4

− 1.1 1.6 25.3 1891

τ → 3π(π0) DIS 5 6.5 ± 1.1 14 13.5 ± 1.4 2.9 15.2 1180

τ → e LM 0 0.5 + 0.6
− 0.2 1 1.1± 0.7 3.4 17.8 218

τ → π(π0) LM 1 0.1 + 0.3
− 0.1 6 8.8± 3.5 1.5 37.3 198

τ → 3π(π0) LM 0 0.4 + 0.6
− 0.4 14 11± 4 2.0 15.2 108

9 The limit for νµ → ντ oscillations

We express the result of the measurements described above as a frequentist
confidence interval [13] by optimally combining the measurements for each
channel, taking into account the number of observed signal events, the ex-
pected background and its uncertainty, and the number of expected signal
events if the oscillation probability were unity. This last quantity is given by

Nmax
τ = Nobs

µ × (στ/σµ)× Br × (ετ/εµ), (1)
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where:

• Nobs
µ is the observed number of νµ CC interactions corresponding to the

conditions of the analysis in question.
• ετ and εµ are the detection efficiencies for τ signal events and νµ CC normal-

ization events. The cuts used to select Nobs
µ , and hence also εµ, vary from

channel to channel in order to reduce systematic errors in the ratio ετ/εµ

for that channel.
• (στ/σµ) is the suppression factor of the ντ cross section due to the difference

between the τ and µ masses. It is calculated to be 0.48 for the analyses
described in this paper.

• Br is the branching ratio for the τ decay channel in question.

These quantities are summarized in Table 8, which includes the published
results from the analysis of low-multiplicity events in the 1995 data [1], selected
by requiring pH < 1.5 GeV/c.

The systematic uncertainty on Nmax
τ is estimated to be 10%, resulting mostly

from the uncertainty on the efficiency calculations [15].

To construct the confidence region, we wish to exploit optimally the fact that
results from different τ decay modes and sub-boxes have different ratios of
Nmax

τ to background. We therefore treat each analysis and each sub-box as
a “bin” in the spirit of Eq. (5.6) of Ref. [13]. However, the mean expected
backgrounds have uncertainties resulting from the limited statistics of the
MC and DS samples. To account for these, we replace the likelihood ratio in
Eq. (5.4) of Ref. [13] with a generalized approximate 2 form [16]

R =
P (x|µ +

ˆ̂
β)P (b| ˆ̂β)

P (x|µbest + β̂)P (b|β̂)
(2)

where:

• P (y|z) denotes the probability to measure y given the true value z,
• µ and β are the unknown true values of the signal and background param-

eters,
• x and b are measurements of µ + β and β respectively (in our case, b is

determined from a MC and DS “experiment” with finite statistics),
• µbest and β̂ are the values of µ and β which maximize the denominator, and

• ˆ̂
β is chosen to maximize the numerator depending on µ.

Tables 2, 7 and 8 do not include an additional systematic error on the back-
ground prediction (primarily due to residual uncertainties in the DS correc-

2 We checked that this approximation still provides frequentist coverage in our case.
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tion), which we estimate to be 20%. Since the different τ decay modes are
dominated by different background sources, this error is only mildly correlated
between modes. We therefore combine it in quadrature with the statistical er-
rors. Its effect on the combined limit is negligible.

The resulting 90% C.L. upper limit on the two-generation oscillation proba-
bility is

Posc(νµ → ντ ) < 0.6× 10−3, (3)

which corresponds to sin2 2θµτ < 1.2×10−3 for large ∆m2 and to the exclusion
region in the ∆m2− sin2 2θ plane shown in Fig. 6. This is an improvement by
a factor of 3.5 on our previous result [1].

The sensitivity of the experiment (defined in Sec. 4.2) is Posc = 1.0 × 10−3;
this is higher than the quoted confidence limit, since the number of observed
events is fewer than the estimated background. In the absence of signal events,
the probability to obtain an upper limit of 0.6 × 10−3 or lower is 28%. The
sensitivity would have been worse by about 30% in the case of a single bin
analysis (summing all channels) and is made worse by about 10% by the
presence of the background uncertainty.

10 Conclusion

Using events with DIS topology from the 1995, 1996, and 1997 NOMAD data
sets, combined with the previously reported analyses of the low-multiplicity
1995 events, we have excluded a region of oscillation parameters which limits
(at 90% C.L.) sin2 2θµτ at high ∆m2 to values less than 1.2× 10−3, and which
limits ∆m2 to values less than ∆m2 < 1.2 eV2/c4 at sin2 2θµτ = 1. We expect
to improve the sensitivity by adding more data, primarily low-multiplicity
events from 1996-97 and data of all topologies from the recently completed
1998 run (the final run for NOMAD).
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