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Abstract

We report on a study of single W boson production in a data sample collected

by the L3 detector at centre-of-mass energies from 130 to 183 GeV. The signal

consists of large missing energy �nal states with a single energetic lepton or two

hadronic jets. The measured cross sections at �ve di�erent centre-of-mass energies

are consistent with the Standard Model expectations. The following limits on the

anomalous WW
 gauge couplings are derived at 95% CL: �0:46 < ��
 < 0:57 and

�0:86 < �
 < 0:75.
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1 Introduction

Precision measurements of the trilinear gauge boson couplings constitute critical tests of the

Standard Model [1]. Extensive studies of the anomalous W couplings have been carried out in

recent years by experiments at the Tevatron [2, 3] and at LEP [4, 5]. These studies focused so

far on pair production of vector gauge bosons { WW, WZ and W
.

The L3 experiment explored for the �rst time [6] another approach for studying the anoma-

lous electromagnetic couplings of the W bosons by measuring the cross section of single W

production 1)

e+e� ! e+�eW
� (1)

This process is a clean test of the WW
 vertex. The deviation of the gauge boson couplings

from their Standard Model values is usually described in terms of �ve parameters: �gZ1 , ��Z,

��
 , �Z and �
. The cross section of process (1) is shown in reference [7] to depend only on the

parameters ��
 and �
 . Any non-zero value of these parameters, if observed, would indicate

that W bosons have internal structure.

The cross section of process (1) is expected to be small at LEP2 energies { of the order

0.5 pb [7]. However, despite the low statistics, this process is a sensitive probe of new physics

beyond the Standard Model. A speci�c feature of single W production is a �nal-state positron

(electron) produced at very low polar angle and therefore not detected, whereas the associated

neutrino may carry a considerable transverse momentum. Thus the signature of this process

is large transverse missing energy and either a single energetic lepton, if the W boson decays

into lepton and neutrino, or two hadronic jets in case of hadronic W decays. This process

constitutes a background to searches for new physics beyond the Standard Model with missing

energy signatures .

In this paper we present a study of the process e+e� ! e+�eW
� at centre-of-mass energies

130 GeV � p
s � 183 GeV using both leptonic and hadronic decays of W bosons.

2 Data and Monte Carlo Samples

The data were collected by the L3 detector [8] at LEP from 1995 to 1997. The integrated

luminosities are 6.1 pb�1, 6.0 pb�1, 10.9 pb�1, 10.2 pb�1 and 55.3 pb�1 at the centre-of-mass

energies 130 GeV, 136 GeV, 161 GeV, 172 GeV and 183 GeV, respectively.

For the e�ciency studies a sample of e+e� ! e+�ef f
0 events was generated using the GRC4F

[9] and EXCALIBUR [10] Monte Carlo generators. For the background studies the following

Monte Carlo programs were used: KORALZ [11] (e+e� ! �+��(
); �+��(
)), KORALW [12]

(e+e� ! W+W� ! f f 0f f 0), BHAGENE3 [13] (e+e� ! e+e�(
)), TEEGG [14] (e+e� !
e+e�
), PYTHIA [15] (e+e� ! q �q(
), e+e� ! ZZ), PYTHIA and PHOJET [16] (e+e� !
e+e�e+e�; e+e��+��; e+e��+��, e+e�q �q), EXCALIBUR and GRC4F (e+e� ! f f 0f f 0).

The Monte Carlo events are simulated in the L3 detector using the GEANT 3.15 program

[17], which takes into account the e�ects of energy loss, multiple scattering and showering in

the detector. The GHEISHA program [18] is used to simulate hadronic interactions in the

detector. The number of simulated background events for the most important background

channels corresponds to at least 100 times the collected luminosity.

1)The charge conjugate reactions are understood to be included throughout the paper.
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3 Analysis Procedures

In the analysis described below, the signal is de�ned as e+e� ! e+�e f f
0 events that satisfy the

following phase space requirements [6]:

j cos �e+ j > 0:997

min(Ef ; Ef0) > 15 GeV (2)

j cos �e� j < 0:75; for e
+�ee

�

��e events only ;

where �e+ (�e�) is the polar angle of the outgoing positron (electron), and Ef and Ef0 are the

fermion energies. The e+e� ! e+�e f f
0 events that do not satisfy these conditions predominantly

consist of W pair production.

Inside this region of phase space the single W production dominates since it peaks strongly

at j cos �e+ j � 1. On average it accounts for 90% of all events in this region, the remaining

10% being mostly non-resonant �nal states. The purity depends slightly on the centre-of-mass

energy. For the e+�e e
���e �nal states the purity is lower than for other signal �nal states, it

amounts to 75% on average.

There are two distinct signatures for the signal events: single leptons, e+�eW
� ! e+�e`

���` ,

and acoplanar jet pairs, e+�eW
� ! e+�eq q

0. Each analysis channel requires its own optimised

selection criteria. For all leptonic channels cut-based analyses are used, similar to those de-

scribed in our previous publication [6]. For the hadronic channel a neural network analysis is

implemented. In the neural network analysis nine event variables are combined using a feed-

forward neural network [19], with one hidden layer and one output node. The neural network

output spectrum is used for the �nal di�erentiation between the signal and the background.

The background to process (1) is dominated by the four-fermion �nal states `���`f f
0 from

W-pair production. This contribution also depends on anomalous trilinear couplings. The use

of the normalisation of this background as an additional constraint leads to an increase in the

sensitivity of our data to anomalous couplings and allows to perform a simultaneous variation

of both �
 and ��
 couplings in the �t.

3.1 Leptonic Final States

A distinct feature of the process e+e� ! e+�eW
�, W� ! `���` is a high-energy lepton from W

decay with no other signi�cant activity in the detector.

Events with one charged lepton (electron, muon or tau) with an energy of at least 15 GeV

are selected. The lepton identi�cation is based on the energy distribution in the electromagnetic

and hadron calorimeters with respect to the trajectory of charged tracks. Events containing

tracks that do not belong to the lepton are rejected. The visible energy, Evis, is calculated

as the sum of the lepton energy, E`, and the energies of all neutral clusters in the event. The

ratio E`=Evis for events preselected as described above is shown in Figure 1a for the single muon

selection at 183 GeV. The requirement E`=Evis > 0:92 suppresses background from two-fermion

production e+e� ! `+`�(
). In addition, the energy in the 0.44 rad azimuthal angle sector

around the missing energy direction must be below 1 GeV. For the single electron �nal states,

the polar angle is required to be j cos �ej < 0:7 and the electron energy must exceed 20 GeV.

These additional requirements reduce the contribution from Bhabha and Compton scattering

and from the process e+e� ! e+e���� where the e+e� pair originates from a low-mass virtual

photon.
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The energy deposition in the forward calorimeters, EFB, must be smaller than 60 GeV

(Figure 1b) in order to suppress background from two-fermion processes, e+e� ! `+`�(
), and

two-photon interactions, e+e� ! e+e�f f 0. This criterion is signi�cantly relaxed compared to

our published analysis [6] as it was found that the sample purity does not depend on the cut

value in the range from 15 GeV to 60 GeV. The �nal muon energy spectrum at 183 GeV is

shown in Figure 1c together with the Monte Carlo expectations for the signal and background.

The number of observed events, the signal and background expectations at di�erent centre-

of-mass energies are presented in Table 1 for all the leptonic channels. There is good agreement

between the data and the Standard Model expectations. The expected signal fraction in the

selected single lepton samples is typically 50-70% at all centre-of-mass energies. The signal

e�ciency ranges from 25% for the tau channel to 65-70% for the electron and muon chan-

nels. The new selection criteria are used to analyse all the data. The candidates from the

161 GeV and 172 GeV data samples reported in our previous publication are still selected and

the signal e�ciencies and the background estimates are fully compatible with those reported

in reference [6].

3.2 Hadronic Final States

The selection of candidates for the process e+e� ! e+�eW
�, W� ! q q0 is based on the

following requirements: two acoplanar hadronic jets, no leptons, and large missing transverse

energy.

High multiplicity hadronic events with at least �ve charged tracks are selected with large

energy deposition in the electromagnetic calorimeter, EECAL > 10 GeV, and large total visible

energy, Evis > 60 GeV. All energy clusters in the event are combined to form two hadronic jets

using the DURHAM algorithm [20]. The invariant mass of the two jets must be in the range

40 GeV < Mvis < 120 GeV. The energy in the forward luminosity calorimeters is required

to be smaller than 60 GeV. These cuts reduce contributions from the purely leptonic �nal

states e+e� ! e+e�(
); �+��(
); �+��(
) and two-photon interactions e+e� ! e+e�q�q while

keeping a signi�cant fraction of hadronic events from e+e� ! Z(
), e+e� ! W+W� and

e+e� ! ZZ.

To reject events from the two-fermion production process e+e� ! q�q(
) the transverse

missing energy is required to exceed 15 GeV. The missing momentum vector must point at

least 0.30 rad away from the beam axis and the energy in the 0.44 rad azimuthal sector around

its direction must be below 20 GeV. In addition, the opening angle between the two jets in the

plane perpendicular to the beam direction must not exceed 3.0 rad.

Events containing identi�ed leptons with energy greater than 20 GeV are rejected in order

to suppress the remaining background from e+e� !W+W� where one of the W bosons decays

into leptons. Three jets are formed for every remaining event using the DURHAM algorithm.

The stereo angle, 
, de�ned by the directions of these jets is required to be smaller than 5.5 rad.

In addition, the distance scale parameter of the JADE algorithm [21] for which the number of

jets in the event changes from two to three must not exceed 0.06, and the respective parameter

for resolving three jets to four must be smaller than 0.015.

The number of observed events, the signal and background expectations at di�erent centre-

of-mass energies are presented in Table 1. The number of observed events is consistent with

the Standard Model predictions. The signal e�ciency ranges from 40% to 60% at low and

high centre-of-mass energies, respectively. The expected signal fraction in the selected samples

varies from 50% at
p
s = 130 � 136 GeV to 15% at

p
s = 172 � 183 GeV. This behaviour is
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due to the fast rise of the WW cross section. The invariant mass distribution for the selected

events at
p
s = 183 GeV is shown in Figure 2a.

To di�erentiate further between the signal and the WW background, the discriminant vari-

able NNout is constructed using a neural network approach. The inputs to the neural network

include event shape variables, the event invariant mass, the masses of the two jets, the total

missing momentum and the stereo angle 
. The use of the neural network permits to increase

the signal fraction in the selected samples at
p
s = 172 � 183 GeV to approximately 60% for

large neural network output values, as demonstrated in Figure 2b. The neural network results

at
p
s = 161 � 172 GeV are consistent with our previous publication [6]. They improve and

supersede the previous results. At
p
s = 130� 136 GeV the contribution of WW background

is small. Therefore, at these energies a cut-based approach is used similar to the one from our

previous publication [6].

As a cross-check of neural network performance a �t of the WW cross section is performed

at
p
s = 183 GeV, �xing the single W contribution to the Monte Carlo prediction. The �t

result is �WW = 15:9+2:4
�2:2 pb, in good agreement with the Standard Model expectation.

4 Systematic Errors

The dominant systematic error of the present analysis arises from the uncertainty in the signal

modelling. It is found to be 5-10% comparing the signal e�ciencies estimated using the two

Monte Carlo generators, GRC4F and EXCALIBUR. This discrepancy is treated as a systematic

error fully correlated between all the selection channels.

The systematic error on the expected number of background events is essentially due to the

limited Monte Carlo statistics, with smaller contributions from the uncertainties on the cross

sections and the selection e�ciency for the background processes. The overall error on the

number of background events in the individual channels varies from 5-6% at
p
s = 183 GeV to

30-60% at
p
s = 130 GeV, where the number of expected events in the single lepton channels

is of the order 0.1. However, these uncertainties are uncorrelated among individual channels

and di�erent centre-of-mass energies and therefore have negligible impact on the �nal results.

5 Results

The total cross section of all signal processes is determined from a binned maximum-likelihood

�t to the energy spectra of leptons and the neural network output distributions for hadrons.

Examples of these distributions are presented in Figures 1c and 2b. The background shapes

and normalisations are �xed to the Monte Carlo predictions. The measured signal cross section,

�(e+e� ! e�eW), corresponds to that of the process e+e� ! e�ef f
0, where f f 0 denotes a sum

of `�` and q q0 �nal states satisfying the phase space conditions (2). The energy dependence of

�(e+e� ! e�eW) is assumed to be as predicted by GRC4F, and the only free parameter in the

�t is the cross section at
p
s = 183 GeV. It is found to be

�(e+e� ! e�eW) = 0:62+0:19
� 0:18 (stat:)� 0:04 (syst:) pb (3)

in agreement with the Standard Model expectation of 0.50 pb as obtained with GRC4F. The

existence of single W production is established at a con�dence level that exceeds 99.9%.
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Cross sections at each centre-of-mass energy are determined from similar �ts that use only

the corresponding data samples. The cross section dependence on the centre-of-mass energy

agrees well with the Standard Model predictions as shown in Figure 3 and Table 2.

Limits on the anomalous electromagnetic couplings, ��
 and �
, are determined from a

binned maximum-likelihood �t similar to the one used for the cross section determination. In

the �t each Monte Carlo event is assigned a weight that depends on the event kinematics and

anomalous couplings. The dependence of the background processes on the anomalous couplings

is also taken into account. The weight is calculated using the EXCALIBUR matrix element

with additional constraints on the anomalous couplings �gZ1 , ��Z and �Z arising from the

SU(2) � U(1) gauge invariance: ��Z = �gZ1 � tan2 �w ���
 and �Z = �
. These constraints

a�ect only the background contributions, as the signal process depends on �
 and ��
 only.

The general analysis of �gZ1 , �
 and ��
 can only be done with full consideration of the W-pair

production. In the present analysis we assume that the anomalous weak charge of the W bosons

is zero, �gZ1 = 0, and focus on the electromagnetic properties of W bosons.

The dominant systematic error arises from the di�erence in the signal e�ciency estimated

using the two Monte Carlo generators, GRC4F and EXCALIBUR. This uncertainty is found

to be 5-10% depending on the centre-of-mass energy. It is assumed to be Gaussian and fully

correlated between individual selection channels. The likelihood function is convoluted with

this Gaussian in the �t.

Both �
 and ��
 are varied freely in the �t that yields ��
 = 0:06+0:27
�0:26 and �
 = �0:48+0:44

�0:21,

consistent with the absence of anomalous contribution to WW
 couplings 2). The correlation

between these two parameters in the �t is found to be 0.26. The behaviour of the log-likelihood

function in the vicinity of its minimum is presented in Figure 4. For comparison, the individual

contributions to the log-likelihood function from the signal and the background events are also

calculated by �xing one of the two expectations to the corresponding Standard Model prediction

(Figure 4). It follows from this comparison that most of the sensitivity of the present analysis

to ��
 is due to process (1), whereas the sensitivity to �
 is shared approximately equally

between the single W and the W pair production.

The limits on the deviations of these couplings from the Standard Model values are set at

95% con�dence level to:

�0:46 < ��
 < 0:57 (4)

�0:86 < �
 < 0:75

These limits represent a considerable improvement in the sensitivity to the anomalous cou-

plings �
 and ��
 compared to our previous publications [4, 6]. The 68% and 95% con�dence

level contours are presented in Figure 5. These limits are among the most stringent presently

available [2{5].
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Table 1: The number of expected events from signal and background and the number of selected

data events at di�erent centre-of-mass energies. The background expectations are split into two

categories: processes that do not depend on the anomalous couplings (Background 1) and those

that do (Background 2).

Final state Background 1 Background 2 Signal Total expected Datap
s = 130 GeV, Lint = 6:1pb�1

e+�ee
���e 0.02 0.01 0.03 0.06 0

e+�e�
���� 0.03 0.01 0.05 0.09 0

e+�e�
���� 0.03 0.01 0.02 0.05 0

e+�eq q
0 0.07 0.03 0.12 0.22 0p

s = 136 GeV, Lint = 6:0pb�1

e+�ee
���e 0.05 0.01 0.06 0.11 0

e+�e�
���� 0.03 0.01 0.06 0.10 0

e+�e�
���� 0.03 0.01 0.02 0.06 0

e+�eq q
0 0.21 0.07 0.24 0.51 1p

s = 161 GeV, Lint = 10:9pb�1

e+�ee
���e 0.19 0.03 0.22 0.45 1

e+�e�
���� 0.05 0.03 0.21 0.29 0

e+�e�
���� 0.04 0.01 0.07 0.12 0

e+�eq q
0 3.65 1.88 1.10 6.63 7p

s = 172 GeV, Lint = 10:2pb�1

e+�ee
���e 0.20 0.06 0.32 0.58 0

e+�e�
���� 0.05 0.05 0.26 0.36 0

e+�e�
���� 0.03 0.03 0.10 0.16 1

e+�eq q
0 1.42 8.68 1.50 11.60 15p

s = 183 GeV, Lint = 55:3pb�1

e+�ee
���e 1.49 0.55 2.05 4.09 5

e+�e�
���� 0.31 0.41 1.92 2.65 3

e+�e�
���� 0.19 0.16 0.65 1.00 2

e+�eq q
0 6.58 65.98 11.76 84.32 86

Table 2: The measured cross section values at di�erent centre-of-mass energies together with

their statistical and systematic errors. The absence of the negative-side statistical error at

130 GeV and 136 GeV indicate that zero signal cross section is not excluded at 68% con�dence

level.
p
s ( GeV) �e+�eW� (pb) ��

pos
stat (pb) ��

neg
stat (pb) ��syst (pb)

130 0.00 +0.22 � 0.02

136 0.21 +0.50 � 0.02

161 0.46 +0.47 �0:35 0.04

172 0.60 +0.59 �0:44 0.04

183 0.62 +0.22 �0:19 0.04

11



Data
eνeµνµ
background

a)

Eµ/Evis

E
ve

nt
s/

0.
05

b)

EFB (GeV)

E
ve

nt
s/

10
 G

eV

c)

Eµ (GeV)

E
ve

nt
s/

5 
G

eV

10
-2

10
-1

1

0.2 0.4 0.6 0.8 1

10
-2

10
-1

1

0 20 40 60 80 100

10
-2

10
-1

1

20 40 60 80 100

Figure 1: The distributions of the preselected single muon candidates at
p
s = 183 GeV: (a)

the ratio E�=Evis, (b) the energy depositions in the forward-backward luminosity calorimeters

and (c) the muon energy spectrum. The dots are data, the open areas correspond to the

contribution of e+�e�
���� �nal states and the hatched histograms represent the background.

The arrows in (a) and (b) indicate the corresponding values of the applied cuts.
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Figure 2: (a) The jet-jet invariant mass spectrum and (b) the neural network output distribution

for the selected hadronic events at
p
s = 183 GeV. The dots are data, the hatched histograms

represent the backgrounds and the open histograms show the expected signal from e+�eq q
0

�nal states.
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Figure 3: The measured cross section of single W production as a function of the centre-of-

mass energy. Each point represents the most likely cross section value at a given centre-of-mass

energy. The error bars correspond to the 68% con�dence intervals obtained from the cross

section �t. The solid and dashed lines show predictions of the GRC4F and EXCALIBUR

Monte Carlo programs, respectively.
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Figure 4: The dependence of the log-likelihood function, � log(L), on the anomalous couplings

(a) ��
 and (b) �
 in the vicinity of its minimum. For comparison, the individual contributions

of the signal and the WW background are also shown.
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Figure 5: The contours corresponding to 68% and 95% con�dence level in the ��
 � �
 plane.
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