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Abstract

A measurement of the � lepton polarization and its forward-backward asymmetry at
the Z0 resonance using the OPAL detector is described. The measurement is based on
analyses of �!��� , �!�(K)�� , �!e��e�� , �!������ , and �!a1�� decays from a sample of
89 075 e+e�!�+�� candidates corresponding to an integrated luminosity of 117 pb�1.
Assuming that the � lepton decays according to V�A theory, we measure the average
� polarization at

p
s=MZ to be hP� i = (�13:0 � 0:9 � 0:9)% and the � polarization

forward-backward asymmetry to be AFB

pol
= (�9:4� 1:0� 0:4)%, where the �rst error is

statistical and the second systematic. These results are consistent with the hypothesis of
lepton universality and, when combined, can be expressed as a measurement of sin2 �lepte� =
0:2334� 0:0012 within the context of the Standard Model.

to be submitted to Z. Phys.
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1 Introduction

Parity violation in the weak neutral current results in a polarization of �nal-state fermion�anti-
fermion pairs produced in Z0 decay with the � lepton being the only fundamental fermion whose

polarization is experimentally accessible using the detectors at the LEP e+e� collider. The �

polarization, P� , is given by P� � (�R��L)=(�R+�L), where �L(R) represents the cross section
for producing left(right)-handed �� leptons1. Furthermore, the inequality of the Z0 coupling

to left-handed and right-handed initial-state electrons results in a polarization of the Z0 itself,

which can be determined by measuring the angular dependence of P� . For the unpolarized e+e�

beams at LEP the dependence of P� on the angle ��� between the e� beam and the �nal-state

��, assuming vector and axial-vector couplings, can be expressed to lowest order as:

P� (cos ���) =
hP� i (1 + cos2 ���) +

8
3
AFB
pol cos ���

(1 + cos2 ���) +
8
3
AFB cos ���

; (1)

where hP� i is the average � polarization, AFB
pol is the forward-backward polarization asymmetry,

which gives the average polarization of the Z0, and AFB is the forward-backward asymmetry of

the � -pairs [1]. The forward-backward polarization asymmetry is given by

AFB
pol �

�R(cos ��� > 0) � �L(cos ��� > 0)� �R(cos ��� < 0) + �L(cos ��� < 0)

�R + �L
:

Within the Standard Model, the measurement of hP� i is directly related to the ratio of the
neutral current vector to axial-vector coupling constants for � leptons and that of AFB

pol to
the ratio of the coupling constants for electrons [1] as described in section 6. Consequently,
these measurements provide not only a determination of sin2 �lepte� , where �lepte� is the e�ective
electroweak mixing angle for leptons, but also test the hypothesis of lepton universality in the

neutral current.
This paper describes a measurement of hP� i and AFB

pol using the data collected with the
OPAL detector at LEP during the period 1990-1994 which corresponds to an integrated lumi-
nosity of 117 pb�1. It is based on a sample of 89 075 e+e�!�+�� candidate events contained
within the central region of the detector. The OPAL detector consists of a magnetic spectrome-

ter embedded in electromagnetic (ECAL) and hadronic (HCAL) calorimeters which in turn are
surrounded by muon detectors. The detector covers nearly the full solid angle and is described
in detail elsewhere [2]. Most of the selected events (90%) were recorded with the centre-of-mass

energy (
p
s) at the peak of the Z0 resonance and the remainder, referred to as `o�-peak data',

recorded at several distinct
p
s values within 3 GeV above and below the peak.

The �!��� , �!�(K)�� , �!e��e�� , �!������ and the three-prong �!a1�� decays, repre-
senting a combined branching fraction of 83%, are identi�ed and their kinematic properties

used to measure the polarization. These new results supersede the measurements reported in
reference [3], which were based on an analysis of the 1990-1992 OPAL data sample and did

not include the �!a1�� decay channel. The selection criteria for all other channels except the
�!������ channel have been improved in order to reduce the statistical and systematic errors.

The �ve decay modes do not all have the same sensitivity to the � polarization. The
�!�(K)�� mode has a large sensitivity because it is a two body decay involving a spinless par-

ticle, whereas the �!e��e�� and �!������ modes have substantially lower sensitivities because

1By convention, P� = P�� . Note that since, to a very good approximation, the �� and �+ have opposite
helicities at LEP, P�� = �P�+ .
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the � decays to three fermions, two of which are undetected neutrinos. The �!��� and �!a1��
decays have reduced sensitivity because they involve spin-1 particles. Much of this sensitivity

reduction can be regained by using those kinematic properties of the � and a1 decays which are

related to the parent's spin orientation. The maximum sensitivity for each decay mode, de�ned

as
p
N=� where � is the statistical error on the polarization measurement using N events, is

given in table 1 which assumes that all the available information in the decay is used with

full e�ciency2. A measure of the weight with which a given decay mode ideally contributes to

the overall measurement of the polarization is given by that decay mode's sensitivity squared

multiplied by its branching ratio. Normalized ideal weights, which are calculated assuming

maximum sensitivity and perfect identi�cation e�ciency, for each decay mode are also given

in table 1. As can be seen, the �!��� and �!�(K)�� channels are expected to dominate the

combined polarization measurement. The actual sensitivity achieved in the experiment for the

selected event sample is degraded because of ine�ciencies in the process of selecting a sample

of decays and by the presence of background in the sample.

The extraction of hP� i and AFB
pol is performed using a global maximum likelihood �t where

the data are described by linear combinations of positive and negative helicity distributions in

observables appropriate to each � decay channel and in the �� scattering angle, ���. These

distributions are obtained fromMonte Carlo simulation. For those events in which both � decays
have been classi�ed, the analysis explicitly takes into account the �+{�� longitudinal spin
correlation and, in so doing, also accounts for experimental correlations between the polarization

observables introduced by the � -pair selection and decay mode identi�cation criteria. The
approach is similar to the global �t described in our previous work [3] and has been extended
to include all �ve decay modes.

�!��� �!�(K)�� �!e��e�� �!������ �!a1��
a�1!���+��

Branching ratio 0.25 0.12 0.18 0.17 0.09
Maximum sensitivity 0.49 0.58 0.22 0.22 0.45
Normalized ideal weight 0.44 0.30 0.06 0.06 0.13

Table 1: The branching ratios, maximum sensitivity and normalized ideal weight for the �ve
decay modes used in the analysis. The ideal weight is calculated as the product of the branching
ratio and the square of the maximum sensitivity. Presented in the last line of the table is the

ideal weight for each channel divided by the sum of the ideal weights of the �ve channels.

2 Selection of Tau Decays

At the �rst stage of the analysis, a sample of e+e�!�+�� candidates is selected from which

�!��� , �!�(K)�� , �!e��e�� , �!������ and the three-prong �!a1�� decays are identi�ed.
The � -pair sample is selected using the criteria described in our earlier publications [3, 5]. The

general strategy is to identify events characterized by a pair of back-to-back, narrow jets with

2Note that if information from the � direction is available, as discussed in [4], then the sensitivity of the
�!a1�� channel can be further improved compared to the �gures quoted here.
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low particle multiplicity (� -jet). If the recorded energy is small, the events are required to

have unbalanced transverse momentum in order to remove two-photon events. Events with

high measured energy which are consistent with being e+e�!e+e� or e+e�!�+�� are also

removed. The polar angle of each � -jet with respect to the direction of the e� beam, �jet, is

determined using charged tracks and clusters of deposited energy in the ECAL. Events are

selected if the average of j cos �jetj for the two jets, j cos �jetj, is less than 0.68. Using this

selection, a sample of 89 075 events is obtained.

The contributions to the selected events from various physics processes are estimated using a

number of Monte Carlo data samples. The e+e�!�+�� signal and e+e�!�+�� background are

both modelled using the KORALZ Monte Carlo generator [6] and the e+e�!e+e� background

is estimated using the BABAMC generator [7]. The residual multihadronic background is sim-

ulated using the JETSET Monte Carlo [8] with parameters tuned to �t the global event shape

distributions of OPAL multihadron data [9]. Contributions from non-resonant t-channel two-

photon processes are estimated using the generator described in reference [10]. The response

of the OPAL detector to the generated particles in each case is modelled using a simulation

program [11] based on the GEANT [12] package. In all cases, the Monte Carlo and real data are

treated in an identical manner. Using these Monte Carlo samples, the e+e�!�+�� selection

e�ciency is estimated to be 54% (93% within the polar angle acceptance) with a purity of
98.3%.

2.1 �!��� identi�cation

Approximately 25% of � leptons decay to a � neutrino and a � meson, which subsequently
decays almost exclusively to a charged and neutral pion. Consequently, the signature of these
�!��� decays is the presence of a single charged hadron track accompanied by energy deposition

in the ECAL, consistent with �0 decay to two photons, and by a hadronic shower from the
charged hadron. A clustering algorithm [13] optimized for �0 �nding in the � environment is
used to identify �0 candidates. When there is only one cluster present in the � -jet which is
not associated with the charged track (referred to as a `neutral cluster'), then it is identi�ed
as a �0 if the cluster energy is more than 1 GeV. If there are two neutral clusters present,

then the pair is identi�ed as a �0 if the reconstructed invariant mass of the pair is less than
280 MeV. When there are more than two neutral clusters, only the three most energetic neutral
clusters are used in the search for a �0 candidate. At least one pair from among these three
clusters must have a reconstructed mass of less than 280 MeV and when more than one pair
satis�es this, the pair having a mass closest to 135 MeV is identi�ed as the �0 candidate.

The �!��� sample is selected by requiring the presence of a �0 candidate as de�ned above
and by requiring that the invariant mass of the charged track under a pion hypothesis and
the �0 candidate falls between 0.5 GeV and 2.0 GeV. The �0 requirement implicitly imposes

a requirement that the number of neutral clusters be at least one. Reasonable modelling of

the lateral distribution of energy deposition in the ECAL is evident from an examination of
�gure 1a, which shows the data and Monte Carlo distributions of the number of neutral clusters

in the one-prong � sample from which the �!��� selection is made. The ���0 invariant mass
is also adequately modelled in the �!��� signal region as can be seen in �gure 1b in which the

distribution of the invariant mass is plotted for both data and Monte Carlo simulation prior to

application of the invariant mass requirement. The remaining background from �!e��e�� and
�!�(K)�2�0�� decays is further suppressed by requiring that the energy deposited in the

ECAL that is associated with the charged track be less than 90% of the momentum of the track.
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Applying this set of requirements selects 39189 �!��� candidates from the � -pair sample.

Within the polar-angle acceptance described above, the e�ciency is 70%. The background

fraction in the �!��� sample is 27% and consists mainly of �!�(K)�2�0�� (17.6%) and

�!�(K)�� (5.3%) decays. The non-� background is estimated to contribute less than 0.4%.

2.2 �!e��e�� identi�cation

The �!e��e�� decays are identi�ed in the sample of � -jets by employing a likelihood selection

technique using observables which provide discrimination between the various single-prong de-

cay channels of the � lepton. The Monte Carlo simulation provides normalized distributions

for a set of observables, Oi, for each decay mode. These are subsequently used to calculate for

each decay channel j, the likelihood, `
j
i (Oi), that the measured Oi would be observed. The

likelihood that decay mode j produces the measured observables in a given � -jet is obtained

from the product of the likelihoods: L(j) = Qi `
j
i (Oi). In order to select decays from mode

k, a cut is applied to its relative likelihood, L(k) = L(k)=Pj L(j). From this de�nition, L(k)

lies between 0 and 1. Note that by requiring decays to have large values of L(k), a sample

with low background can be obtained at the cost of e�ciency for selecting mode k decays.

The observables used to form the likelihoods include: the speci�c energy loss of the charged
track as measured in the tracking detector (dE/dx), the ratio of the energy measured in the
ECAL associated with the track to the track momentum, and the number of neutral ECAL

clusters in the � -jet. Observables from the outer detectors such as the number of hits in the
muon detectors and number of hits in the HCAL are also used. Before applying the likelihood
selection, �ducial requirements are imposed to remove the small fraction of decays having par-
ticles entering regions of the detector which are inadequately modelled by the Monte Carlo
simulation.

In order to select �!e��e�� decays three likelihoods are constructed, the likelihood that
the decay was �!e��e�� , L(�!e��e�� ), the likelihood the decay was �!������ , L(�!������ ),
and the likelihood that the decay was a one-prong hadronic decay, L(�!hadrons �� ). The
�!e��e�� decays are selected by requiring that L(�!e��e�� ) > 0:5, where L(�!e��e�� ) is the
relative likelihood that the decay was a �!e��e�� decay:

L(�!e��e�� ) =
L(�!e��e��)

L(�!e��e�� ) + L(�!������) + L(�!hadrons �� )
: (2)

The distribution of L(�!e��e��) for all one-prong decays in the �ducial region is shown in

�gure 2a. This selection yields 27352 candidates with an e�ciency of 96% within the �ducial
region and a background of 2.7%. Most of the background arises from �!�(K)�� decays

(1.2%) and from �!�(K�)�� decays (0.8%). The non-� background is estimated to contribute

approximately 0.6%.

2.3 �!�(K)�� identi�cation

The �!�(K)�� decays are identi�ed in a sample of � -jets with one charged track having a mo-
mentum between 0.05 Ebeam and 1.2 Ebeam, where Ebeam is the beam energy. Starting with this

sample, the likelihood selection of �!�(K)�� decays proceeds in two stages. The �rst stage uses

the likelihoods de�ned above to select hadronic tau decays by requiring L(�!hadrons �� ) > 0:5,

where

L(�!hadrons �� ) =
L(�!hadrons ��)

L(�!e��e�� ) + L(�!������) + L(�!hadrons �� )
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is the relative likelihood that the decay was hadronic. The distribution of L(�!hadrons �� ) is

shown in �gure 2b.

The second stage selects the �!�(K)�� decays from this sample of one-prong hadronic

decays. To do this a second set of likelihoods is constructed. The observables used to form

these likelihoods are a set of quantities which are sensitive to the presence of neutral pions,

the most important of which are the number of neutral clusters, the total ECAL energy, the

invariant mass of the charged pion and neutral pion candidates and the invariant mass of the

two highest energy neutral clusters (which are assumed to be photons). All ECAL observables

used in forming the likelihoods for both the �!e��e�� and �!�(K)�� selections are calculated

using the clustering algorithm described in reference [14]. The �!�(K)�� decays are selected

by requiring L(�!�(K)��) > 0:5. In this case, the denominator of the equation analogous to

equation 2 is formed by summing over all known hadronic � decay modes. The distribution of

L(�!�(K)�� ) is shown in �gure 2c. A total of 18792 �!�(K)�� candidates is selected with

an e�ciency of 83% within the �ducial region with a background level of 19%. Most of the

background arises from the �!�(K�)�� mode (16%) with the next largest contribution arising

from �!������ (1%). The non-� background is estimated to contribute approximately 0.1%.

2.4 �!������ identi�cation

The �!������ decays are selected on the basis of cuts applied to single-prong � -jets using

information from the ECAL, HCAL and muon detectors and is essentially unchanged from our
previous publications [3, 5]. Two out of three of these subdetectors are required to register
a signal which is consistent with the passage of a minimum ionizing particle associated with
the charged track [3, 5]. This selection has an e�ciency of 87% within the �ducial acceptance
and background of 1.9% where 1.0% arises from the �!�(K)�� decays and the remainder

predominantly from the e+e�!�+�� and two-photon processes. This results in the selection
of 23914 decays.

2.5 �!a1�� identi�cation

For the �!a1�� selection we restrict ourselves to the three-prong mode, which has a branching
fraction of 9%. It is assumed that all three-pion decays of the � lepton proceed through the
a1 [15]. The �!a1�� � -jet is required to have three charged tracks, none of which is identi�ed as
a conversion electron. In order to reduce the contamination from �!3h � 1�0�� decays3, the
ratio of the total ECAL energy measured in the � -jet to the sum of the momenta of the three

tracks is required to be less than 0.60. The distribution of this ratio in the three-prong sample

after removing the conversion electrons is shown in �gure 3a for both the data and Monte Carlo
simulation. Reasonable modelling of this variable is evident from this �gure. The number of

selected �!a1�� candidates is 13792. The selection e�ciency is 66% and the background is
25%, most of which is from �!3h � 1�0�� decays

4.

3The symbol h refers to a charged pion or kaon.
4A branching ratio of 5.1% has been used for the mode �!3h � 1�0�� , using the convention which excludes

the K0

S
decays.
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3 Fitting Method

In order to measure hP� i and AFB
pol , distributions of kinematic variables of the � decay prod-

ucts which depend on the � helicity are used. These variables, as well as their distributions,

depend on the decay mode used5. For �!e��e�� , �!������ and �!�(K)�� decays, the rel-

evant kinematic variable, x, is the charged particle energy scaled by the beam energy. For

�!e��e�� decays, the energy measured in the ECAL associated with the � -jet is used, whereas

for �!������ and �!�(K)�� decays, the energy is determined using the momentum of the

charged particle measured in the central tracking detector.

For �!��� decays two variables are used: ��, the angle of the � momentum relative to the

� 
ight direction in the � rest frame, and  , the angle of the charged pion relative to the �


ight direction in the � rest frame. This spin-analysis of the � decay recuperates most of the

sensitivity which would otherwise be lost as a consequence of the angular momentum carried

o� by the spin of the �.

The case of the �!a1�� decay is more complicated because the a1 decays into three pions.

Six observables are used in order to maximize the sensitivity in the �!a1�� channel: the angle

between the a1 and � momenta in the � rest frame, the angle between the perpendicular to

the a1 decay plane and the a1 
ight direction in the rest frame of the a1, the angle in the
a1 rest frame between the unlike-sign pion momentum in the a1 rest frame and the a1 
ight

direction projected into the a1 decay plane, the 3�-invariant mass, and the two �+�� mass
combinations present in the a�1!���+�� decay. The distribution of the invariant mass of the
three charged particles assuming them all to be pions, shown in �gure 3b, demonstrates that
agreement between the data and simulation of this quantity is reasonable. The Monte Carlo
distribution depends on the mass and width of the a1 as de�ned within the framework of a

particular model of �!a1�� decay[16] and allowance in the assignment of systematic errors
must be made for �!a1�� model dependence. The six observables are converted into a single
optimum variable, !, with no polarization sensitivity loss [4]. The variable ! is de�ned by
!=(RR { RL )/(RR + RL) where RR and RL are the population densities of right-handed and
left-handed � lepton decays, respectively, which are functions of the six variables mentioned
above.

The joint distributions of the � -pair production and decay can be expressed as:

d3�ij

d cos ��� dxi dxj
= 3

16
�ij
X

�=�1

[(1 + cos2 ��� +
8
3
AFB cos ���) + (3)

�(hP� i (1 + cos2 ���) +
8
3
AFB
pol cos ���)]�

[Fi(xi; j cos ���j) + �Gi(xi; j cos ���j)][Fj(xj; j cos ���j) + �Gj (xj; j cos ���j)];

where �ij is the cross-section to produce an e+e�!�+�� event in which one � decays via
channel i and the other via channel j. The �rst two lines of equation 3 refer to the production

of the � -pairs and the third line to the � decays. The summation over � indicates that the

summation is over positive and negative helicities. The decay distributions for right-handed
� leptons are given by Fi + Gi whereas the decay distributions for left-handed taus are given

by Fi � Gi. Note that Fi and Gi represent functions of xi, which represents the pertinent
kinematic variable(s) for channel i, and j cos ���j after including the e�ects of the decay mode

identi�cation procedure, detector response and radiation. For the �!��� decays, x represents

the pair of variables, cos �� and cos , while for �!a1�� decays x represents the ! variable. The

5Note that the distributions are the same for the �+ and �� provided that hP� i is the �� helicity.
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simulation of the observables used in the analysis is checked, and corrected if necessary, using

various control samples as discussed below. Expression 3 includes the correlation between the

decay distributions of the two � leptons when analysing events in which both � decay channels

are identi�ed. There is some probability that a decay is identi�ed in more than one channel

but this is negligible except in the case where simultaneous �!�(K)�� and �!��� assignments

are made. In this case, the sensitivities of the two modes are similar, and roughly half the

overlapping sample is predicted by the Monte Carlo to arise from each mode. In order to

minimize any possible bias, the analysis is performed twice, when all ambiguous decays are

assigned to one channel and then to the other, and the average hP� i and AFB
pol quoted.

A binned maximum likelihood �t is performed to extract simultaneously hP� i and AFB
pol by

�tting the linear combination of the positive and negative helicity Monte Carlo distributions to

the data. This was favoured over the unbinned likelihood �t of reference [3] because it avoids

the need to determine parametrizations of F and G, which becomes particularly problematic

for the two-dimensional distributions used for the �!��� channel. The values of xi, xj and

cos ��� for each event are calculated and a histogram binned6 in xi, xj and cos ��� is then �lled

for each
p
s. A value for cos ��� of the event is determined from j cos �jetj and the sign of the

charge of the identi�ed � decay. A separate set of histograms exists for each combination of

decay channel pairs. If only one � decay is identi�ed, then only bins in xi and cos ��� are �lled.
The same procedure is performed for the Monte Carlo with a separate set of histograms �lled
for the positive and negative helicity � leptons binned in xi, xj and j cos ���j. This provides

the product [Fi + �Gi][Fj + �Gj ] as a function of j cos ���j in the Monte Carlo, which uses the
fact that the detector is symmetric in cos ���. As a consequence, the forward and backward
hemispheres use the same Monte Carlo sample. Therefore, the correlations in the Monte Carlo
samples result in a reduced Monte Carlo statistical error on AFB

pol .
The Monte Carlo statistics are taken into account in the likelihood �t in the manner de-

scribed in reference [17]. In order to identify the contribution to the total error arising from the
data statistical error only, a second �t is performed which does not take into account the Monte
Carlo statistical errors. The Monte Carlo statistical error is taken to be the quadratic di�erence
between the error from the �t taking into account both data and Monte Carlo statistical errors
and that from the �t which only takes the data errors into account.

The e�ects on the measured polarization arising from misidenti�ed � decays are modelled
by the Monte Carlo simulation. The helicity dependence of the misidenti�ed decays is auto-
matically taken into account in the product [Fi+�Gi][Fj +�Gj ]. Contributions from the small
non-� background are estimated using Monte Carlo simulations of distributions in the relevent
kinematic variables. As there is no helicity dependence in this background, these distributions
are added to the linear combination of the right-handed and left-handed � decay Monte Carlo

distributions to form the complete reference distributions used in the �t.

The �t also depends on AFB for which the measured value in the Z0 !�+�� channel [18]

at the appropriate
p
s is used. Separate distributions for the di�erent values of

p
s are used

in order to account for the AFB dependence but a single �t for hP� i and AFB
pol is performed.

Although there are potential dependences of the observables in the analysis on the exact value

of
p
s at which the data were collected, the use of beam-energy normalized observables renders

the analysis relatively insensitive to such e�ects. However, in order to further reduce any such

dependences, the data collected with
p
s below 90.7 GeV are �tted using reference distributions

from Monte Carlo samples generated at
p
s=89.5 GeV while data collected with

p
s above

6There are six bins in cos ��� , twelve bins in x for the �!�(K)�� , �!e��e�� , and �!������ modes, ten bins
in ! for the �!a1�� and �ve-by-�ve bins in cos �� and cos for the �!��� decays.
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91.7 GeV are analysed using samples generated at
p
s=93.0 GeV. Most of the o�-peak data were

collected with values of
p
s within 0.1 GeV of the values used in the Monte Carlo generation.

The polarization asymmetries quoted below are for
p
s = 91.18 GeV, and therefore a small (less

than 0.1%) shift, obtained from ZFITTER [19], is applied to the �tted parameters in order to

correct for the
p
s dependence.

The global �t technique has been checked with independent �ts to each channel, the results

of which are presented in table 2. The weighted average of hP� i of these �t results di�ers from

that obtained from the global �t by 0.7%, which is approximately half the total error. This

di�erence is consistent with expected statistical 
uctuations in the di�erence between results

obtained using a �t which takes into account correlations and a weighted average which does

not.

�!��� �!�(K)�� �!e��e�� �!������ �!a1��
Sample size 39189 18792 27352 23914 13792

E�ciency 70% 83% 96% 87% 66%
Background 27% 19% 2.7% 1.9% 25%

hP� i (%) �11:6�1:3 �11:7�1:4 �16:1�3:3 �13:8�3:3 �15:1�3:7
AFB
pol (%) �9:6�1:6 �8:8�1:6 �11:0�3:8 �14:3�3:8 �7:6�4:2

Table 2: The number of decays in the sample, selection e�ciency within the �ducial acceptance
and background for each decay mode analysed. Results of independent �ts for the individual
decay modes are also presented where the error quoted represents that arising from the data
statistics only. The measurements from the individual channels are correlated and therefore
should not be combined in a simple average.

As a demonstration of the validity of the Monte Carlo simulation of the kinematic variables
used in the �t, the one-dimensional distributions of the relevant kinematic variables for the

�!e��e�� , �!������ , �!�(K)�� and �!a1�� channels combining data from all cos ��� bins are
shown in �gure 4 for both the data and Monte Carlo. Also shown are the Monte Carlo distribu-
tions of the variables for positive and negative helicity � lepton decays and their sum including
non-� background, assuming the value of hP� i reported below. The analogous information for
the �!��� data is displayed in �gure 5 showing the reconstructed cos �� distribution in four

bins of cos . The enhancement in the distribution in �gure 5(a) at cos ��={1 is a consequence

of the underlying physics distribution. In �gure 5(d) the enhancement at cos ��=1 is dominated
by background from �!�(K)�� decays. In addition, there is enhancement in these distributions
at cos ��=�1 from over
ow, there being nothing to constrain the reconstructed values of cos ��7

to lie within �1. There is good agreement between the data and Monte Carlo expectations in

all distributions.
As a further check on the validity of the �t, the results of �ts for P� performed independently

in six bins of cos ��� are shown in �gure 6. For the �t in a particular cos ��� bin, an expression
analogous to that shown in equation 3 is used in which (hP� i (1 + cos2 ���) +

8
3
AFB
pol cos ���) in

the second line of equation 3 is replaced by (P� (1+cos2 ���+
8
3
AFB cos ���)). This substitution

uses equation 1. Overlaying these points is a curve which represents the expectation value

7The value of cos �� is reconstructed in terms of the � mass, reconstructed �-meson mass and the energies
of the � and � using the expression cos �� = [M2

�
(2E�=E� � 1) �M2

�
]=[M2

�
�M2

�
] where E� is assumed to be

Ebeam.
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of P� as a function of cos ��� using the values of the hP� i and AFB
pol from the full maximum

likelihood �t given below and equation 1. The results of the six independent �ts are in good

agreement with the expectations from the global �t: the �2 is 4.9 for four degrees of freedom

when comparing the six values of P� to the expected value from the global �t where only the

data and Monte Carlo statistics are included in calculating the �2.

4 Detector Systematic Errors

Because the Monte Carlo simulation provides the positive and negative helicity reference dis-

tributions in the �t, it is necessary that the detector response be accurately modelled. High

purity control samples of muons with momenta of approximately 45 GeV from e+e�!�+��

events are used to determine corrections to the simulation of the momentum scale and reso-

lution of the central tracking detector. The systematic uncertainties of these corrections yield

a momentum scale uncertainty of 0.2%. These corrections were cross checked at lower ener-

gies using the transverse momentum distributions in e+e�!e+e��+�� two-photon processes.

Studies of measurements of the masses of the K0
S, D

0 and D+ from K0
S!�+��, D0! K��+and

D+!K��+�+ provide additional checks of the momentum scale at the lower energies. Pure
samples of electrons with energies of approximately 45 GeV from e+e�!e+e� events are used
to determine corrections to the simulation of the energy scale and resolution of the ECAL.
These corrections were cross checked at lower energies using the ratio of the deposited energy

to measured momentum for electrons in e+e�!e+e�e+e� two-photon processes and in pure
�!e��e�� samples. An uncertainty of 0.3% on the ECAL energy scale is estimated from these
studies. The one standard deviation errors on the energy scale (�0:3%) and momentum scale
(�0:2%) are used in assessing the systematic errors on hP� i and AFB

pol from an analysis using
rescaled energy and momenta which takes into account the correlations between channels. In

a similar manner, systematic errors associated with uncertainties in the parameters used to
describe the resolutions of the ECAL and tracking detector resolution are also assigned.

High purity muon and �!��� samples are used to correct the modelling of the response
of the HCAL and muon chambers to muons and hadrons. Variation of the magnitude of
these corrections is used to assess the systematic error on hP� i and AFB

pol associated with this

modelling. Correct modelling of the dE/dx measurement is achieved by studying the response
of the tracking detector to high purity �!e��e�� and �!������ samples selected without using
dE/dx information. The corrections applied to the dE/dx simulation are changed in order to

assess the sensitivity of hP� i and AFB
pol to this modelling. The e�ects of uncertainties in the

amount of material in the central detector, which potentially a�ects the photon conversion
background in the a1 channel, were studied and found to have a negligible in
uence on the

polarization measurement.

The uncertainty in the modelling of the lateral spread of the electromagnetic and hadronic
showers contributes signi�cantly to the overall systematic error. This is particularly relevant for

the separation of the �!�(K)�� and �!��� samples. The in
uence of these uncertainties on
the polarization measurement is estimated by varying the thresholds in the cluster de�nitions

for the simulation, by studying the stability of the results from the likelihood selection when

excluding individual observables related to showering, and from the cluster position resolution
uncertainties. Further checks of this class of systematic error in the �!��� analysis were

available from cut variation studies, which con�rmed the magnitude of the assigned errors. The
ECAL cluster position resolution is also sensitive to the lateral shower spread in the ECAL.
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The �0 invariant mass distribution and a control sample of electrons are used to improve the

modelling of the ECAL cluster position resolution and to assign uncertainties to this modelling

by varying the magnitude of the corrections applied to the simulation. In addition, part of

the ECAL hadronic shower uncertainty in the global analysis is estimated from the di�erent

polarization results arising from assigning the doubly-identi�ed �!�(K)�� and �!��� decays

to the � and � channels. As the average of these values is quoted, the associated systematic

error, which is equal to half the di�erence (0.2%), is included in the systematic error of the global

result. There is also a potential systematic error on AFB
pol related to charge mis-assignment,

which in OPAL is negligible. The contributions to the uncertainty on hP� i and AFB
pol from

these various sources are shown in table 3.

�hP� i and �AFB
pol (%)

� �(K) e � a1 Global �t

Momentum scale/resolution 0.5 { 0.7 0.1 1.3 { 1.4 0.1 0.2 0.9 0.4 0.1
ECAL scale/resolution 0.3 0.1 0.1 0.2 2.0 0.1 { { 0.2 0.6 0.2 0.1

HCAL/MUON modelling { { 0.3 0.1 0.6 0.1 0.8 0.1 { { 0.2 {

dE/dx errors { { 0.2 { 0.3 { { { { { 0.1 {
Shower modelling in ECAL 0.5 0.2 0.5 0.2 0.5 0.4 { { 1.2 0.6 0.5 0.2
Branching ratios 0.2 { 0.4 { 0.1 { 0.1 { 0.6 0.2 0.2 {
�!a1�� modelling 0.4 0.4 { { { { { { 1.3 0.3 0.3 0.2

�!3h � 1�0�� modelling { { { { { { { { 1.9 1.2 0.1 0.1

AFB { 0.1 { { { 0.1 0.1 0.1 { { { 0.1
Decay radiation 0.1 { { { { { { { { { { {
Monte Carlo statistics 0.6 0.1 0.7 0.1 1.5 0.6 1.5 0.5 1.5 0.5 0.5 0.3

total 1.1 0.5 1.2 0.3 2.9 0.7 2.2 0.5 3.1 1.8 0.9 0.4

Table 3: Tabulation of systematic errors contributing to hP� i and AFB
pol in percent for each of

the �ve decay modes analysed and the global �t. In each column the error on hP� i is given �rst

followed by that on AFB
pol . A dash indicates that the listed e�ect contributes less than 0.05% to

the systematic error.

5 Tau Production and Decay Systematic Errors

Another class of systematic uncertainties relates to our knowledge of � production and decay.

In this category are the errors on measured branching ratios of the di�erent � decay modes.

The branching ratios used are obtained from an average of the uncorrelated measurements
in references [20-24]. The error on hP� i and AFB

pol associated with the uncertainty of each

branching ratio is estimated by varying the value used in the global analysis by �1 standard
deviation about its average value.

The uncertainty in the modelling of the �!a1�� decay introduces systematic errors both in

the �!a1�� channel and in the �!��� channel where the �!a1�� decays represent 16% of the
selected decays. Two contributions to the �!a1�� modelling uncertainty are considered: one

being the uncertainty of the mass and width of the a1 as obtained from reference [25] and the
other obtained by comparing two independent theoretical treatments of the �!a1�� decay [16,
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26]. In the �!��� analysis consideration was given to a �t using a single optimal variable [4], !,

analogous to that used in the �!a1�� analysis, instead of the two-dimensional �t. The results

obtained using that variable were found to be signi�cantly more sensitive to the modelling

of the a1 background and therefore the two-dimensional analysis is preferred for the levels of

�!a1�� background present in our sample.

In addition to the �!a1�� modelling uncertainty, the modelling of the �!3h � 1�0�� decays

introduces an independent uncertainty in the analysis of the �!a1�� channel. This is studied by

varying the selection requirement on the ratio of the total ECAL energy to the summed track

momenta. As the measured quantities used in this ratio are adequately modelled in terms

of detector response, the resulting variation in the polarization is predominantly sensitive to

the modelling of the �!3h � 1�0�� decay and the excursion of the extracted polarization

asymmetries from the nominal values are assigned as errors.

Two smaller sources of error also fall into this general category of systematic error: the error

associated with the measured value of AFB for e+e�!�+�� events which is obtained from

reference [18] and the uncertainty of the simulation of radiation in the decay of the � which is

treated in the same manner as is described in reference [3].

The contributions arising from the various systematic errors are summarized in table 3

for each of the independent analyses and for the global analysis which takes into account the
correlations between channels.

6 Results and Discussion

The results of the global �t are:

hP� i = (�13:0 � 0:9� 0:9)%

AFB
pol = (�9:4 � 1:0 � 0:4)%;

where the �rst error is statistical and the second systematic. Both the statistical and systematic
correlations between the two parameters obtained from the �t are found to be less than 0.01.
From these values of hP� i and AFB

pol together with equation 1, a measurement of P� (cos ���) is
obtained with a central value as plotted in �gure 6 and with a total error ranging from 1.3% at
cos ��� = 0 to 1.8% at the edge of the geometrical acceptance of the analysis, j cos ���j = 0:68.

These measurements are consistent with our previous measurement [3] but with an error

that has been reduced by a factor of two. The results are also consistent with those published
by other LEP collaborations [27, 28, 29].

The Standard Model gives predictions for hP� i and AFB
pol in terms of

p
s, the mass and

width of the Z0 , and its vector (g`v) and axial-vector (g`a) couplings to the electron and the �

lepton. In the improved Born approximation [30], which accounts for the most signi�cant weak
radiative corrections, and neglecting the contributions of the intermediate photon, photon-Z0

interference and other photonic radiative corrections, the Standard Model predicts for
p
s=MZ:

hP� i = �A� and AFB
pol = �3

4
Ae; (4)

where

A` � 2ĝ`v/ĝ
`
a

1 + (ĝ`v/ĝ
`
a)

2
� (5)
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The ratio between the e�ective vector and axial-vector couplings [30], ĝ`v/ĝ
`
a, is related to the

e�ective electroweak mixing angle by:

ĝ`v/ĝ
`
a = 1 � 4sin2 �

lept
e� : (6)

Expressing our measurements of hP� i and AFB
pol in terms of A� and Ae, and using ZFIT-

TER [19] to correct for the e�ects of the photon propagator, photon-Z0 interference and photonic

radiative corrections, gives:

A� = 0:134 � 0:009 � 0:010;

Ae = 0:129 � 0:014 � 0:005:

Within the context of the Standard Model these results can be interpreted as measurements of:

ĝ�v/ĝ
�
a = 0:0674 � 0:0066;

ĝev/ĝ
e
a = 0:0650 � 0:0077;

where the statistical and systematic errors of A� and Ae are added in quadrature before calcu-

lating the errors on ĝ�v/ĝ
�
a and ĝev/ĝ

e
a. The agreement between these two values indicates that

the data are consistent with the hypothesis of lepton universality. If universality is assumed,

these results can be averaged to give:

sin2 �lepte� = 0:2334 � 0:0012:

This measurement of sin2 �lepte� is of similar precision to other individual measurements at LEP
using various techniques and is in agreement with the value of sin2 �lepte� obtained from a Standard
Model �t to all LEP electroweak data, including the � polarization[31]. The measurement is
more than two standard deviations higher than the value of sin2 �lepte� from a measurement of ALR

by the SLD collaboration[32], which gives the most precise single measurement of sin2 �lepte� and

which measures the same quantity as Ae. However, the ALR measurement is also more than
two standard deviations lower than the Standard Model �t to all LEP electroweak data[31].
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Figure 1: (a) The distribution of the number of ECAL clusters not associated with the track

in one-prong � decays. (b) Reconstructed mass of the �!��� candidates after applying all

selection criteria other than that on the mass. In each �gure the points with error bars repre-
sent the data, the open histogram the �!��� expectation from Monte Carlo and the hatched

histogram the background contributions. The arrows indicate the range of masses required of
the �!��� candidates in the analysis.
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Figure 2: Distributions of relative likelihoods for (a) �!e��e�� , (b) �!hadrons �� , and (c)
�!�(K)�� . In each plot the points with error bars represent the data, the open histogram

the expectation from Monte Carlo for the signal and the hatched histogram the expected

contributions from non-signal sources. In each case selected decays are required to have L > 0:5,
as indicated by the arrow in each plot.
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Figure 3: (a) The distribution of the total ECAL energy measured in the � -jet divided by

the sum of the momenta of the three tracks present in the sample of three-prongs used in the

�!a1�� analysis after removing conversion electrons. The arrow indicates the position of the
cut used to select the �!a1��sample. (b) Reconstructed mass of the three charged hadrons in

the selected �!a1�� sample under a pion hypothesis. The points with error bars represent the
data, the open histogram the �!a1�� expectation from Monte Carlo and the hatched histogram

the background contributions. 21
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Figure 4: Distributions in the kinematic variables used in the �ts as discussed in the text for the (a)
�!e��e�� , (b) �!������ , (c) �!�(K)�� and (d) �!a1�� channels where the data, shown by points
with error bars, are integrated over the whole cos ��� range. Overlaying these distributions are Monte
Carlo distributions for the positive (dashed) and negative (dotted) helicity � leptons and for their sum
including non-� background (solid) , assuming a value of hP�i = �13:0% as reported in the text. The
small non-� background is shown as a hatched histogram. The level of agreement between the data
and Monte Carlo distributions is quanti�ed by quoting the �2 and the number of degrees of freedom.
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Figure 6: Tau polarization as a function of cos ��� . The data points represent the P� values obtained
from a global �t to all channels in each cos ��� bin. The error bars represent data and Monte Carlo
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�13:0% and AFB
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�ts in cos ��� and the expectation from the global �t is quanti�ed by quoting the �2 and the number
of degrees of freedom.

24


