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Abstract

We have studied hadronic events produced at LEP at centre-of-mass energies

of 130 and 136 GeV. Distributions of event shape observables, jet rates, momen-

tum spectra and multiplicities are presented and compared to the predictions of

several Monte Carlo models and analytic QCD calculations. From �ts of event

shape and jet rate distributions to O(�2s)+NLLA QCD calculations, we determine

�s(133 GeV)= 0:110� 0:005(stat:)� 0:009(syst:). We measure the mean charged

particle multiplicity hnchi = 23:40 � 0:45(stat:)� 0:47(syst:) and the position �0

of the peak in the �p = ln(1=xp) distribution �0 = 3:94� 0:05(stat:)� 0:11(syst:).

These results are compared to lower energy data and to analytic QCD or Monte

Carlo predictions for their energy evolution.
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1 Introduction

In 1995 the LEP e+e� collider was upgraded from a centre-of-mass energy of
p
s ' 91 GeV

to
p
s = 130�140 GeV. This allowed the study of hadronic events produced in the process

e+e� ! (Z0=
�)! hadrons at larger energies than had previously been possible in e+e�

collisions. Two main e�ects are expected to in
uence QCD observables at the higher
centre-of-mass energies: the running of the strong coupling �s, i.e. its dependence on the
energy scale of the process, and the change of quark 
avour composition compared to
events produced at the Z0 peak. According to the Standard Model, �s should decrease by
about 5% between 91 and 130 GeV and the fraction of up-type quarks should change from
about 34% at the Z0 peak to 45% at 130 GeV (in events without initial state radiation). In
addition, the e�ects of hadronisation are predicted to be smaller at higher centre-of-mass
energies, and therefore perturbative QCD predictions might be expected to give a better
description of experimental data.

Hadronic events can be characterised by event shape distributions and inclusive ob-
servables such as jet rates, momentum spectra and charged particle multiplicities. The
comparison of these experimental data with the predictions of QCD Monte Carlo models
and analytic calculations is a test of the overall consistency of QCD in this new energy
regime. Deviations from the predictions might indicate de�ciencies of a particular Monte
Carlo model or the presence of unexpected physical processes. Some of these observables
are described by analytic QCD predictions, from which a value for the strong coupling
constant �s at the higher energy scale may be determined. It is an important test of QCD
that each of these observables can be described by the same value of �s, and that this is
consistent with measurements of �s from lower energy data when evolved to

p
s = MZ0.

Other observables, such as the charged particle multiplicity and the momentum spectrum
of soft particles, are described by analytic calculations based on the Leading Logarithmic
Approximation (LLA). These calculations predict the energy evolution of the data and
therefore can be tested by comparing the current measurements with lower energy data.

A large fraction of the hadronic data collected at energies above the Z0 are events in
which the radiation of a hard photon from the e+e� initial state (initial state radiation)
results in the resonant production of a Z0 boson. These events, with an e�ective centre-of-
mass energy of

p
s0 � 91 GeV, are expected to correspond to the same physical processes

as the LEP I data. In order to study the energy evolution of QCD observables, the energy
at which the hadronic system is produced should be monochromatic to within a few GeV,
and therefore a separation between \radiative" and \non-radiative" events is essential.

In the following sections we describe brie
y the OPAL detector and the event samples
on which our studies are based. We describe the cuts used to select the data and the
correction procedures applied to them, and discuss the event shape and jet rate distribu-
tions. A subset of the event shape and jet rate distributions is then compared with QCD
predictions to extract a value of �s. Distributions based on measurements of charged
tracks are then presented. Finally, we compare our �ndings for the mean charged particle
multiplicity, the position of the peak in the ln(1=xp) distribution, the 3-jet rate, the mean
value of thrust and the value of �s with lower energy data and QCD predictions.
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2 The OPAL detector

The OPAL detector operates at the LEP e+e� collider at CERN. A detailed description
can be found in reference [1]. The analysis presented here relies mainly on the measure-
ments of momenta and directions of charged tracks in the tracking chambers and of energy
deposited in the electromagnetic and hadronic calorimeters of the detector.

All tracking systems are located inside a solenoidal magnet which provides a uniform
axial magnetic �eld of 0.435 T along the beam axis1. The magnet is surrounded by a lead
glass electromagnetic calorimeter and a hadron calorimeter of the sampling type. Outside
the hadron calorimeter, the detector is surrounded by a system of muon chambers. There
are similar layers of detectors in the forward and backward endcaps.

The main tracking detector is the central jet chamber. This device is approximately
4 m long and has an outer radius of about 1.85 m. It has 24 sectors with radial planes of
159 sense wires spaced by 1 cm. The momenta, p, of tracks in the x-y plane are measured

with a precision parametrised by �p=p =
q
0:022 + (0:0015 � p[GeV=c])2.

The electromagnetic calorimeters in the barrel and the endcap sections of the detector
consist of 11704 lead glass blocks with a depth of 24:6 radiation lengths in the barrel and
more than 22 in the endcaps.

3 Data preselection and Monte Carlo samples

The data analysed in this paper were recorded in October and November 1995. We require
the central jet chamber and the electromagnetic calorimeter to be fully operational. The
identi�cation of hadronic events is based on the criteria described in reference [2]. After
this preselection, the data correspond to about 2.6 pb�1, or 851 events, at

p
s=130.3 GeV

and about 2.5 pb�1, or 681 events, at
p
s=136.2 GeV.

Charged tracks and electromagnetic clusters are subjected to several quality cuts be-
fore further analysis. The tracks are required to have a transverse momentum with respect
to the z axis greater than 0.15 GeV/c, a total momentum less than 90 GeV/c and at least
40 hits in the central jet chamber. In addition, the distance from the interaction region
at the point of closest approach in r-� must be less than 2 cm and the z coordinate at
this point less than 25 cm. For clusters in the electromagnetic calorimeter, the energy is
required to be at least 0.10 GeV in the barrel and 0.25 GeV in the endcap. The thrust axis
(see section 5 below) is determined from all tracks and electromagnetic clusters passing
these cuts. We apply a cut on the polar angle �T of the thrust axis to ensure that the
events are well contained within the detector, by keeping only events with j cos �T j < 0:9.

Monte Carlo samples of hadronic events with full simulation of the OPAL detec-
tor [3] were generated at both energies. The generator used to simulate the events is
PYTHIA 5.7 [4] with initial and �nal state photon radiation and with fragmentation of

1In the OPAL coordinate system the x axis points towards the centre of the LEP ring, the y axis

points upwards and the z axis points in the direction of the electron beam. The polar angle � and the

azimuthal angle � are de�ned w.r.t. z and y, respectively, while r is the distance from the z-axis.
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the parton �nal state handled by the routines of JETSET 7.4 [4]. The samples contain
13 682 events at 130 GeV and 13 649 events at 136 GeV. The Monte Carlo parameters are
tuned to OPAL data taken at the Z0 peak [5].

Samples of Monte Carlo events generated with JETSET 7.4 with the same parame-
ters and HERWIG 5.8 [6] with parameters given in reference [5] are used for studies of
systematic uncertainties. JETSET and PYTHIA di�er in the treatment of initial state
radiation. For the HERWIG events we used the JETSET initial state radiation routines
and hadron decay tables. Estimates of backgrounds from two-photon or tau pair events
are derived from Monte Carlo simulations of these processes including full detector simu-
lation. The Monte Carlo samples are analysed using the same reconstruction algorithms
as are applied to the data.

4 Data analysis

In e+e� collisions, initial state radiation reduces the energy available to the qq system.
Since the Z0 resonance is below the nominal centre-of-mass energy, the cross-section is
greatly enhanced for events in which the photon decreases the available energy such that
an on-shell Z0 boson is produced. The events therefore fall into two classes: those with a
small amount of initial state radiation (\non-radiative events"), where the hadronic system
has a centre-of-mass energy close to twice the beam energy; and \radiative events", where
a large amount of radiation has allowed the production of a Z0. Studies of QCD at the
highest available energies require the events to be non-radiative, and therefore a procedure
to select these events is necessary. This section describes the algorithms used to select
events, the de�nition of the e�ective centre-of-mass energy and the corrections applied to
the data.

4.1 Selection of non-radiative events

Initial state photons are expected to be produced predominantly along the beam direction.
For a small fraction of events the photon may be identi�ed in the detector, whereas for
the majority of events the photon escapes undetected along the beam axis. In the latter
case, we estimate the energy of the photon using a kinematic �t (c.f. [7]). The detected
particles are �rst combined into jets using the Durham jet-�nder [8] with a jet resolution
of ycut = 0:02. If more than four jets are found, the required jet resolution is increased
until the number of resolvable jets is four. The total energy of each jet is measured with
information from the tracking chambers and the electromagnetic and hadron calorimeters,
and is corrected with an algorithm which takes into account double counting of the energy
of charged tracks [9]. Energy and momentum conservation are imposed in the �t, and the
direction of initial state radiation is constrained to be approximately parallel to the beam
axis. The �t determines the photon energy. For those events in which an isolated neutral
cluster of at least 3 GeV is identi�ed in the electromagnetic calorimeter, and which has a
shape consistent with the expectation for a photon, the energy of the radiated photon is

6



taken to be the larger of the values observed in the calorimeter, or obtained from the �t.

The photon energy, E
 , is used to compute the e�ective centre-of-mass energy,
p
s0,

according to s0 = s�2E


p
s. An event sample enhanced in non-radiative events is selected

by requiring
p
s0 >

p
s� 10 GeV.

From studies of simulated events using the PYTHIA event generator, we �nd that
p
s0

is determined with a resolution of about 3 GeV. The mean energy of initial state radiation
in the selected events is 3.2 GeV at both 130 GeV and 136 GeV. If non-radiative events
are de�ned as those generated with less than 5 GeV of radiation, the event selection is
found to be 83% e�cient with a background of 14% from radiative events.

An alternative selection is based on the observation that the radiative events have a
reduced visible energy and a non-zero total momentum. Cuts are made on the visible
energy Evis and missing momentum pmiss in the event (again calculated according to the
method described in reference [9]), scaled by the values which would be obtained for an

event with radiative production of a real Z0 boson of mass MZ0: Rvis = Evis=
q
q2
 +M2

Z0

and Rmiss = pmiss=q
, where q
 = (s �M2
Z0)=2

p
s. Non-radiative events are selected by

requiring
Rvis �Rmiss

Rmax

> 0:5 and
E


q

< 0:4 ;

where Rmax = 2s=(s +M2
Z0) is the maximal value of Rvis � Rmiss and E
 is the energy

of an isolated photon candidate, if one is identi�ed. This selection has a somewhat
lower e�ciency and a larger radiative background, of 76% and 21%, respectively. Since it
depends mainly on energy measurements in the detector, whereas the kinematic �t is more
sensitive to measurements of jet directions, the two procedures for selecting non-radiative
events are complementary and allow a systematic uncertainty to be evaluated.

We select 152 non-radiative events in the 130 GeV data sample and 139 in the 136 GeV
sample using the kinematic �t. The mean centre-of-mass energy of the combined sample
is approximately 133 GeV. Our alternative selection gives 155 and 142 events at 130 and
136 GeV, respectively, corresponding to the same centre-of-mass energy of the combined
sample. Using Monte Carlo information, the total background from two-photon and tau
pair events in the selected samples of non-radiative events is estimated to be less than 1%.
Given the small numbers of events in our data samples, we therefore assume the in
uence
of these backgrounds on our results to be negligible.

4.2 Corrections to observed distributions

The distributions of QCD observables are corrected for acceptance, the e�ects of detector
resolution and the presence of radiative events. Each observable is evaluated using two
samples of Monte Carlo events. The �rst includes full simulation of the OPAL detector and
contains only those events which pass the cuts applied to the data (detector level). The
second does not include initial state radiation or detector e�ects and allows all particles
with lifetimes shorter than 3 �10�10 s to decay (hadron level). Both samples are generated
at 130 GeV and 136 GeV. Distributions normalised to the number of events at the detector
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and the hadron level are compared to derive bin-by-bin correction factors which are used
to correct the observed distributions.

5 Event shapes

The properties of hadronic events may be characterised by a set of event shape observables.
Each of these is calculated using all selected charged tracks and electromagnetic clusters.
The following quantities are considered:

Thrust T : This observable is de�ned by the expression [10]

T = max
~n

 P
i jpi � ~njP
i jpij

!
: (1)

The thrust axis ~nT is the direction ~n which maximises the expression in parentheses.
A plane through the origin and perpendicular to ~nT divides the event into two
hemispheres H1 and H2.

Thrust major Tmaj: The maximisation in equation 1 is performed with the condition
that ~n must lie in the plane perpendicular to ~nT . The resulting vector is called
~nTmaj

.

Thrust minor Tmin: The expression in parentheses is evaluated for the vector ~nTmin

which is perpendicular both to ~nT and to ~nTmaj
.

Oblateness O: This observable is de�ned by O = Tmaj� Tmin [11].

Sphericity S and Aplanarity A: These observables are based on the momentum ten-
sor

S�� =

P
i p

�
i p

�
iP

i p
2
i

; �; � = 1; 2; 3 :

The three eigenvalues Qj of S�� are ordered such that Q1 < Q2 < Q3. These then
de�ne S [12] and A [13] by

S =
3

2
(Q1 +Q2) and A =

3

2
Q1 :

C-parameter C: The momentum tensor S�� is linearised to become

��� =

P
i(p

�
i p

�
i )=jpijP

i jpij
; �; � = 1; 2; 3 :

The three eigenvalues �j of this tensor de�ne C [14] with

C = 3(�1�2 + �2�3 + �3�1) :
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Heavy Jet Mass MH : The hemisphere invariant masses are calculated using the par-
ticles in the two hemispheres H1 and H2. We de�ne MH [15] as the heavier mass,
divided by

p
s .

Jet Broadening variables BT and BW : These are de�ned by computing the quantity

Bk =

 P
i2Hk

jpi � ~nT j
2
P

i jpij

!

for each of the two event hemispheres, Hk, de�ned above. The two observables [16]
are de�ned by

BT = B1 +B2 and BW = max(B1; B2)

where BT is the total and BW is the wide jet broadening.

In the following, we use the symbol y to denote a generic event shape observable, where
larger values of y indicate regions dominated by the radiation of hard gluons and small
values of y indicate the region in
uenced by multiple soft gluon radiation. The quantities
1�T ,MH , BT and BW are of special interest for quantitative QCD studies, because QCD
calculations including the resummation of leading and next to leading logarithmic terms
to all orders exist for these observables (NLLA calculations) [16,17].

Figures 1 and 2 show the distributions of the event shape observables Tmaj, Tmin, O,
S, A and C, corrected for detector acceptance and initial state radiation. The data at
130 and 136 GeV are combined and then corrected using the combined samples of Monte
Carlo events. The resulting data points are shown with the statistical and systematic un-
certainties added in quadrature. The numerical values for all the event shape distributions
are listed in Tables 1 to 5 together with the mean value for each observable.

The experimental systematic uncertainties are estimated by repeating the analysis with
information from the charged tracks only and from electromagnetic clusters only. In each
bin, the largest of the di�erences between the three sets of results is taken as a systematic
error. We also repeat the analysis requiring j cos �T j < 0:7, which con�nes the events
mostly to the barrel region of the detector, and take the deviation from the standard
result as a systematic error. Uncertainties arising from the selection of non-radiative
events are estimated by repeating the analysis using the selection based on visible energy
and missing momentum and the di�erence relative to the standard result is taken as the
systematic error. The total systematic error is taken as the sum in quadrature of these
uncertainties.

The event shape distributions are compared with predictions fromMonte Carlo simula-
tions. We use PYTHIA 5.7, ARIADNE 4.06 [18], HERWIG 5.8 and COJETS 6.23 [19,20]
for these simulations with parameters tuned to OPAL data at 91 GeV [5,20]. The general
features of the event shape distributions are reasonably well described by the Monte Carlo
models within the uncertainties of our data. A similar level of agreement is found for the
1 � T , MH , BT and BW distributions which are shown in Figure 4 without Monte Carlo
predictions. The COJETS model tends to give a slightly poorer description of the data
than PYTHIA, ARIADNE or HERWIG.
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6 Jet rates

The production of hadrons in jets is one of the characteristic features of hadronic pro-
duction in high energy collisions. The rate of multi-jet production is intimately linked
to the magnitude of the strong coupling constant �s and the variation of the jet rates
with energy provides a simple and intuitive illustration of the running of �s. A number
of di�erent algorithms exist to group particles into jets. We consider the Durham [8] and
JADE [21] recombination algorithms, and the cone jet �nding algorithm [22].

Recombination jet �nding algorithms. In recombination algorithms, the scaled in-
variant masses yij = (Mij=Evis)2 are calculated between particles in an event2, and
particles with the smallest yij are combined into pseudoparticles. The pairing and
combination of particles is repeated until all remaining pairings have a value of yij
greater than some jet resolution ycut. The two recombination schemes which we
consider di�er in the de�nition of invariant mass Mij between (pseudo-) particles.

JADE scheme (E0): The invariant mass is de�ned as M2
ij = 2EiEj(1 � cos �ij)

where Ei and Ej are the energies of particles i and j and cos �ij is the angle
between their 3-momentum vectors. We measure the relative number of n-jet
events, Rn, as a function of the jet resolution ycut.

Durham scheme (D): In this case, M2
ij is replaced by 2min(E2

i ; E
2
j ) � (1� cos �ij)

which is the e�ective transverse momentum between particles. We again com-
pute the relative number of n-jet events as a function of ycut.

The JADE E0 scheme has been widely used by earlier experiments and therefore
allows comparison with lower energy data. The Durham scheme is a more recent
development and is particularly interesting because it allows the application of QCD
NLLA calculations in regions of small ycut. As in previous analyses [24], we de�ne
the di�erential jet rate D2(ycut) � dR2(ycut)=dycut, where R2 is the two-jet rate, for
performing �ts to the data.

Cone algorithm. In the cone jet �nding algorithm, a jet is de�ned as a set of colli-
mated particles whose 3-momentum vectors lie inside a cone of half angle R, where
the direction of the sum of their 3-momentum vectors de�nes the cone axis. In ad-
dition, the total energy of the particles assigned to a jet is required to exceed some
minimum value ". The cone half angle R and energy cuto� " are the analogues
of the jet resolution parameter ycut in the E0 and D schemes, and typical values
are R = 0:7 rad and " = 7 GeV for jets in e+e� annihilation at LEP I energies.
When analysing events at the detector level, we replace " by "0 = " �Evis=

p
s which

compensates for the incomplete detection of the energy of the event. In our studies,
the jet rate is computed at �xed " = 7 GeV as R is varied, and at �xed R = 0:7 as
" is varied. The former is sensitive to the angular structure of jets, and the latter
to their energy distribution.

2In this section Evis is the sum of the energies of the particles considered for jet �nding.
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The same procedures as described in section 5 are followed to correct and combine
the data and to evaluate systematic uncertainties. The jet rate distributions are shown in
Figure 3 with numerical values given in Tables 6 to 9. The data points in each distribution
are correlated between bins since all events enter in each bin of ycut, R or ". The curves
show the predictions from the PYTHIAMonte Carlo. Numerical values for the di�erential
two-jet rate distribution using the Durham scheme, D2, are given in Table 10.

With the E0 and the D schemes we observe a slight excess of the 3-jet rate, and a
corresponding de�cit of the 2-jet rate, compared to the Monte Carlo predictions. With
the cone jet algorithm we �nd that the 3-jet rate agrees with the Monte Carlo predictions
while there is a small excess of the 4-jet rate at the expense of the 2-jet rate.

7 Determination of �s(133 GeV)

Our measurement of the strong coupling constant �s(133 GeV) is based on �ts of the
QCD predictions to the corrected distributions for 1�T , MH , BT , BW and D2 using the
Durham jet scheme. The theoretical descriptions of these �ve observables are the most
complete, allowing the use of combined O(�2

s)+NLLA QCD calculations [16,17,23]. The
large y regions of the event shape distributions are best described by O(�2

s) calculations,
and the small y regions with NLLA predictions. In order to achieve the best description of
the data over the largest range of y, the O(�2

s) and NLLA calculations are combined using
a \matching scheme". We follow the procedures described in reference [24] as closely as
possible in order to obtain results which we can compare directly to our previous analysis.
In particular, we choose the ln(R)-matching scheme, and �x the renormalisation scale
parameter x� (de�ned by � = x�

p
s, where � is the energy scale at which the theory has

been renormalised) to be 1.

The analytic QCD predictions are calculated in terms of integral, or cumulative, event
shape distributions which are corrected for hadronisation e�ects by multiplying by the
ratio of hadron and parton level integral distributions calculated by a Monte Carlo model.
We use JETSET 7.4 to generate events at

p
s = 133 GeV for this purpose. The corrected

integral distributions are converted to a di�erential distribution with the same binning as
the data before being �tted.

The �t ranges are determined by the following considerations: the ratio betweenMonte
Carlo event shape distributions computed for partons and hadrons should be close to unity
to within about 10%; they should be similar to the �t ranges used in our analysis of our
data at

p
s = MZ0 [24] and distributions of partons from Monte Carlo models should be

well described by the analytic predictions.

The �ts are based on the �2 method, where we take the statistical errors on the �tted
data points, including contributions from limited Monte Carlo statistics, into account.
Our data are binned into a small number of wide bins so that we may safely neglect
correlations arising from bin-to-bin migration.

We �nd satisfactory �ts for all �ve observables with �2=d:o:f: of the �ts generally
of O(1). The results are shown in Table 11 and in Figure 4. We observe that for all
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observables except BW , the data points lie above the �t at larger y while they lie below
the �t at smaller y. This is consistent with our observation in section 6 of a slight excess
of 3-jet events and a slight de�cit of 2-jet events.

The statistical uncertainties are quite large due to the small number of events in our
data sample, and are estimated from the spread of �s values derived from �ts to a number
of independent distributions. The small size of the data sample makes it impractical
to divide it into subsets and �t these individually, however Monte Carlo distributions

uctuate in the same way as our data and therefore may be used to give an adequate
estimate of the statistical uncertainty. We perform �ts to ten independent sets of Monte
Carlo distributions, each computed using on average the same number of events as in our
data sample, and �nd the fractional error on �s from the variance in the set of ten �tted
�s values.

Experimental uncertainties are studied as in section 5 by �tting distributions deter-
mined using only charged tracks or only electromagnetic clusters, with the alternative
non-radiative selection, or with the thrust axis angle cut changed to j cos �T j < 0:7. The
total experimental uncertainty is de�ned by the quadratic sum of: the largest di�erence
between the central result and the results from tracks or clusters only; the di�erence
found when using the alternative selection; and the di�erence from using j cos �T j < 0:7.
The experimental uncertainties are shown in Table 11 and are about the same size as the
statistical uncertainties.

Systematic e�ects connected with the correction of the QCD predictions for hadroni-
sation e�ects are estimated using the methods described in detail in reference [24]. We:

� vary the hadronisation parameters �Q and b of our standard Monte Carlo, JET-
SET 7.4, by � 1 standard deviation about their tuned values [5];

� change the minimum value Q0 for the parton virtuality from its tuned value Q0 =
1:9 GeV to Q0 = 4 GeV, which corresponds to a change of the mean parton multi-
plicity from 6.8 to 4.7;

� determine the hadronisation corrections using parton level distributions arising only
from events where the initial quark-antiquark pair are light quarks (udsc);

� use di�erent QCD Monte Carlo event generators, HERWIG 5.8 and ARIADNE 4.06,
with parameters also tuned to OPAL data at LEP I.

The total hadronisation uncertainty is de�ned by adding in quadrature the larger of the
changes in �s observed when varying �Q and b in JETSET; the change observed with
Q0 = 4 GeV in JETSET; and both di�erences with respect to the standard result when
we use HERWIG or ARIADNE. For all observables the hadronisation uncertainties are
relatively small compared to the statistical or experimental errors. They are smaller
than in our earlier analysis at

p
s = MZ0, which may partly be due to improvements in

the Monte Carlo models and their tunings, and partly due to the reduced in
uence of
hadronisation e�ects at the higher centre-of-mass energy [25].
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The signi�cance of uncomputed higher order terms in the theory may be estimated
by studying the e�ects of varying the renormalisation scale parameter x�. We estimate
the dependence of our �t results on the renormalisation scale x� as in reference [24] by
repeating the �ts with x� = 0:5 and x� = 2. We �nd variations which are generally smaller
than the statistical uncertainties and which are highly correlated between all observables.

The total errors for each individual observable are computed by adding in quadrature
the statistical, the experimental, the hadronisation and the scale uncertainties. The total
uncertainty on �s(133 GeV) is around 10% and the smallest error is given by the �t to
BW which has particularly small statistical and hadronisation uncertainties.

A combined result for the strong coupling strength at 133 GeV is derived from a
weighted average as described in reference [24]. The statistical error of the combined result
is estimated with ten independent samples of Monte Carlo events as for the individual
measurements. Our �nal result is

�s(133 GeV) = 0:110 � 0:005(stat:) � 0:009(syst:) :

This result is equivalent to �s(MZ0) = 0:116�0:010. In comparison, our measurements at
LEP I with a slightly larger set of observables based on O(�2

s)+NLLA QCD calculations3

yielded �s(MZ0) = 0:120�0:006 [24]. In order to compare average �s values using exactly
the same theoretical predictions and observables, we compute the weighted average from
our present �ts to 1 � T , MH , BT and BW which yields �s(133 GeV)= 0:111 � 0:009
(�s(MZ0) = 0:117 � 0:010). Our previous analysis at

p
s = MZ0 gave �s(MZ0) = 0:116 �

0:006 from �ts of the same predictions to the same variables. Our present determination
of �s is therefore consistent with our measurement at LEP I, and with other published
measurements of �s at

p
s � 133 GeV [26].

8 Inclusive charged particle measurements

One of the basic measurements in e+e� annihilations is that of the number and momenta
of the charged particles produced. Data have been accumulated from centre-of-mass en-
ergies of around 10 GeV up to the most recent LEP energy of 136 GeV. According to
the hypothesis of Local Parton Hadron Duality (LPHD) [27], the low energy particles
produced in e+e� collisions are the remnants of the emission of many soft gluons and
their distributions may be predicted in the context of the Leading Logarithmic Approxi-
mation (LLA). There are a number of variants of the LLA which di�er in the integration
methods used to compute higher order terms { the most widely used are the modi�ed
leading logarithmic approximation (MLLA) [27, 28] and the next-to-leading logarithmic
approximation (NLLA) [29]. For all the LLA predictions, the assumption of LPHD is
invoked to predict distributions of hadrons. The calculations make speci�c predictions
not only about the shapes of the distributions but also about their variation with energy.
The comparison of the energy evolution of the data with the predictions therefore forms

3The O(�2

s
)+NLLA calculation �tted to D2 in reference [24] has since been improved. We use the

improved version [23] in this analysis.
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an important test of the LLA approach to QCD calculations. Such a test is important
as the LLA methods form the basis of many of the widely used QCD Monte Carlo event
generators.

The distributions we study are:

Fragmentation functions: We scale the measured momenta p of the charged particles
by the beam energy Ebeam to de�ne xp = p=Ebeam for each particle. We study
the distribution of xp, commonly referred to as the fragmentation function, which
emphasises the higher momentum region, and also the logarithmic distribution of
�p = ln(1=xp), which emphasises the low momentum region. The fragmentation
function may be integrated to yield a measurement of the average charged multi-
plicity, hnchi, of the events.

Multiplicity distribution: We measure the distribution of the number of charged par-
ticles per event and derive several quantities that characterise the multiplicity dis-
tribution. In particular, we evaluate the mean charged multiplicity, hnchi, the dis-
persion D = (hn2chi � hnchi2) 12 , the ratio hnchi=D, the normalised second moment
C2 = hn2chi=hnchi2 and the second binomial moment R2 = hnch(nch � 1)i=hnchi2.

Rapidity distribution: We determine the rapidity, Y , of each charged particle with

respect to the thrust axis. The rapidity is de�ned by Y =j ln(E+pjj

E�pjj
) j where pjj is

the momentum component parallel to the thrust axis, and E the particle energy.

Projected momentum spectra: We measure the distributions of 3-momentum com-
ponents parallel (pin?) and perpendicular (pout? ) to the event plane, de�ned by the
eigenvectors of the momentum tensor associated with the two largest eigenvalues.

The fragmentation functions, momentum spectra and rapidity distribution are cor-
rected using the bin-by-bin method described in section 5. This correction method is not
appropriate for the multiplicity distribution, since resolution and acceptance e�ects cause
signi�cant migration between bins. Instead, we follow the procedure used in our previous
publication [30] and apply a matrix correction to correct for detector resolution e�ects,
followed by a bin-by-bin correction which accounts for the e�ects due to acceptance cuts
and residual initial state radiation. The distributions from the two data samples at 130
and 136 GeV are combined after the application of the corrections.

Systematic uncertainties are evaluated by repeating the analysis using the alternative
selection for non-radiative events, or by requiring the thrust axis of the event to be within
j cos �T j < 0:7. This eliminates events oriented towards the endcaps of the detector where
the tracking performance is degraded by the reduced number of hits in the tracking cham-
bers allowed by the geometry. Uncertainties associated with the selection of charged tracks
are estimated by varying the track selection cuts and repeating the analysis (the largest
contribution coming from varying the cut on the distance of tracks from the interaction
region at the point of closest approach in r-�). The di�erences relative to the standard
analysis in each case are added in quadrature to de�ne the systematic uncertainty.
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The xp and �p distributions are shown in Figure 5 (with numerical values given in Ta-
bles 12 and 13), and the distributions of multiplicity, Y , pin? , and p

out
? are shown in Figure 6

(numerical values given in Tables 14 and 15) . The predictions of several Monte Carlo mod-
els are also shown in the �gures. The agreement of PYTHIA, HERWIG and ARIADNE is
in general good for all distributions, whilst COJETS provides a poorer description of the
data, especially of the rapidity distribution at low Y and the higher momentum regions
of the pin? and pout? distributions. The errors on the multiplicity distribution are correlated
from point-to-point due to the matrix correction, but there is evidence for a slight shift
towards lower multiplicity relative to the distributions predicted by PYTHIA, ARIADNE
and HERWIG. The multiplicity distribution above hnchi = 16 is not modelled well by
COJETS. Distributions of �p predicted by the models have not been shown for clarity,
but nonetheless they are found to give a good description of the shape of the data.

8.1 Studies with the �p distribution

The LLA is expected to be valid for particles with low scaled momenta (xp < 0:1) and
may be used to calculate the �p distribution analytically. In the MLLA, the distribution
is predicted to have a hump-backed shape which may asymptotically be approximated by
a Gaussian function around the peak of the distribution [27, 28]. Calculation of the next
order terms (NLLA) modify this shape to a skewed Gaussian [29]. The free parameters are,
in each case, an e�ective QCD scale, a higher order correction and an energy-dependent
normalisation. Figure 5 (b) shows �ts of both Gaussian (LLA) and skewed Gaussian
(NLLA) functions to the region within about one unit of �p around the peak of the �p
distribution. The �tted functions have been extrapolated to the rest of the distribution.
Both functions give a good �t to the peak region with a �2=d:o:f: of less than one.
Kinematic e�ects become important in determining the momentum distribution at low
�p and the LLA approach is not expected to be reliable in this area of the distribution.
However at large �p where the emission of many very soft gluons plays an important role
in determining the momentum distribution, the addition of higher order terms is seen to
improve the description of the data by the LLA predictions.

The LLA predictions may be �tted to the �p distribution measured at
p
s=91 GeV,

determining the two energy-independent parameters, and then used to predict the shape
of the distribution at higher energies. The parameters obtained from �ts of the skewed
Gaussian to the �p distribution from Z0 decays from our previous publication [31] are
used, together with a free parameter for the normalisation, to �t the �p distribution at
133 GeV. The resulting �t is good, with only a small increase in �2=d:o:f: compared to
the �t with all three parameters free. This indicates that the LLA calculations predict
the correct energy dependence for the shape of the �p distribution around its peak.

The peak of the �p distribution is determined from the �t of the skewed Gaussian and
is found to be

�0 = 3:94 � 0:05(stat:) � 0:11(syst:) :

The systematic uncertainty is evaluated by repeating the analysis with the alternative
selection, with j cos �T j < 0:7, by varying the �t range or by �tting a Gaussian function.
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These contributions are listed in Table 16 and are added in quadrature to give the overall
systematic error.

8.2 Charged multiplicity determination

We integrate the corrected and combined xp distribution and �nd as our �nal result for
the mean charged particle multiplicity at

p
s = 133 GeV

hnchi = 23:40 � 0:45(stat:) � 0:47(syst:) :

The systematic uncertainty is estimated as for �0 by repeating the analysis using the
alternative selection or the more restrictive thrust axis angle cut and adding the di�erences
in the corrected multiplicity values in quadrature. We also use the JETSET or HERWIG
simulated event samples instead of PYTHIA for evaluating the corrections, determine
hnchi from the �p distribution or integrate the uncorrected data distributions and apply
correction factors to the results. In all cases, no signi�cant change in the multiplicity is
observed.

The mean charged multiplicity may also be determined from the corrected and com-
bined multiplicity distribution shown in Figure 6. The result is hnchi = 23:61�0:45(stat:)�
0:55(syst:), which agrees very well with the measurement determined from the fragmen-
tation function. The systematic uncertainty is estimated as described above and details
are given in Table 16. An estimate of the model dependence of the correction procedure
is given by the di�erence between values obtained when the data are corrected with the
JETSET or HERWIG Monte Carlo models. As a further systematic check, hnchi is evalu-
ated by applying a simple correction factor to the measured value of hnchi: this correction
is the ratio between the PYTHIA prediction without detector simulation or initial state
radiation, to the prediction for hnchi when these two e�ects are included. The change in
the corrected value for hnchi is small, nonetheless we include this di�erence as an estimate
of the systematic error due to the unfolding process. The total systematic errors for both
determinations of hnchi are of comparable size, and we choose the hnchi value determined
from the integrated fragmentation function as our central value as the corrections for
detector e�ects are simpler and the systematic uncertainty is slightly smaller.

The multiplicity distribution is also used to evaluate the dispersion and higher multi-
plicity moments. The results are

D = 7:63� 0:35 � 0:46

hnchi=D = 3:10 � 0:13� 0:12

C2 = 1:104 � 0:009 � 0:008

R2 = 1:062 � 0:009 � 0:009

where in each case the �rst error is statistical and the second systematic. The systematic
uncertainties are estimated in the same way as for hnchi and are detailed in Table 16.
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The predicted value of hnchi from PYTHIA is 24.2, whilst HERWIG and ARIADNE
both predict 24.1, all of which are slightly higher than the data. If the PYTHIA multiplic-
ity distribution in Figure 6 is shifted down by half a unit, its shape is in good agreement
with our data. COJETS, with its present tuning, predicts hnchi in excess of 25. Other
measurements of hnchi and D at this energy [26,32] are consistent with our data.

9 Energy evolution

In this section we compare our results with data recorded at lower energies and compare
to analytic QCD or Monte Carlo predictions. Figure 7 (a) shows our measurement of
hnchi compared to results at energies from 12 to 136 GeV [26, 32, 33]. The curve is a �t
to the NLLA prediction for the evolution of the charged particle multiplicity [34] with
energy,

hnchi = a�s(
p
s;�)b exp(c=

q
�s(

p
s;�))(1 +O(

q
�s(

p
s;�))

in which a and � are free parameters and b and c are constants computed from the theory.
The level of precision of the calculation is such that the �rst-order expression for �s is
appropriate and therefore � is an e�ective scale, not directly comparable to �MS.

All data points between 12 and 133 GeV are �tted and the �t gives � = 0:165 �
0:030 GeV and a = 0:070 � 0:005 with �2=d:o:f:=0.54. The multiplicity value given by
the �t at 133 GeV is 24:3�0:2 where the error takes into account correlations between the
�tted parameters. If the �t is performed excluding the 133 GeV data point, the expected
value of hnchi at 133 GeV is 24:4� 0:2 which is about one and a half standard deviations
higher than our measured value. This may, however, be due to missing higher orders in
the calculations, or simply to a statistical 
uctuation in the data. It should also be noted
that the NLLA function takes no account of the di�erent quark 
avour compositions at
the di�erent energies, and that charged particle multiplicities have been shown [35] to
depend on the quark 
avour composition. Monte Carlo models which include such e�ects
predict charged particle multiplicities in the range 24.1{24.2 (section 8.2).

Figure 7 (b) presents our result for the position of the peak in the �p distribution, �0,
compared with lower energy data [31, 36, 37]. The position of the peak �0 as a function
of centre-of-mass energy is predicted in the MLLA including sub-leading e�ects [28] to
follow

�0 = � (1=2 +
q
C=� �C=� ) (2)

where � = ln(
p
s=2�), C is given by the theory and the single free parameter � is

an e�ective QCD scale. This expression is equivalent to the NLLA formula given in
reference [29] and predicts an almost linear variation of �0 with ln(

p
s).

The curve in Figure 7 (b) shows the result of a �t of equation 2 to the data from 14
to 133 GeV which yields a value of � = 0:263 � 0:004 GeV with a �2=d:o:f: of 5.6 which
is dominated by contributions from the data points with small errors at 29 and 35 GeV.
If these points are removed from the �t, the �2=d:o:f: falls to 1.1 and � is essentially
unchanged. If the 133 GeV data point is excluded from the �t, the result is unchanged.
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Our measurements of hnchi=D, C2 and R2 are consistent within errors with the values
determined at LEP I and lower energy [30,37] and imply that these quantities do not vary
appreciably with energy.

Figure 8 (a) presents the 3-jet rate R3 at �xed ycut = 0:08 compared with lower energy
data [38]. The R3 value at 133 GeV is somewhat high as might be expected from Figure 3,
although there is a sizeable systematic uncertainty in this number. The curve is a �t to
the data of a prediction from perturbative QCD [39] for the energy evolution of R3 as
described in reference [40]

R3 = A�s(
p
s) +B�2

s(
p
s) ;

where A and B are constants given by the theory. The 133 GeV data point is included
in the �t which yields �s(MZ0) = 0:121 � 0:001(stat:) with �2=d:o:f: = 1.1 (this changes
to �s(MZ0) = 0:120 if the new data are excluded from the �t).

The mean value of thrust, hT i, measured at di�erent centre-of-mass energies [24,26,41]
is shown in Figure 8 (b). The predictions of several di�erent Monte Carlo models are also
shown. The energy evolution of hT i is fairly well described by the models within the
measurement errors.

Finally we show in Figure 9 the value of the strong coupling constant �s determined
in di�erent processes as a function of the energy scale Q. The measurements are listed in
references [26,42], and references therein. In e+e� collisions the energy scale Q is usually
taken to be

p
s. The �s measurement shown at Q = 1:8 GeV is derived from � decays

where Q = M� . The curve shows the second order QCD prediction for the running of
�s (with appropriate treatment of heavy quark production thresholds { see, for example,
reference [42]) taking �s(MZ0)=0.120 as determined in reference [24]. Our measurement
of �s(133 GeV) is consistent with the running of �s required by QCD.

10 Summary

We have presented in this paper a study of the properties of hadronic events produced with
an e�ective centre-of-mass energy of 133 GeV. A large number of di�erent event shape
observables have been measured and compared with the predictions of Monte Carlo mod-
els. The description of the data by PYTHIA, HERWIG and ARIADNE with parameters
tuned at Z0 energies is good in nearly all cases, whilst COJETS is somewhat less suc-
cessful. The rate of jet production has also been studied and is broadly consistent with
expectations.

From a �t of O(�2
s)+NLLA QCD predictions to �ve event shape and jet rate dis-

tributions we determine �s(133 GeV) = 0:110 � 0:005 � 0:009. If this measurement is
evolved to the Z0 mass it is equivalent to �s(MZ0) = 0:116� 0:010 which may be directly
compared to our previous measurement of �s(MZ0) = 0:120 � 0:006 using a very similar
set of observables and O(�2

s)+NLLA predictions.
The charged multiplicity has been determined to be hnchi = 23:40� 0:45� 0:47 which

is about one and a half standard deviations lower than a �t of NLLA QCD to the lower
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energy data. We have also determined the dispersion and second multiplicity moments,
which are found to be consistent with the values determined at lower energies. The �p
distribution is well described by LLA calculations, and the position of the peak is measured
to be �0 = 3:94 � 0:05 � 0:11. This is in good agreement with the expectation for the
energy evolution given by the LLA calculations.

Our studies show that most of the features of hadronic events produced in e+e� col-
lisions at the currently accessible energies above the Z0 mass are well described by QCD
either in the form of analytic predictions or Monte Carlo models. Further tests of QCD
at yet higher energies will soon be possible with the advent of the next phase of LEP.
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Tables

Tmaj 1=� d�=dTmaj

0.00 - 0.04 0:20 � 0:15� 0:20
0.04 - 0.08 6:3 � 0:83 � 0:58
0.08 - 0.12 5:6 � 0:68 � 0:64
0.12 - 0.16 2:6 � 0:47 � 0:36
0.16 - 0.22 2:08 � 0:35� 0:28
0.22 - 0.30 1:59 � 0:28� 0:49
0.30 - 0.40 0:93 � 0:19� 0:23
0.40 - 0.50 0:46 � 0:12� 0:12
0.50 - 0.60 0:20 � 0:08� 0:04
mean value 0:174 � 0:008 � 0:005

Tmin 1=� d�=dTmin

0.00 - 0.04 2:52 � 0:48 � 0:58
0.04 - 0.06 15:9� 1:8 � 1:9
0.06 - 0.08 9:9� 1:3� 2:9
0.08 - 0.10 7:4� 1:1� 0:9
0.10 - 0.12 4:4� 0:9� 1:5
0.12 - 0.14 2:8� 0:7� 1:5
0.14 - 0.16 2:01 � 0:60 � 0:91
0.16 - 0.20 0:79 � 0:26 � 0:39
0.20 - 0.24 0:29 � 0:18 � 0:12
0.24 - 0.30 0:19 � 0:15 � 0:15
mean value 0:0801 � 0:0026 � 0:0017

Table 1: Measured values for the Tmaj and Tmin distributions. The mean value of each
observable is also shown. The �rst error is statistical, the second systematic.

O 1=� d�=dO
0.00 - 0.05 9:43� 0:83 � 0:60
0.05 - 0.10 3:87� 0:52 � 0:57
0.10 - 0.15 2:31� 0:43 � 0:67
0.15 { 0.20 1:76� 0:39 � 0:29
0.20 { 0.25 1:00� 0:27 � 0:37
0.25 { 0.30 0:59� 0:20 � 0:16
0.30 { 0.40 0:33� 0:10 � 0:14
0.40 { 0.50 0:15� 0:07 � 0:05
mean value 0:094 � 0:006 � 0:003

S 1=� d�=dS
0.00 - 0.02 22:2� 1:9 � 1:8
0.02 - 0.04 7:4� 1:2� 1:6
0.04 - 0.06 4:2� 0:9� 1:4
0.06 - 0.12 1:78 � 0:35 � 0:81
0.12 - 0.20 1:02 � 0:23 � 0:53
0.20 - 0.30 0:68 � 0:17 � 0:32
0.30 - 0.50 0:28 � 0:07 � 0:10
0.50 - 0.70 0:07 � 0:04 � 0:04
mean value 0:082 � 0:008 � 0:053

Table 2: Measured values for theO and S distributions. The mean value of each observable
is also shown. The �rst error is statistical, the second systematic.
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A 1=� d�=dA
0.000 - 0.005 112:0 � 8:7 � 6:1
0.005 - 0.010 41:3� 5:8 � 4:9
0.010 - 0.015 15:3 � 3:5� 5:45
0.015 - 0.025 9:6� 2:0� 4:2
0.025 - 0.040 2:4� 0:8� 1:0
0.040 - 0.070 0:62 � 0:33 � 0:49
0.070 - 0.100 0:21 � 0:21 � 0:41
mean value 0:0088 � 0:0009 � 0:0009

C 1=� d�=dC
0.00 - 0.05 0:54 � 0:18 � 0:43
0.05 - 0.08 5:6� 0:9 � 1:6
0.08 - 0.11 4:9� 0:8 � 1:3
0.11 - 0.14 3:02 � 0:58 � 0:43
0.14 - 0.18 2:24 � 0:43 � 0:72
0.18 - 0.22 1:79 � 0:39 � 0:44
0.22 - 0.30 1:04 � 0:22 � 0:21
0.30 - 0.40 1:15 � 0:22 � 0:15
0.40 - 0.50 0:60 � 0:15 � 0:26
0.50 - 0.60 0:69 � 0:16 � 0:24
0.60 - 0.75 0:48 � 0:11 � 0:11
0.75 - 1.00 0:08 � 0:03 � 0:04
mean value 0:254 � 0:013 � 0:008

Table 3: Measured values for the A and C distributions. The mean value of each observ-
able is also shown. The �rst error is statistical, the second systematic.

T 1=� d�=dT
0.70 { 0.78 0:53 � 0:15� 0:10
0.78 { 0.85 1:16 � 0:25� 0:33
0.85 { 0.88 1:64 � 0:45� 0:68
0.88 { 0.91 2:40 � 0:55� 0:69
0.91 { 0.93 3:68 � 0:83� 0:67
0.93 { 0.95 4:5� 0:9� 0:9
0.95 { 0.96 7:5� 1:7� 2:2
0.96 { 0.97 9:7� 1:8� 3:4
0.97 { 0.98 15:6 � 2:3� 4:5
0.98 { 0.99 23:6 � 3:1� 4:3
0.99 { 1.00 3:1� 1:0� 1:6
mean value 0:935 � 0:004 � 0:002

MH 1=� d�=dMH

0.060 { 0.075 0:50 � 0:23 � 0:20
0.075 { 0.090 1:93 � 0:51 � 0:78
0.090 { 0.110 5:04 � 0:90 � 1:07
0.110 { 0.140 6:89 � 0:95 � 0:96
0.140 { 0.170 4:85 � 0:78 � 1:20
0.170 { 0.200 3:46 � 0:67 � 0:33
0.200 { 0.250 2:20 � 0:42 � 0:37
0.250 { 0.300 1:82 � 0:38 � 0:49
0.300 { 0.350 2:11 � 0:41 � 0:77
0.350 { 0.450 0:76 � 0:17 � 0:14
0.450 { 0.600 0:14 � 0:06 � 0:05
mean value 0:205 � 0:007 � 0:006

Table 4: Measured values for the T and MH distributions. The mean value of each
observable is also shown. The �rst error is statistical, the second systematic.
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BT 1=� d�=dBT

0.000 { 0.030 0:43� 0:27 � 0:56
0.030 { 0.040 8:3 � 2:0 � 3:0
0.040 { 0.050 14:3 � 2:5� 2:2
0.050 { 0.060 12:3 � 2:1� 3:6
0.060 { 0.075 8:0 � 1:3 � 2:8
0.075 { 0.090 5:6 � 1:1 � 2:3
0.090 { 0.110 4:5 � 0:9 � 1:9
0.110 { 0.130 3:5 � 0:8 � 1:2
0.130 { 0.160 2:9 � 0:6 � 1:1
0.160 { 0.200 2:08� 0:42 � 0:36
0.200 { 0.250 1:46� 0:33 � 0:58
0.250 { 0.300 0:76� 0:22 � 0:28
0.300 { 0.350 0:06� 0:10 � 0:10
mean value 0:104 � 0:004 � 0:003

BW 1=� d�=dBW

0.000 { 0.020 2:81 � 0:80 � 0:55
0.020 { 0.030 16:1 � 2:6 � 0:6
0.030 { 0.040 15:0 � 2:2 � 2:6
0.040 { 0.050 10:2 � 1:8 � 2:3
0.050 { 0.065 8:4� 1:4 � 1:1
0.065 { 0.080 4:6� 1:0 � 1:0
0.080 { 0.100 3:6� 0:8 � 1:7
0.100 { 0.150 3:42 � 0:52 � 0:47
0.150 { 0.200 1:24 � 0:29 � 0:22
0.200 { 0.250 0:56 � 0:19 � 0:31
0.250 { 0.300 0:10 � 0:10 � 0:12
mean value 0:073 � 0:003 � 0:003

Table 5: Measured values for the BT and BW distributions. The mean value of each
observable is also shown. The �rst error is statistical, the second systematic.

ycut R2 R3 R4 R5

0:005 19:6� 2:3 � 1:5 41:9 � 2:9� 7:3 28:0 � 2:6� 6:8 10:5 � 1:8� 2:1
0:009 28:8� 2:7 � 2:7 46:7 � 2:9� 3:4 20:4 � 2:4� 5:3 4:2� 1:2� 2:0
0:013 36:0� 2:8 � 2:2 49:1 � 2:9� 2:7 13:3 � 2:0� 2:4 1:6� 0:7� 0:8
0:020 47:6� 2:9 � 2:8 46:6 � 2:9� 2:9 5:5� 1:3� 1:9 0:3� 0:3� 0:3
0:030 56:8� 2:9 � 2:5 39:5 � 2:9� 2:1 3:7� 1:1� 1:4 {
0:040 63:5� 2:8 � 3:1 33:8 � 2:8� 2:7 2:7� 0:9� 1:8 {
0:050 70:5� 2:7 � 2:3 27:8 � 2:6� 2:4 1:7� 0:8� 1:5 {
0:060 75:0� 2:5 � 2:2 24:2 � 2:5� 2:5 0:8� 0:5� 0:5 {
0:070 77:7� 2:4 � 1:7 21:6 � 2:4� 1:7 0:6� 0:5� 0:4 {
0:080 80:1� 2:3 � 3:1 19:8 � 2:3� 3:0 { {
0:095 83:2� 2:2 � 5:1 16:6 � 2:2� 5:2 { {
0:115 86:7� 2:0 � 3:1 13:3 � 2:0� 3:1 { {
0:135 89:1� 1:8 � 1:6 10:9 � 1:8� 1:6 { {
0:160 92:9� 1:5 � 1:2 7:1� 1:5� 1:2 { {
0:188 95:3� 1:2 � 0:9 4:7� 1:2� 0:9 { {

Table 6: Measured values (in %) for the jet rates using the Jade E0 scheme. The �rst
error is statistical, the second systematic.
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ycut R2 R3 R4 R5

0:0008 16:7� 2:2 � 2:1 27:9 � 2:6 � 6:4 27:8 � 2:6 � 4:3 27:5� 2:6 � 4:7
0:0013 28:6� 2:6 � 1:4 34:3 � 2:8 � 3:6 25:3 � 2:5 � 2:7 11:9� 1:9 � 3:2
0:0023 39:7� 2:9 � 5:2 38:0 � 2:8 � 3:8 14:8 � 2:1 � 2:0 7:6� 1:6 � 2:7
0:0040 48:5� 2:9 � 3:5 36:7 � 2:8 � 4:8 11:4 � 1:9 � 3:6 3:4� 1:1 � 1:5
0:0070 58:7� 2:9 � 4:2 34:6 � 2:8 � 4:7 5:8� 1:4 � 1:8 0:9� 0:5 � 0:9
0:012 66:2� 2:8 � 1:0 30:4 � 2:7 � 1:1 2:7� 1:0 � 1:0 0:7� 0:5 � 0:8
0:023 71:9� 2:6 � 4:3 27:4 � 2:6 � 5:3 0:7� 0:5 � 1:3 {
0:04 81:7� 2:3 � 2:0 18:0 � 2:3 � 2:3 0:3� 0:3 � 0:6 {
0:07 90:2� 1:7 � 3:3 9:8� 1:7 � 3:3 { {
0:13 95:3� 1:2 � 3:4 4:7� 1:2 � 3:4 { {
0:24 99:6� 0:4 � 1:3 0:4� 0:4 � 1:3 { {
0:40 100:0 � 0:0� 0:0 { { {

Table 7: Measured values (in %) for the jet rates using the Durham scheme. The �rst
error is statistical, the second systematic.

R R2 R3 R4

0:3 51:8� 2:9 � 2:8 31:1� 2:7 � 1:9 17:1 � 2:2� 1:2
0:5 58:5� 2:9 � 3:4 30:4� 2:7 � 3:5 11:0 � 1:8� 0:7
0:7 70:0� 2:7 � 4:1 23:0� 2:4 � 4:5 7:0� 1:5� 2:2
0:9 72:9� 2:6 � 4:0 24:2� 2:5 � 3:5 2:8� 1:0� 1:4
1:1 83:9� 2:1 � 2:7 15:1� 2:1 � 2:4 0:9� 0:7� 1:1
1:3 93:2� 1:5 � 2:0 6:8� 1:5� 2:0 {
1:5 98:9� 0:6 � 1:3 1:1� 0:6� 1:3 {

Table 8: Measured values (in %) for the jet rates using the Cone algorithm as a function of
the cone size R. The minimum jet energy " is �xed at 7 GeV. The �rst error is statistical,
the second systematic.

" (GeV) R2 R3 R4

2 50:7 � 2:9� 4:1 32:6 � 2:7� 4:9 16:8 � 2:2� 1:3
6 67:9 � 2:7� 2:2 24:6 � 2:5� 3:3 7:5 � 1:5 � 1:2
10 74:1 � 2:5� 2:8 21:9 � 2:4� 3:8 4:0 � 1:1 � 1:4
14 78:6 � 2:4� 6:1 19:5 � 2:3� 6:1 1:9 � 0:8 � 0:7
18 80:3 � 2:3� 3:8 18:9 � 2:3� 4:0 0:8 � 0:5 � 1:0
22 88:0 � 1:9� 2:8 11:4 � 1:8� 3:4 0:5 � 0:4 � 0:9
25:5 92:1 � 1:6� 4:6 7:8 � 1:6� 4:8 0:1 � 0:1 � 0:2

Table 9: Measured values (in %) for the jet rates using the Cone algorithm as a function
of the minimum jet energy ". The cone size R is �xed at 0.7 radians. The �rst error is
statistical, the second systematic.
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ycut D2 ycut D2

0.0003{0.0008 286 � 52 � 50 0.0120{0.0225 5:1 � 1:4� 4:0
0.0008{0.0013 216 � 41 � 39 0.0225{0.0400 5:6 � 1:1� 2:3
0.0013{0.0023 113 � 20 � 37 0.0400{0.0700 2:85 � 0:63 � 0:73
0.0023{0.0040 53 � 11 � 22 0.0700{0.1300 0:86 � 0:23 � 0:14
0.0040{0.0070 33:7 � 6:2 � 4:6 0.1300{0.2350 0:40 � 0:13 � 0:24
0.0070{0.0120 15:5 � 3:4 � 6:1 0.2350{0.4000 0:026 � 0:027 � 0:078

Table 10: Measured values for the di�erential two-jet rate D2, using the Durham jet
�nding algorithm. The �rst error is statistical, the second systematic.

1� T MH BT BW D2

�s(133 GeV) 0.1213 0.1121 0.1114 0.1025 0.1042

�t range 0:05 � 0:3 0:17� 0:45 0:075 � 0:25 0:05 � 0:2 0:004 � 0:235

�2=d:o:f: 5.3/5 6.9/4 4.6/5 5.3/4 14/6

Statistical �0.0074 �0.0071 �0.0059 �0.0043 �0.0045
tracks only +0.0024 �0.0005 �0.0073 +0.0042 �0.0016
cluster only +0.0001 �0.0014 �0.0007 +0.0017 +0.0014
cos �T < 0:7 0.0000 +0.0008 +0.0024 +0.0031 +0.0014

alt. sel. +0.0011 +0.0067 +0.0038 +0.0041 +0.0093

Experimental Syst. �0.0027 �0.0069 �0.0086 �0.0066 �0.0098
b+ 1 s.d. +0.0004 +0.0004 +0.0003 +0.0005 �0.0001
b� 1 s.d. �0.0001 �0.0001 �0.0002 +0.0003 +0.0003
�q + 1 s.d. �0.0002 �0.0002 �0.0002 +0.0001 +0.0003
�q � 1 s.d. +0.0003 +0.0001 +0.0003 +0.0004 +0.0003

Q0 = 4 GeV �0.0004 +0.0009 �0.0009 +0.0006 +0.0021
udsc only +0.0009 +0.0002 +0.0019 +0.0015 +0.0018

HERWIG 5.8 �0.0007 +0.0014 �0.0019 �0.0006 �0.0003
ARIADNE 4.06 +0.0010 �0.0014 +0.0012 +0.0004 0.0000

Total hadronisation �0.0017 �0.0023 �0.0031 �0.0018 �0.0028
x� = 0:5 �0.0058 �0.0039 �0.0055 �0.0034 �0.0006
x� = 2 +0.0073 +0.0052 +0.0067 +0.0043 +0.0024

Total error �0.0104 �0.0111 �0.0125 �0.0089 �0.0113

Table 11: Systematic errors on the value of �s(133 GeV) derived using the O(�2
s)+NLLA

QCD calculations with x� = 1. The ln(R)-matching scheme is used throughout. Where
a signed value is quoted, this indicates the direction in which �s(133 GeV) changed with
respect to the default analysis when a particular feature of the analysis is changed.
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xp 1=� d�ch=dxp xp 1=� d�ch=dxp
0.00 { 0.01 616 � 17 � 13 0.12 { 0.14 27:9 � 2:4� 0:5
0.01 { 0.02 449 � 13 � 22 0.14 { 0.16 20:0 � 2:0� 0:3
0.02 { 0.03 268 � 10� 9 0.16 { 0.18 15:2 � 1:8� 1:1
0.03 { 0.04 176:5 � 8:3� 4:8 0.18 { 0.20 12:3 � 1:6� 1:2
0.04 { 0.05 141:2 � 7:5� 6:9 0.20 { 0.25 9:0 � 0:9 � 0:1
0.05 { 0.06 106:8 � 6:5� 3:7 0.25 { 0.30 4:9 � 0:6 � 0:6
0.06 { 0.07 81:7 � 5:6� 4:3 0.30 { 0.40 2:6 � 0:3 � 0:2
0.07 { 0.08 65:6 � 5:1� 3:2 0.40 { 0.50 0:95 � 0:19 � 0:1
0.08 { 0.09 56:7 � 4:7� 3:0 0.50 { 0.60 0:48� 0:13 � 0:01
0.09 { 0.10 42:8 � 4:1� 1:1 0.60 { 0.80 0:23� 0:06 � 0:02
0.10 { 0.12 35:3 � 2:7� 1:7 mean value 0:052 � 0:001 � 0:001

Table 12: Measured values for the xp distribution (fragmentation function).The �rst error
is statistical, the second systematic.

�p 1=� d�ch=d�p �p 1=� d�ch=d�p
0.2 { 0.4 0:13 � 0:04� 0:03 3.2 { 3.4 6:40 � 0:35 � 0:12
0.4 { 0.6 0:23 � 0:07� 0:08 3.4 { 3.6 6:24 � 0:35 � 0:30
0.6 { 0.8 0:19 � 0:06� 0:04 3.6 { 3.8 6:88 � 0:37 � 0:46
0.8 { 1.0 0:72 � 0:12� 0:01 3.8 { 4.0 6:46 � 0:35 � 0:08
1.0 { 1.2 0:95 � 0:14� 0:04 4.0 { 4.2 6:35 � 0:35 � 0:38
1.2 { 1.4 1:27 � 0:16� 0:17 4.2 { 4.4 6:70 � 0:36 � 0:54
1.4 { 1.6 2:12 � 0:21� 0:04 4.4 { 4.6 6:17 � 0:34 � 0:21
1.6 { 1.8 2:56 � 0:23� 0:13 4.6 { 4.8 5:66 � 0:33 � 0:12
1.8 { 2.0 2:98 � 0:25� 0:18 4.8 { 5.0 5:78 � 0:33 � 0:29
2.0 { 2.2 3:40 � 0:26� 0:17 5.0 { 5.2 4:94 � 0:31 � 0:21
2.2 { 2.4 4:14 � 0:29� 0:18 5.2 { 5.4 3:68 � 0:26 � 0:23
2.4 { 2.6 4:80 � 0:31� 0:13 5.4 { 5.6 3:09 � 0:25 � 0:19
2.6 { 2.8 5:36 � 0:32� 0:28 5.6 { 5.8 2:41 � 0:23 � 0:18
2.8 { 3.0 5:92 � 0:34� 0:29 5.8 { 6.0 1:66 � 0:21 � 0:07
3.0 { 3.2 6:10 � 0:35� 0:23 6.0 { 6.2 0:89 � 0:31 � 0:43

Table 13: Measured values for the �p (= ln(1=xp)) distribution.The �rst error is statistical,
the second systematic.
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nch P (nch)
6 0.033 � 0.040 � 0.078
8 0.39 � 0.23 � 0.20
10 1.51 � 0.56 � 0.45
12 2.86 � 0.53 � 0.31
14 5.54 � 0.78 � 0.42
16 8.8 � 1.0 � 0.5
18 11.2 � 1.1 � 0.4
20 11.3 � 1.0 � 0.8
22 10.8 � 1.0 � 0.7
24 10.1 � 1.0 � 0.6
26 8.9 � 0.9 � 0.8
28 6.96 � 0.76 � 0.36
30 5.29 � 0.65 � 0.21
32 4.25 � 0.60 � 0.54
34 3.46 � 0.52 � 0.41
36 2.49 � 0.49 � 0.27
38 1.84 � 0.41 � 0.31
40 1.55 � 0.42 � 0.45
42 1.13 � 0.45 � 0.70
44 0.55 � 0.24 � 0.29
46 0.30 � 0.17 � 0.22
48 0.56 � 0.38 � 0.39
50 0.09 � 0.12 � 0.10
52 0.00 � 0.12 � 0.05
54 0.10 � 0.11 � 0.08

Y 1=� d�ch=dY
0.0 - 0.5 7:18� 0:28 � 0:23
0.5 - 1.0 7:44� 0:26 � 0:15
1.0 - 1.5 7:64� 0:25 � 0:13
1.5 - 2.0 6:53� 0:22 � 0:26
2.0 - 2.5 6:00� 0:21 � 0:31
2.5 - 3.0 5:22� 0:20 � 0:15
3.0 - 3.5 3:71� 0:17 � 0:15
3.5 - 4.0 2:33� 0:13 � 0:17
4.0 - 4.5 0:90� 0:08 � 0:07
4.5 - 5.0 0:47� 0:06 � 0:05
5.0 - 5.5 0:06� 0:02 � 0:02

mean value 1:758 � 0:014 � 0:003

Table 14: Measured values of the probability of forming hnchi charged particles (in %),
and the Y distribution. The �rst error is statistical, the second systematic.
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pin? 1=� d�ch=dpin?
0.0 - 0.1 48:0 � 1:4� 2:0
0.1 - 0.2 40:4 � 1:3� 1:5
0.2 - 0.3 28:2 � 1:1� 1:0
0.3 - 0.4 22:8 � 1:0� 1:0
0.4 - 0.5 15:77 � 0:80 � 0:61
0.5 - 0.6 12:98 � 0:73 � 0:62
0.6 - 0.7 11:54 � 0:70 � 1:01
0.7 - 0.8 7:42� 0:55 � 0:34
0.8 - 0.9 6:84� 0:53 � 0:10
0.9 - 1.0 4:73� 0:45 � 0:65
1.0 - 1.2 3:62� 0:27 � 0:04
1.2 - 1.4 3:22� 0:26 � 0:16
1.4 - 1.6 2:41� 0:22 � 0:12
1.6 - 2.0 1:45� 0:12 � 0:09
2.0 - 2.5 0:91� 0:09 � 0:03
2.5 - 3.0 0:59� 0:07 � 0:02
3.0 - 3.5 0:28� 0:05 � 0:04
3.5 - 4.0 0:28� 0:05 � 0:02
4.0 - 5.0 0:14� 0:02 � 0:03
5.0 - 6.0 0:05� 0:01 � 0:01

mean value 0:606 � 0:014 � 0:010

pout? 1=� d�ch=dpout?

0.0 - 0.1 71:4� 1:7 � 2:1
0.1 - 0.2 55:5� 1:5 � 1:4
0.2 - 0.3 37:4� 1:2 � 1:5
0.3 - 0.4 25:3� 1:0 � 1:1
0.4 - 0.5 16:10 � 0:80 � 0:28
0.5 - 0.6 9:85 � 0:62 � 0:47
0.6 - 0.7 6:17 � 0:49 � 0:19
0.7 - 0.8 4:44 � 0:42 � 0:49
0.8 - 0.9 2:78 � 0:33 � 0:34
0.9 - 1.0 1:82 � 0:26 � 0:19
1.0 - 1.2 1:27 � 0:16 � 0:15
1.2 - 1.4 0:59 � 0:11 � 0:08
1.4 - 1.6 0:29 � 0:07 � 0:03
1.6 - 2.0 0:20 � 0:04 � 0:02

mean value 0:261 � 0:004 � 0:010

Table 15: Measured values for the pin? and pout? distributions. The �rst error is statistical,
the second systematic.
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�0 hnchi D hnchi/D C2 R2

frag. mult.

standard result 3.94 23.40 23.61 7.63 3.10 1.104 1.062

stat. error �0:05 �0:45 �0:45 �0:35 �0:13 �0:009 �0:009
event selection �0:01 �0:39 �0:38 �0:26 +0:06 �0:004 �0:005
j cos �T j < 0:7 �0:05 �0:05 �0:14 �0:22 +0:07 �0:005 �0:005
track selection +0:01 �0:16 �0:16 �0:18 +0:05 �0:004 �0:004
model dependence �0:02 �0:25 �0:32 �0:23 �0:05 �0:003 �0:004
�t function �0:08 { { { { { {
�t range �0:05 { { { { { {
unfolding { { �0:12 �0:11 +0:03 �0:002 �0:002
tot. syst. error �0:11 �0:47 �0:55 �0:46 �0:12 �0:008 �0:009

Table 16: Results with statistical and systematic uncertainties for the position �0 of the
peak in the �p distribution, for hnchi based on the fragmentation function (frag.) or the
multiplicity distribution (mult.), and for the dispersion D, the ratio hnchi/D and the
second moments C2 and R2. The signs indicate the direction of the changes.
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Figure 1: Distributions of Tmaj, Tmin, and Oblateness. Statistical and systematic errors
are shown added in quadrature.
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Figure 3: The �gure shows fractions of 2-, 3-, 4-, and 5-and-more jet events as functions
of the jet resolution parameters ycut for the E0 and the D jet �nding scheme, and as
functions of energy cuto� " or cone half angle R for the cone jet �nder. The prediction
of the PYTHIA Monte Carlo is shown by the lines.
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