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Abstract

A new off-chamber electronics system, called the Link System, for the CMS RPC chambers will be
installed during LHC Long Shutdown 3. The new Link System will improve the time resolution to
1.56 ns compared to the current value of 25 ns. The Link System requires a new infrastructure of
low attenuation loss, fiber optic cables to achieve a high-speed data transmission rate of 10 Gbps.
The Link System includes one redundant channel for data transmission on the Master Link Boards
and two redundant channels for data transmission and reception on the Control Boards. The optical
fiber system has been optimized to determine the number of cables, the number and location of patch
panels, and the power budget required to support different connectors, transmission distances, and
fiber types.
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Abstract

A new off-chamber electronics system, called the Link System, for the CMS RPC chambers will be installed during LHC Long
Shutdown 3. The new Link System will improve the time resolution to 1.56 ns compared to the current value of 25 ns. The Link
System requires a new infrastructure of low attenuation loss, fiber optic cables to achieve a high-speed data transmission rate of
10 Gbps. The Link System includes one redundant channel for data transmission on the Master Link Boards and two redundant
channels for data transmission and reception on the Control Boards. The optical fiber system has been optimized to determine
the number of cables, the number and location of patch panels, and the power budget required to support different connectors,
transmission distances, and fiber types.
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1. RPC upgrades during the LHC Long Shutdown 3

During the LHC Long Shutdown 3 (LS3), between 2026 and
2029 (see Figure 1), the RPC system will be upgraded in two
ways. One of them is the installation of improved RPC (iRPC)
chambers at stations RE3/1 and RE4/1 in the endcaps, as shown
in Figure 2. This will extend the |η| range of the RPCs to
2.4. The other upgrade is the replacement of the existing RPC
Link System with new, high-performance electronics. This in-
volves the replacement of electronics boards in crates, called
Link Board Boxes, located outside the chambers. Each Link
Board Box contains two different types of electronics boards:
Control Boards, for slow control, and Master Link Boards, that
transmit the detector signals.

The new Link System will improve the time resolution of
the RPCs to 1.56 ns from the current value of 25 ns. The data
transmission rate will be increased to 10.24 Gbps from 1.6 Gbps
for the Master Link Boards and the rate for the Control Boards
will be increased to 4.8 Gbps [1]. The connection between the
Front-End Boards (FEB) installed in each chamber and the new
Link System will be made with the existing LVDS copper ca-
bles (see Figure 3).

The boards of the new Link System include redundant chan-
nels. Each Master Link Board includes a redundant transmit
channel (called Tx 2 in Figure 4), and each Control Board in-
cludes two redundant channels, one for transmit and one for
receive (Tx 2 and Rx 2 respectively in Figure 4). This redun-
dancy not only allows flexibility in case the signal needs to be
duplicated but also adds an additional component of robustness
to the system by allowing easy replacement of any defective
channel.

2. Fiber optic requirements for the new Link System

As seen in Table 1, 1440 fiber optic cables are required for
the barrel and 1152 for the endcaps. These numbers include ca-
bles dedicated to the redundant channels for the Control Boards

Figure 1: Longer term LHC schedule version updated on November 2024 [2].

Figure 2: An R-z cross section of a quadrant of the CMS detector, including the
Phase-2 Upgrade (RE3/1, RE4/1, GE1/1, GE2/1, ME0). The acronym iRPCs
in the legend refers to the new improved RPC chambers RE3/1 and RE4/1 [3].
The area enclosed by the purple boundary contains the current RPC system
which will be impacted by the new Link System upgrade.

2



Figure 3: Schematic illustrating the connection between the chamber Front-
End Boards (FEB) and the new Link System. This connection is made by
copper LVDS cables, represented by dark blue and light blue arrows. The data
transfer rate for the Control Board (CB) is 4.8 Gbps and 10.24 Gbps for the
Master Link Boards (MLBs). These boards will replace equivalent boards in
the existing Link System.

Figure 4: Side view photo of a Control Board and Master Link Board inside
a Link Board Box. The Master Link Board design includes a redundant trans-
mission channel (Tx 2). The Control Board design includes two redundant
channels, one for transmission (Tx 2) and one for reception (Rx 2).

and Master Link Boards. The final destination of the cables
connected to the Control Boards in the experimental cavern is
the RPC Backend in the service cavern. On the other hand, the
cables connected to the Master Link Boards will be connected
to the Barrel Muon Track Finder Layer 1 (BMTF L1) for the
chambers in the barrel and to the RPC Endcap Cluster Finder
(RECF) for the chambers in the endcap, both located in the ser-
vice cavern (see Figure 5).

To satisfy CERN safety requirements for underground facil-
ities, fiber optic cable is required to have a Low Smoke Zero
Halogen (LSZH) cladding. Such cladding emits little smoke
and no halogens when exposed to high heat sources. Since
fibers in the experimental cavern are exposed to radiation, the
fiber core must be phosphorus free.

To minimize optical attenuation and dispersion in the fiber
cables and connectors at the patch panels (see Figure 5), it
is important to use a high quality fiber: Optical Multimode 4
type (OM4). This fiber type has a core diameter of 50 µm and
a cladding diameter of 125 µm. OM4 core fiber has a lower
modal dispersion and longer attenuation length than OM3 fiber,
supporting a larger data rate for the same cable length. Each
optical connector results in an insertion loss, with typical val-
ues between 0.25 and 0.5 dB depending on connector quality.
Typical transmission values with OM4 fiber for distances less
than 150 meters are between 40 and 100 Gbps, more than sat-
isfying the required transmission rate of 10.24 Gbps for Master
Link Boards and 4.8 Gbps for Control Boards.

Barrel
Used For redundancy Spares Total

Fibers per sector 9 9 6 24
Fibers per trigger tower 54 54 36 144
Total fibers 540 540 360 1440

Endcap
Used For redundancy Spares Total

Fibers per sector 8 8 8 24
Fibers per trigger tower 48 48 48 144
Total fibers 384 384 384 1152

Table 1: Number of fiber optic cables for the new link system for the barrel
and endcap.

Figure 5: Schematic drawing showing the required fiber connections for the
new Link System. UXC stands for Underground eXperimental Cavern and
USC stands for Underground Service Cavern. To reach their final destination,
the fiber optic cables from the Link Boards must pass through two patch pan-
els, one located in the experimental cavern (UXC) and the other located in the
service cavern (USC). The final destination of fibers from the Control Boards
is the RPC backend in the USC. Fibers from the Master Link Boards of bar-
rel chambers have final destination at the Barrel Muon Track Finder Layer 1
(BMTF L1) in the USC, while those from the endcaps have final destination at
the RPC Endcap Cluster Finder in the USC (RECF).
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3. Irradiation test on the fibers

Using the CERN High energy AcceleRator Mixed field facil-
ity (CHARM), the performance of a fiber optic cable was mea-
sured after an integrated radiation dose equivalent to 10 years
of operation of the High Luminosity LHC (HL-LHC), Figure 6
shows the mounting grid holding the fiber cables. Cables from
different manufacturers had different colors. Each cable was
analyzed with an Optical Time Domain Reflectometer (OTDR)
before and after irradiation. The OTDR sends a short light
pulse to the fiber under test through an optical coupler. The
back reflected light is analyzed at a detector to measure the dis-
tributed attenuation along the fiber, to check the homogeneity
of the fiber, to discover and identify damage, which may have
occurred during the mounting of the fiber, and to observe losses
and back reflections from connectors or optical components [4].
The data show no significant change in attenuation (see Fig-
ure 7) after an accumulated radiation dose of 147 Gy, nearly
15 times the accumulated dose of 10-12 Gy expected after ten
years of HL-LHC operation.

Figure 6: Photograph of a mounting grid in the CERN High energy Accel-
eRator Mixed field facility (CHARM) holding components for irradiation. The
red boundary lines indicate the regions where the fiber optic cables are located.
They received a cumulative dose of 147 Gy.

Figure 7: Data obtained with the Optical Time Domain Reflectometer (OTDR)
before and after irradiation of the optical fiber. There is no significant change
in attenuation after an accumulated radiation dose of 147 Gy [5].

4. Summary

The installation and testing of the optical fibers will be a cru-
cial step in commissioning the new Link System that will be

installed during LHC LS3. The design and routing for the opti-
cal fiber connection between the new Link System and the RPC
backend/BMTF/RECF is ready. The CHARM test shows that
there is no significant change in attenuation due to radiation.
The next step, fiber acquisition, is in process.
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