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Abstract. The Julia programming language was created 10 years ago and is
now a mature and stable language with a large ecosystem including more than
8,000 third-party packages. It was designed for scientific programming to be
a high-level and dynamic language as Python is, while achieving runtime per-
formances comparable to C/C++ or even faster. With this, we ask ourselves
if the Julia language and its ecosystem is ready now for its adoption by the
High Energy Physics community. We will report on a number of investigations
and studies of the Julia language that have been done for various representative
HEP applications, ranging from computing intensive initial data processing of
experimental data and simulation, to final interactive data analysis and plotting.
Aspects of collaborative code development of large software within a HEP ex-
periment has also been investigated: scalability with large development teams,
continuous integration and code test, code reuse, language interoperability to
enable an adiabatic migration of packages and tools, software installation and
distribution, training of the community, benefit from development from industry
and academia from other fields.

1 Introduction

High energy physics (HEP) research requires dedicated software, used to run the experiments,
perform calculations, make simulations and analyse data. Software development is part of the
physicists’ activity. We all remember the frustration created by the need to learn computer
programming, or for those who had already this skill to learn using HEP-specific software
frameworks, while we were eager to focus on physics and obtain results. The youngest had
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the chance to use Python because of its ease of use. Nevertheless, they rapidly discovered,
that they also need to learn C++ when high computing performance is needed.

The Julia programming language, which was specifically designed to allow researcher
to use a single language providing high-performance and easy of programming at the same
time, has attracted attention of our community in the last couple of years [1, 2].

Most of us have experienced in their carrier a programming language transition in the
HEP community, which were all well motivated. The challenges represented by the current
paradigm based on the combination of two languages (mainly Python and C++) and the
maturity of Julia which is designed to address the two-language problem may be a sign of
motivation for a new transition.

After having looked back at the past language transitions, we will discuss the two-
language problem encountered with the current paradigm. We will then present the assets
of the Julia programming language and try to answer to the question if Julia is ready to be
adopted by the HEP community.

2 Programming language changes in HEP

Transition from Fortran to C++ occurred in the 1990s. It has been motivated by the object-
oriented paradigm provided by the new language and the advantages it provides in terms of
physics event modelling, software maintainability and extensibility [3–6].

The Python language entered in HEP in the 2010s. Its ease of use, the library ecosystem,
in particular for machine learning, the packaging systems, and the interactivity have moti-
vated its adoption. With this transition HEP moved to a multi-language paradigm, where
a higher-level language is used for tasks that are not computing intensive or as high level
interface to libraries using compiled code (like e.g, ROOT, NumPy and Theano).

The evolution of programming languages used by HEP researchers is studied by counting
non-fork GitHub repositories created by people that forked the CMSSW software of the LHC
CMS experiment [7]. The results are shown in Fig. 1. For comparison, the same counting is
done for persons who forked the NumPy repository, we identify as data scientists, and shown
in Fig. 2. This method has its limitations, in particular in terms of the bias coming from the
programming language of the probe project (C++ for CMSSW, Python for NumPy). The
HEP community seems to follow the data scientist trends, apart for Rust. Python peaked in
2020-2021, while Julia is slowing emerging. Rust shows an increased popularity in the data
scientist sample and may take over C++ in the next years.

3 The two-language problem

Introduction of Python brings to HEP the two-language problem [8] encountered in other
research fields. The problem is characterised by the use of different languages for easy-
and-fast development and for high-performance computing. The approach has two issues,
first it requires learning several languages, second it requires frequent port of code initially
developed in the easy language to the high-performance one.

For Python, the problem is mitigated by the ease to interface to other languages it pro-
vides. Nevertheless, development of high-performance code in Python is demanding. It re-
quires: profound understanding of computer architecture and language interdependence; ex-
pertise in the art of programming without loops or more precisely delegating loops to under-
lying libraries, so called “vectorization”; use of different technologies like Numba, Cython,
Pypy to speed up the code. The maintenance overhead rapidly escalates with each addi-
tional technology. Moreover, the solutions to overcome with native slowness of Python put
constraints on the developer who needs to write its code in a particular manner.
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Figure 1. Evolution of the number of repositories per programming language created by users that
forked the CMSSW software used as a marker of HEP scientist.

4 The Julia assets

The Julia programming language, which was designed specifically to address the two-
language problem, provides in a single language high-performance and ease of programming.
The sketch of Fig. 3 shows where Fortran, C++, Python and Julia stand in terms of easy of
programming and running speed.

In the comparison performed in Ref. [2] of the running speed for different algorithms
implemented in Julia, Python, and C/C++, whose results are reproduced in Fig. 4, we see
that Julia provides performance similar to C/C++, while Python can be up to two orders of
magnitude slower.

In addition to solving the two-language problems, Julia provides a number of assets com-
pared to C++ and Python. The dynamic multiple dispatch design allows for a massive code
reuse and sharing. A detailed comparison of polymorphism mechanisms in C++, Python,
and Julia and a discussion of its impact on code reuse can be found in Ref. [2].

Like Python, Julia can be easily interfaced with legacy code written in different languages.
The interface with Python is almost transparent and has no overhead. Functions of shared
libraries written in C or Fortran can be directly called from Julia with no overhead compared
to if the same shared library is interface to a C or Fortran program. Interface to C++ is
done using the CxxWrap.jl package. It requires to write some C++ code (called wrapper)
to define the class and function to bind. The under-development WrapIt package aims to
automatise the generation of the C++ code and was used to create a Julia interface, Geant4.jl,
to Geant4 [9, 10].

It has a well designed packaging system which is part of the standard library. Use of soft-
ware package developed by other developers is extremely easy, including packages that uses
code developed in another language. For binaries, it includes an infrastructure that builds
the code for the different supported architectures to distribute the ready-to-use binaries. Julia
natively supports reproducible environment with exact versions of all dependencies. Parallel
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Figure 2. Evolution of the number of repositories per programming language created by users that
forked the numpy software used as a marker of data scientist.

Figure 3. Comparison of different programming languages in terms of ease of programming (abscissa)
and running speed (ordinate).

and distributed computing are core features of Julia. A loop can be vectorized, using the
simple-instruction-multiple-data (SIMD) CPU support, threads or both. The loop to vector-
ize is annotated with a single keyword (in practice, a macro) to indicate that the iterations are
independent and, in the SIMD case, that arithmetic operations are allowed to be reordered.
For the simplest cases, the compiler will find itself that the iterations are independent and will
apply SIMD vectorization without the annotation. The LoopVectorization.jl package extends
the standard library capabilities to vectorize code, using the same simple-to-use annotation
method. Graphic processor units (GPUs) can be used for high-vectorization. The GPU ker-
nels can be written directly in Julia, which makes the use of GPU very easy, both for initial
development and for code maintenance. Finally, code can be executed on multiple CPUs in a
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Figure 4. Comparison of C/C++, Python and Julia language performance for a set of short algorithms
reproduced [2]. Open BLAS, together with NumPy in the Python case are used for matrix operation.
The score is defined as the time to run the algorithm divided by the time to run the C version of the
same algorithm.

single or multiple machines in a very convenient way. Batch systems used in the community,
as HTCondor are supported.

Several HEP physicists are already using Julia for their research, and packages to
read HEP-specific formats have been developed: UpROOT.jl and UnROOT.jl [11] for the
ROOT [12] format, LHE.jl for Les Houches Event format [13], LCIO.jl [14] for the Linear
Collider Input/Output format. The more general formats Arrow and HDF5, also used in HEP,
are supported thanks to the Arrow.jl and HDF5.jl packages.

5 Summary

The venue of Python in HEP computing has revealed the need for a higher-level and easy pro-
gramming language. Because of the Python’s running performance limitations, the language
has brought along the two-language problem, experienced before by some other scientific
communities that were using higher-level language like R or MATLAB along with a com-
piled language. Many developments are ongoing to improve the Python performance using
extensions or specialized libraries. These solutions are more complex and less flexible for
the user that if the language would provide the required performance without need to use
extensions or write its code in such a way that it uses the specialized libraries.

Julia is addressing the two-language problem by providing in a single programming lan-
guage high computing performance and ease of programming. The language is mature and
HEP needs are fairly well covered making Julia ready for a large adoption by the HEP com-
munity. This language has proven to facilitate in an unprecedented extend code sharing. This
can be explained the dynamic multiple dispatch—an intrinsic feature of the language—, the
extremely well-designed package management system, and the communication within the
Julia open community. It supports distributed and parallel computing and is an excellent lan-
guage for scientific computing. We believe HEP computing will highly profit in adopting this
language as a replacement of the current C++ and Python combination.
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