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Abstract

The branching ratio of the �� ! e� ��e�� decay mode has been measured with the OPAL
detector to be (17:78 � 0:10 � 0:09)% where the �rst error is statistical and the second is
systematic. The branching ratio, together with other measurements, has been used to test
e� � and � � � universality in the charged current weak interaction.
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The �� ! e� ��e�� decay is a useful probe of the Standard Model. The branching ratio, in

conjunction with other measurements, can be used to determine the relative charged current

couplings of the electron, muon and tau leptons. In addition, it can be used to calculate �s at

Q2 = M2

� , which can be compared with other measurements taken at Q2 = M2

Z . This letter

reports on an update of the �� ! e� ��e�� branching ratio using the data collected between

1991 and 1994 with the OPAL detector at LEP.

The data were recorded using the OPAL detector which is a general purpose detector cover-

ing the full solid angle [1]. The tau pair Monte Carlo sample was generated using the KORALZ

4.0 package [2]. The dynamics of the tau decays were simulated with the TAUOLA 2.0 decay

library [3]. The Monte Carlo events were then passed through the GEANT simulation [4] of

the OPAL detector [5].

The procedure used to select Z0!�+�� events is similar to that described in previous OPAL

publications [6, 7, 8]. The decay of the Z0 produces two back-to-back taus. The taus are highly

relativistic so that the decay products are strongly collimated. As a result it is convenient

to treat each � decay as a jet, as de�ned in ref.[9], where charged tracks and clusters in the

lead-glass electromagnetic calorimeter are assigned to cones of half-angle 35�. The de�nitions
of a charged track and electromagnetic cluster are also given in references [6, 7, 8]. The tau

pair selection requires that the event contains exactly two jets each with at least one charged
track. The total electromagnetic energy plus the sum of the scalar momentum of the charged
tracks in each jet must exceed 1% of the beam energy. The average value of j cos �j for the
two charged jets must satisfy j cos �j < 0:68, where � is the polar angle, to avoid regions of
non-uniform response in the lead-glass calorimeter.

The background in the �+�� sample includes contributions from the e+e� ! e+e� [10],

e+e� ! �+�� [2], e+e� ! qq [11] and e+e� ! (e+e�)X [12] reactions. The background
from e+e� ! e+e� events can be identi�ed by the presence of two high-momentum, back-to-
back charged particles with the full centre-of-mass energy (ECM) deposited in the lead-glass
electromagnetic calorimeter. This background is reduced by requiring the tau pair candidates
to satisfy either Ecluster � 0:8ECM or Ecluster+0:3Etrack � ECM, where Ecluster is the total energy

in the lead-glass calorimeter and Etrack is the sum of the scalar momentum of the charged tracks
in the event. Note that the e+e� ! e+e� rejection requirements are slightly di�erent from those

used in ref. [8]. The �rst criterion eliminates most of the e+e� ! e+e� background while the

second criterion eliminates e+e� ! e+e� events that have two high momentum tracks but do
not deposit all of their energy in the electromagnetic calorimeter (for example, there are regions

of poor energy resolution in the calorimeter due to the support structure).

Events from the e+e� ! �+�� reaction can also be identi�ed by the presence of two high-

momentum, back-to-back charged particles with very little energy deposited in the lead-glass
electromagnetic calorimeter. These events are rejected if they pass the muon pair selection

described in ref. [6, 7, 8]. Multihadronic decays of the Z0 (e+e� ! qq) are removed by requiring

that each event contain 2-6 charged tracks and less than 10 clusters in the lead-glass electromag-

netic calorimeter. The background from e+e� ! (e+e�)X (two-photon) events, where the �nal-
state electron and positron escape undetected at low angles, is suppressed by requiring the aco-

linearity between the two jets to be less than 15�. The visible energy, Evisible = Ecluster+Etrack,
of the two-photon system is in general much smaller than that from a tau pair event, hence

an event is rejected if Evisible � 0:03ECM. Furthermore, if Evisible � 0:2ECM, then the event
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is rejected if the missing transverse momenta, calculated separately for charged tracks and for

lead-glass clusters, are both less than 2 GeV/c.

The fraction of background in the tau pair sample is found to be 0:0170 � 0:0012. The

contributions from the individual channels are given in Table 1. The e+e� ! qq and e+e� !

(e+e�)�+�� background estimates have not changed from ref. [8]. The e+e� ! �+��, e+e� !

e+e� and e+e� ! (e+e�) e+e� backgrounds have been re-evaluated since they are a signi�cant

background in either the tau pair sample or the �� ! e� ��e�� sample. The backgrounds have

been estimated by Monte Carlo and con�rmed by comparisons with data in a manner similar

to that presented in ref. [8]. Other potential backgrounds arising from cosmic rays and single-

beam interactions are suppressed with simple requirements on the time-of-ight detector and

on the location of the primary event vertex. These selection criteria were applied to all the

data collected from 1991 to 1994 to give a sample of 82 808 �+�� candidate events.

The selection of electron candidates is divided into two parts: a `Fiducial' selection fol-

lowed by an `Electron Identi�cation' selection. The Fiducial selection applies criteria that are

independent of the particle type (such as �ducial cuts). The e�ciency for this selection is

determined entirely from data samples. The Electron Identi�cation selection applies criteria
that separate electrons from muons and hadrons. For this selection the e�ciency is estimated

using Monte Carlo samples and systematic studies comparing data and Monte Carlo samples
are done to estimate the uncertainty.

The Fiducial selection requires that the candidate jet have between 1 and 3 charged tracks.
Regions of the detector where the z-measuring tracking chamber or `z-chamber' 1 was not active
and the regions of poor energy resolution in the electromagnetic calorimeter are eliminated.
Also, we apply additional requirements on the tracks. The highest momentum track in each

jet, assumed to be the electron candidate, must have hits in the z-chambers in order to improve
the polar angular resolution. In addition, we require that each track have at least 40 hits in
the central drift chamber that can be used in the measurement of the energy loss (dE=dx).

The e�ciencies for the Fiducial selection were determined using the entire tau data sample
and are given in Table 2. Note that the e�ciencies for the z-chamber and dE=dx-hits used in
the branching ratio calculation were determined as a function of momentum but only average

values are given in Table 2. The z-chamber and dE=dx hit e�ciencies for jets with 1 charged

track were tested to see if they were independent of the particle type using control samples of
electron data. The systematic errors quoted on these e�ciencies (see Table 2) represents the
precision with which this assumption was tested.

The Electron Identi�cation selection identi�es the electron candidates out of the tau sample

remaining after the Fiducial selection. The Electron Identi�cation selection relies on a relatively

small set of variables in order to achieve high e�ciency with low background. A number of the

variables have been transformed into normalized quantities, N�
V � (Vmeasured � Vexpected)=�V ,

where Vmeasured is the variable of interest, Vexpected is the expected mean value and �V is its rms.

The selection requires that the primary or highest momentum track in the jet has a dE=dx

1A right-handed coordinate system is adopted in OPAL, where the x axis points to the centre of the LEP

ring, and positive z is along the electron beam direction. The angles � and � are the polar and azimuthal angles,

respectively.

5



measurement (N�
dE=dx � �3) compatible with that expected from an electron (see �g. 1(a)).

An electromagnetic cluster (�cl; �cl) is considered associated to a charged track (�tk; �tk) if

j�� � �cl � �tkj � 0:040 radians and j�� � �cl � �tkj � 0:040 radians. (Note that (�tk; �tk) is

the extrapolated track position at the front face of the electromagnetic calorimeter.) If there

is a cluster (with energy E) associated to the track (with momentum p), then the ratio E=p

(N�
E=p � �4) is used to remove muons and pions (see �g. 1(b)). If there is no cluster associated

to the track, then this criterion is not applied.

Even though the lead-glass blocks of the calorimeter are typically 0.040 radians wide in

both � and �, the cluster position for electromagnetic showers is known to better than 0.003

radians if the energy is shared between at least two lead-glass blocks. We use this information

by placing requirements on the N�
�� and N�

�� distributions (see Fig. 1(c) and (d)). The value

for � used in these normalized quantities ranges between 1 and 7 milliradians depending on the

track momentum and energy distribution in the cluster. Matching in � is found to be a good

�lter against background from pions. The matching in � is complicated by the magnetic �eld

and by photon radiation. In addition, the modelling of N�
�� is not particularly good for large

positive values. As a result a looser matching criterion is applied in � than in �.

Photons that appear in �� ! e� ��e�� jets originate from either �nal state radiation or

bremsstrahlung radiation. Photons from initial state radiation are emitted in a direction close
to the beam axis and are therefore not included in the jets while photons from �nal state
radiation are isotropically distributed about the jet axis. Bremsstrahlung photons are emitted
in a narrow cone. If the charge of the track is positive/negative, the �eld bends the track
from its initial �i value toward a higher/lower �nal �f value. Photons from this track are then

observed in a 0.020 radians wide band in � in the electromagnetic calorimeter with � values
between �f and �i.

A cluster (�cl; �cl) is considered a photon candidate if its energy is greater than 0.7 GeV
and there is no charged track (�tk; �tk) nearby (j�cl� �tkj � 0:040 radians or j�cl � �tkj � 0:040
radians). The electron selection allows up to one such cluster in a jet (see �g. 1(e)). In addition,
clusters found in a 0.020 radian band in � and with � values between the initial and �nal values

of the track are not counted, as discussed in the previous paragraph.

The hadron calorimeter is also used in the electron selection. It consists of 8 iron slabs of
0.6 interaction lengths thickness interleaved with 9 detection layers. There are approximately
2.2 interaction lengths of material in front of the hadron calorimeter. We require that the

electron candidate penetrate no further than 2 layers (0.6 interaction lengths) into the hadron

calorimeter (see �g. 1(f)).

As indicated earlier, a small background of e+e� ! e+e� events remain in the tau pair

sample. The Electron Identi�cation selection we have described so far would not reject these
events and consequently we add an extra criterion that removes most of them from the �� !

e� ��e�� sample. We observed that a signi�cant number of the e+e� ! e+e� events in the

tau pair sample consist of two back-to-back, high momentum tracks. Thus we can reduce
the e+e� ! e+e� background by requiring that �acop > 0:002 radians if both p > 30 GeV/c

and popp > 0:75Ebeam, where �acop is the acoplanarity angle in the plane transverse to the beam
between the highest momentum tracks in each jet, p is the momentum of the electron candidate,

popp is the momentum of the track in the jet opposite the electron candidate and Ebeam is the
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beam energy.

The Electron Identi�cation selection also accepts jets with 2 or 3 charged tracks. The

highest momentum track is taken to be the electron and the remaining tracks are considered to

be the result of a photon conversion. For jets with 2 charged tracks we assume that one track

from the photon conversion went undetected. The second track is required to have a dE=dx

measurement that is consistent with being an electron and a momentum of less than 3 GeV/c.

For jets with 3 charged tracks, we require that both tracks have a dE=dx measurement that

is consistent with being an electron, a combined scalar momentum of less than 5 GeV/c and

a mass (calculated from the two tracks) of less than 0.1 GeV/c2. The e�ciency for selecting

electrons in these jets is approximately 80% compared with approximately 99% for jets with

only a single track due to the additional selection criteria. Approximately 1.5% of the electron

candidates are composed of 2 and 3 charged track jets.

A total of 25 337 candidates pass the electron selection with an Electron Identi�cation

e�ciency, �E, of 0:9893 � 0:0027 and a background, fnon�ebkgd , of 0:0496 � 0:0031. These results

give a branching ratio of the �� ! e� ��e�� decay of (17:78 � 0:10(stat) � 0:09(syst))%. The

branching ratio was calculated using

Be =
N corr

e

N� (1 � fnon��bkgd )

1 � fnon�ebkgd

�E

1

F e
bias

where N� is the number of taus (165 616), f
non��
bkgd is the background in the tau sample (0:0170�

0:0012) and F e
bias is a correction for the slight bias on the branching ratio introduced by the

tau pair selection (1:0036 � 0:0022). The number of electrons, N corr
e , in the above equation is

corrected for the Fiducial selection e�ciencies (given in Table 2) by

N corr
e =

10X

i=1

N1tk
e (i)

�1tkF (i)
+

N2tk
e

�2tkF

+
N3tk

e

�3tkF

where Ne is the number of electron candidates and �F is the Fiducial selection e�ciency. The
superscripts indicate the number of charged tracks in the jet. The summation is performed
over 10 momentum bins for jets with 1 charged track. The average Fiducial selection e�ciency

for jets with 1 charged track is 0:8395� 0:0020 where the error is dominated by the systematic

error in the z-chamber hit e�ciency. Using the average e�ciencies will give a branching ratio
similar to the quoted value.

The contributions to the systematic error are given in Table 3. The uncertainty in the

e�ciency of the electron selection and the uncertainty in the background in the electron sample

are discussed in the following paragraphs. The photon conversion systematic error arises as the

Monte Carlo has a slightly di�erent probability for a photon conversion from that observed in

the data. However since jets with up to three charged tracks are permitted into the sample,
the dependence of the �nal result on this probability was found to be fairly weak.

The Electron Identi�cation e�ciency was determined using Monte Carlo. The e�ciency
was found to be independent of momentum over the entire range (0 � x � p=Ebeam � 1).

The largest deviation in any of the 20 equally sized x-bins was seen to be 0.5%, while most

are well below the 0.25% level. To test the validity of the Monte Carlo, the e�ciency of each
criterion in the selection was determined using highly pure control samples of electrons obtained
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by applying tight cuts to the tau sample. Comparisons of the e�ciencies obtained from the

Monte Carlo and data control samples showed no inconsistencies. For example, we found the

e�ciency of the dE=dx criterion to be 0:99562�0:00126 and 0:99662�0:00102 in the data and

Monte Carlo, respectively. Since the e�ciencies from the data and Monte Carlo were in good

agreement, we assign a systematic error to the Electron Identi�cation e�ciency of 0:0016 for

the dE=dx requirement which is obtained by adding in quadrature the statistical errors of the

data and Monte Carlo e�ciencies.

This procedure was repeated for each criterion in the Electron Identi�cation selection. We

found no disagreement between the e�ciencies found with the data and Monte Carlo samples.

A systematic error for each criterion was determined by adding in quadrature the statistical

errors of the data and Monte Carlo e�ciencies. The total systematic error on the e�ciency,

0:0026, is the quadratic sum of the errors from each selection criteria. The largest contribution

is from the dE=dx criterion as it has the lowest e�ciency. We combine the systematic error,

0:0026, with the statistical uncertainty of 0:0008, to obtain a total error of 0:0027 on the

Electron Identi�cation e�ciency. Consequently the error on the branching ratio due to the

uncertainty on the Electron Identi�cation selection e�ciency is estimated to be 0:00048 (see

Table 3).

Additional checks of the uncertainty on the Electron Identi�cation e�ciency were made.
These studies used samples of e+e� ! e+e� and e+e� ! (e+e�) e+e� data. No discrepancy
between the e�ciencies found from each of the cross checks and those obtained from the tau
samples were found. As a result no additional uncertainty was added to the e�ciency.

The reliability of the branching ratio was investigated further by varying the individual
selection requirements. The range of the variations were chosen so that the background in the

new sample did not signi�cantly change to avoid generating a large systematic uncertainty. In
addition, we removed the requirement that the tracks have hits in the z-chamber. Removing
the z-chamber requirement degrades the � resolution of the tracks, consequently in this check
we also dropped our � track-cluster matching requirement. This increased the data sample by
approximately 10% but also increased the background. However, the branching ratio obtained

with this sample was found to be in good agreement with our result as well as with the branching
ratio obtained from a separate electron selection.

The background in the �� ! e� ��e�� sample is broken down into its various sources in

Table 1. The backgrounds were �rst estimated using Monte Carlo samples. The modelling
of each of the backgrounds by the Monte Carlo was checked by creating subsamples from
the electron candidates enriched in the background. We calculate a correction factor, Cbkgd =

(Ndata�NMC�other)=NMC�bkgd whereNdata, NMC�bkgd and NMC�other are the integrated numbers

of events from the data sample, the Monte Carlo background and the other Monte Carlo
events, respectively. The numbers of events are obtained from a reference distribution with

the integration region chosen so that the statistical error on Cbkgd is minimized. The statistical
error on Cbkgd is added to the uncertainty of the background estimate.

The largest source of background in the �� ! e� ��e�� sample is from �� ! h� � 1�0��
decays, where h� is either a �� or K�. Approximately one-half of the background in the electron
sample has a cluster that is not associated to the track (see �g. 1(e)). Consequently we can check

the modelling of the background by examining the jet mass distribution of those events. The
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jet mass is calculated using the track information for one four-vector and the cluster direction

and energy for the second four-vector (we assume that both particles are pions). A dE=dx

requirement is also added which reduces the electrons but not the hadrons from this sample.

The �� ! h� � 1�0�� background gives a peak in the jet mass distribution close to the mass of

the �(770) while the contribution from other electron candidates gives a broad distribution (see

�g. 2(a)). Comparisons of data and Monte Carlo suggest that the Monte Carlo overestimates

the background and we apply a correction of 0:83� 0:06 to this background estimate.

The �� ! h��� background was checked by comparing the N�
E=p distribution for data and

Monte Carlo (see �g. 2(b)). We used our electron selection but with the dE=dx requirement

reversed so that hadrons instead of electrons were selected. The unshaded histogram shows

the �� ! h��� background and the shaded histogram shows the other hadronic decays of the

tau. The N�
E=p distribution for hadrons from �� ! h��� decays can be roughly divided into

two samples. Those with N�
E=p � �5 are more typical hadrons as they leave a small fraction of

their energy in the electromagnetic calorimeter with the remaining energy being deposited in

the hadron calorimeter. Hadrons with N�
E=p � �5 are less common but are strongly enhanced

by our electron selection. These hadrons deposit most of their energy in the electromagnetic

calorimeter. As a result we use the region �4 � N�
E=p � 0, which corresponds to the region

included in our selection, to obtain a correction factor of 1:25 � 0:14. The modelling of the
N�

E=p distribution in �g. 2(b) is not ideal. If we change the N�
E=p criterion in the Electron

Identi�cation selection and recalculate the correction factors for the new region, however, we
obtain a branching ratio consistent with our result.

The e+e� ! e+e� events that pass the electron selection tend to be events with �nal state

radiation. The tau pair selection removes the non-radiative e+e� ! e+e� events with cuts
on the total electromagnetic energy in the event while the electron selection eliminates events
where there are back-to-back tracks with the acoplanarity requirement. We found that the
e+e� ! e+e� events with little radiation were well described by the Monte Carlo. In �g. 2(c)
we plot Ecluster=ECM for jets that pass the electron selection. The unshaded histogram is the tau

Monte Carlo and the shaded histogram is the e+e� ! e+e� Monte Carlo. The e+e� ! e+e�

Monte Carlo overestimates the background and we apply a correction factor of 0:55 � 0:09 to

the background estimate obtained from the Monte Carlo.

The �nal background is due to events from the e+e� ! (e+e�) e+e� reaction. The incoming
electron and positron exit the detector undetected leaving a relatively low momentum electron-
positron pair. To enhance these events, we create a sample where both jets pass our electron

selection. In �g. 2(d) we plot the ratio Evisible=ECM. The unshaded histogram is the tau Monte

Carlo and the shaded histogram is the e+e� ! (e+e�) e+e� Monte Carlo. We �nd that the

Monte Carlo overestimates the background and we apply a correction factor of 0:7 � 0:2.

The �� ! e� ��e�� branching ratio was previously measured by OPAL to be (18:04�0:33)%
[8] using data collected between 1990 and 1992. The current result, (17:78 � 0:10 � 0:09)%, is

consistent with the previous work, using a quite di�erent selection procedure and with approx-

imately three times the data sample. In addition, the branching ratio is consistent with other
results, including recent measurements by ALEPH [13] of (17:79� 0:12� 0:06)% and DELPHI

[14] of (17:51 � 0:39)%. The 1994 Particle Data Group average value is (17:90 � 0:17)%[15].

The �� ! e� ��e�� branching ratio can be used to test lepton universality. The ratio of the
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widths for �� ! �� ����� and �� ! e� ��e�� gives a measure of g�=ge [16]

�(�� ! �� ����� )

�(�� ! e� ��e�� )
=

g2�

g2e

f(m2

�=M
2

� )

f(m2

e=M
2

� )

where g� and ge are the electroweak coupling constants for the muon and electron, and f(x) =

1�8x+8x3�x4�12x2lnx. Using the latest measurement of the � mass by the BES Collaboration

of 1776:96+0:18+0:25
�0:21�0:17MeV/c2 [17] and the OPAL �� ! �� ����� branching ratio of (17:36�0:27)%

[8], we obtain g�=ge = 1:0016 � 0:0087. Note, however, that the most precise test of this

universality (at the level of 0.002) has been made by measuring the pion leptonic branching

ratios [18].

A test of muon-tau universality can be made by comparing the partial widths for the �� !

e� ��e�� and �� ! e� ��e�� decays, which have the form [16]

g2�
g2�

= 0:9996
��

��

m5

�

m5

�

B(�� ! e� ��e�� )

Using the OPAL tau lifetime measurement of 288:8 � 2:2 � 1:4 fs [19], we obtain g�=g� =
1:0025� 0:0060. The OPAL tau lifetime and �� ! e� ��e�� branching ratio are plotted in �g. 3.
The band is the Standard Model prediction assuming lepton universality. The width of the

band corresponds to the uncertainty in the tau mass.

The strong coupling �s can be extracted from R� = B(�� ! hadrons���)=B(�
� ! e� ��e�� )

using the leptonic branching ratios and the � lifetime. In an earlier OPAL publication, R� =
3:654 � 0:038 was determined using the leptonic branching ratio based on 1990-1992 data [8]
and the lifetime based on 1990-1993 data [19]. We follow the same prescription that was
described in detail in ref. [8]. Our new measurement of B(�� ! e� ��e��), together with the

� lifetime and �� ! �� ����� branching ratio, gives R� =3:659 � 0:030 . The resulting �s

value is 0:377+0:015+0:026
�0:014�0:018 at Q

2 = M2

� and 0:1231 � 0:0013+0:0025
�0:0021 at Q

2 = M2

Z where the �rst
error is experimental and the second error is theoretical. Note, however, there may be an
additional uncertainty of as much as �0:002 [20] or �0:005 [21] from e�ects beyond the SVZ

parameterization [22] used to determine the coupling constant.

In summary, the branching ratio of the �� ! e� ��e�� decay was measured using the 1991-
1994 data samples recorded using the OPAL detector to be

B(�� ! e� ��e�� ) = (17:78 � 0:10 � 0:09)%

This new branching ratio supersedes the previous OPAL measurement and is consistent with

the results of other experiments. The branching ratio has been used together with other mea-
surements to test e�� and �� � lepton universality. The results indicate that the hypotheses
of lepton universality in the charged current weak interaction are valid to within the 1% level.
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Table 1: Estimated backgrounds after applying corrections

Background Corrected

Contamination

� pairs

e+e� ! �+�� 0:0072 � 0:0005
e+e� ! qq 0:0042 � 0:0008

e+e� ! e+e� 0:0041 � 0:0007

e+e� ! (e+e�)�+�� 0:0008 � 0:0002
e+e� ! (e+e�) e+e� 0:0007 � 0:0002

Total 0:0170 � 0:0012

�� ! e� ��e��
�� ! h� � 1�0�� 0:0253 � 0:0020

�� ! h��� 0:0139 � 0:0017

e+e� ! e+e� 0:0057 � 0:0013

e+e� ! (e+e�) e+e� 0:0038 � 0:0011
other � decays 0:0009 � 0:0004

Total 0:0496 � 0:0031

Table 2: E�ciencies of Fiducial Selection
Description E�ciency

z-chamber acceptance 0:93905 � 0:00066

EM calorimeter acceptance 0:9835 � 0:0004

z-chamber hits (1 tk)1 0:91619 � 0:00079 � 0:00160

z-chamber hits (2,3 tk) 0:85� 0:05

dE=dx hits (1 tk)1 0:99210 � 0:00024 � 0:00050

dE=dx hits (2 tk) 1:00� 0:05
dE=dx hits (3 tk) 0:90� 0:05

1 Here we give the average e�ciency whereas in the

actual selection the momentum dependent e�ciency is used.
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Table 3: Systematic Errors

electron background 0:00058

electron identi�cation selection e�ciency 0:00048

bias factor 0:00039
�ducial selection e�ciency 0:00028

non-tau background 0:00022

photon conversions 0:00006

Total 0:00093
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Figure 1: The main variables used in the electron selection are plotted: (a) the normalized
dE=dx, (b) the normalized E=p, (c) the normalized ��, (d) the normalized ��, (e) the number

of clusters not associated to a charged track and (f) the number of hadron calorimeter layers.

The data are represented by points and the Monte Carlo prediction is represented by the

unshaded histogram. The shaded region of the histogram is the Monte Carlo prediction for the

background. The data shown in each plot are required to pass the electron selection except for
the variable displayed. The arrows indicate the regions accepted in the selection.
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Figure 2: The distributions used to obtain the background correction factors are shown. The
data are represented by the points and the Monte Carlo prediction is represented by the his-
togram. Figure (a) is the mass distribution used to estimate the �� ! h� � 1�0�� background

correction. The unshaded portion of the histogram shows the �� ! h� � 1�0�� decays and

shaded portion shows the other tau decays. Figure (b) is the N�
E=p distribution used to estimate

the �� ! h��� background correction. The unshaded portion shows the �� ! h��� decays

and shaded portion shows the other tau decays. Figure (c) is the Ecluster=ECM distribution
used to estimate the e+e� ! e+e� background correction. The unshaded portion shows the
tau decays and the shaded portion shows the e+e� ! e+e� events that pass the electron se-

lection. Figure (d) is the Evisible=ECM distribution used to estimate the e+e� ! (e+e�) e+e�

background correction. The unshaded portion shows the tau decays and the shaded portion

shows the e+e� ! (e+e�) e+e� events where both jets pass the electron selection. The arrows
indicate the regions used to determine the correction factors.
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Figure 3: The electronic branching ratio of the tau is plotted against the OPAL tau lifetime.
The band is the prediction assuming � � � universality and its width reects the uncertainty

associated with the tau mass.
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