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1 Introduction
The discovery of the Higgs boson (H) by the ATLAS and CMS Collaborations [1–3] was the
experimental confirmation of a cornerstone of the standard model (SM) of particle physics.
Many proposed theoretical models of physics beyond the SM (BSM) extend the SM scalar sec-
tor with additional fields, resulting in a rich phenomenology with additional scalar particles.
Examples of such models are the next-to-minimal supersymmetric SM (NMSSM) [4, 5], the
two-real-scalar-singlet extension of the SM [6], and models with warped extra dimensions [7].

The analysis described here explores one possible phenomenology of these theories: the pro-
duction of a BSM resonance that decays into a SM Higgs boson and a BSM scalar. This is mo-
tivated in, for example, NMSSM [8] where a scalar HMSSM or pseudoscalar AMSSM can decay
into a SM Higgs boson and a scalar Hsinglet or pseudoscalar Asinglet, respectively. The branching
ratio for this process B(HMSSM/AMSSM → H + Hsinglet/Asinglet) can be as high as 50% [9–13].
Previous searches for this process have been published by the ATLAS Collaboration, using
the bbγγ final state [14], and the CMS Collaboration, using the bbγγ [15], bbττ [16], four-b
boosted topology [17] final states, and a combination of these three channels [18].

The decay X → HH is of particular interest, since it can be the manifestation of Randall-
Sundrum radion and massive KK graviton production in warped extra dimensions [19, 20],
as well as the CP-even scalar predicted by NMSSM [21]. Multiple searches for Higgs boson
pair production have been published by the ATLAS and CMS Collaborations in the bbbb [22–
24], bbττ [25, 26], bbγγ [27], bb`ν`ν [26, 28], and bbZZ [29] channels, in multiple lepton final
states [30], and in combinations of multiple channels [18, 31, 32].
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Figure 1: Depiction of the process under investigation, X→ YH→ bbbb.

In order to be sensitive to a broad range of models, a model independent approach is followed
in this analysis. Figure 1 depicts an example of X production, in which a heavy scalar resonance
X is produced via gluon fusion and then decays into an H and another scalar, Y, with both of
them decaying into a bb pair.

This work presents a search for X resonances with masses from 400 GeV up to 1.6 TeV and
a scalar Y with masses between 60 GeV and 1.4 TeV. The signal is extracted from a two-
dimensional fit using the reconstructed masses of the X and Y scalars, mXreco and mYreco, re-
spectively. The data samples used for the search correspond to a total integrated luminosity
of 138 fb−1 collected by the CMS detector in the years 2016, 2017 and 2018. A data-driven ap-
proach, utilizing a BDT for reweighting kinematic variables, is implemented for estimating the
background. A simultaneous fit to the data samples collected from each year is used when
presenting the results in Section 8.
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2 The CMS detector
The CMS apparatus [33, 34] is a multipurpose, nearly hermetic detector, designed to trigger
on [35, 36] and identify: electrons, muons, photons, and (charged and neutral) hadrons [37–
39]. A global “particle-flow” (PF) algorithm [40] aims to reconstruct all individual particles in
an event, combining information provided by the all-silicon inner tracker and by the crystal
electromagnetic calorimeter (ECAL) and brass-scintillator hadron calorimeter (HCAL), operat-
ing inside a 3.8 T superconducting solenoid, with data from the gas-ionization muon detectors
embedded in the flux-return yoke outside the solenoid. The reconstructed particles are used to
identify τ leptons, jets, and missing transverse momentum [41–43].

The HCAL cells have widths of 0.087 in pseudorapidity (η) and 0.087 in azimuthal angle (φ),
in the region |η| < 1.74. In the η-φ plane, and for |η| < 1.48, the HCAL cells map on to
5×5 arrays of ECAL crystals to form calorimeter towers that project radially outwards from
a location close to the nominal interaction point. For |η| > 1.74, the transverse dimensions
of these towers increase progressively, up to a maximum of 0.174 in both ∆η and ∆φ. Within
each tower, the energy deposits in ECAL and HCAL cells are summed to define the calorimeter
tower energies, which are subsequently used to provide the energies and directions of hadronic
jets.

Events of interest are selected using a two-tiered trigger system. The first level (L1), composed
of custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz, within a fixed latency of 4 µs [35]. The second level,
known as the high-level trigger (HLT), consists of a farm of processors running a version of the
full event reconstruction software optimized for fast processing, and reduces the event rate to
around 1 kHz before data storage [36].

3 Event reconstruction
The global event reconstruction (also called particle-flow event reconstruction [40]) aims to
reconstruct and identify each individual particle in an event, with an optimized combination
of all subdetector information. In this process, the identification of the particle type (photon,
electron, muon, charged hadron, neutral hadron) plays an important role in the determination
of the particle direction and energy.

For each event, hadronic jets are clustered from particle-flow reconstructed particles using the
infrared and collinear safe anti-kT algorithm [44, 45] with a distance parameter of 0.4. Jet mo-
mentum is determined as the vectorial sum of all particle momenta in the jet, and is found
from simulation to be, on average, within 5 to 10% of the true momentum over the whole pT
spectrum and detector acceptance. The pseudorapidities of the jets in the events are required
to be |η| < 2.4 for data-taking year 2016 and |η| < 2.5 for 2017 and 2018.

Additional proton-proton interactions within the same or nearby bunch crossings (pileup) can
contribute additional tracks and calorimetric energy depositions to the jet momentum. To miti-
gate this effect, charged particles identified to be originating from pileup vertices are discarded
and an offset correction is applied to correct for remaining contributions. Jet energy corrections
are derived from simulation to bring the measured response of jets to that of particle level jets
on average. Additional selection criteria are applied to each jet to remove jets potentially dom-
inated by anomalous contributions from various subdetector components or reconstruction
failures.

In order to suppress the background originating from leptonic top quark decays, events are ve-
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toed if they contain an isolated electron (muon) candidate with pT > 15 (10) GeV and |η| < 2.4.
Criteria for identifying these objects include passing a multivariate identification discriminant
and passing selections on isolation and impact parameter with respect to the primary interac-
tion vertex observables.

Jets originating from a b quark (b jets) are identified using the DEEPJET algorithm [46] and
the medium b-tagging working point [47]. The working points are defined by the rate of jets
that are initiated from up, down, or strange quarks or gluons, but are incorrectly identified as
b quark jets. The loose working point is defined by a misidentification rate of 10% and the
medium working point is defined by a misidentification rate of 1%. The loose working point
has a b-tagging efficiency ranging between 85 - 90% and the medium working point has a
b-tagging efficiency ranging between 68% and 78%, depending on the data-taking year.

4 Simulated samples
Signal samples have been generated using MADGRAPH5 aMC@NLO [48] 2.4.2 (2.6.0) for 2016
(2017 and 2018). No particular model is used for signal generation and the only constraint is
that the width of the X and Y scalar resonances are each set to 1 MeV, which is negligible com-
pared to the experimental resolution. The parton distribution function (PDF) set NNPDF3.0
with next-to-leading order (NLO) accuracy [49] is used to generate the signal.

Background samples are generated to qualitatively assess the processes that contribute to the
background composition and to optimize the event selection. However, this analysis uses a
data-driven approach to model the background, described in Section 6, for performing the
search for signal in the pp collision dataset. QCD multijet samples, with up to four partons at
leading order precision, are generated with MADGRAPH5 aMC@NLO. The production of pairs
of top quarks is simulated at NLO precision with POWHEG [50, 51], and events are normalised
to the next-to-NLO (NNLO) precision theoretical cross section [52]. Events with a Z boson pair
decaying into hadrons, with up to one additional jet emitted at the matrix element level, are
simulated with MADGRAPH5 aMC@NLO at NLO precision and normalised to the cross section
at NLO precision [53].

For all simulated samples, the parton shower and hadronization is performed with PYTHIA

version 8.226 (2016) and PYTHIA version 8.230 (2017 - 2018) [54], and GEANT4 [55] is used for
modeling of the CMS detector response.

Contributions due to pileup interactions are simulated and added to the signal and back-
ground samples. The simulated events, including both the signal and background samples,
are weighted to match the number of pileup interactions observed in data.

5 Event selection and categorization
Events passing a combination of L1 triggers that require the presence of one or more jets are of
interest to this analysis. The number of L1 trigger algorithms used for each year is of order 10
and the exact L1 triggers implemented may be different for individual CMS data-taking peri-
ods. A range of jet pT and HT (the scalar sum of the transverse momentum of all jets in the
event) thresholds are used for these triggers. L1 triggers requiring at least one jet in the event
can have a pT threshold on a jet as low as 170 GeV and as high as 200 GeV. L1 triggers only
implementing HT thresholds use values for the threshold as low as 280 GeV and as high as
500 GeV. L1 triggers requiring four jets have HT thresholds ranging from 250 to 340 GeV with
individual pT selection for each jet; the minimum pT selection can be as low as 35 GeV for the
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lowest pT jet. Other L1 trigger algorithms are utilized for this analysis, including those with
requirements for at least two or at least three jets.

Dedicated HLT algorithms targeting the signal process have been used with selection criteria
listed in Table 1. Additionally, each HLT algorithm requires the presence of at least 3 b-tagged
jets. The CSV algorithm [47] (2016-2017) and the DEEPCSV algorithm [46] (2018) are used
for b tagging at the HLT level. The HLT thresholds of the pT and HT selection criteria were
increased in 2017 and 2018 to sustain data taking in higher pileup conditions.

2016 (algorithm 1) 2016 (algorithm 2) 2017 2018
pT,1 [GeV] 90 45 75 75
pT,2 [GeV] 90 45 60 60
pT,3 [GeV] 30 45 45 45
pT,4 [GeV] 30 45 40 40
HT [GeV] - - 300 330

Table 1: The HLT requirements for the lower bounds on pT and HT for the four highest pT
jets in an event are listed for each data-taking year. For data-taking year 2016, events that pass
either of two trigger algorithms are used.

The same selection criteria listed in Table 1 are applied to the events after offline reconstruction,
and an additional HT cut of 250 GeV is applied in the 2016 sample. To reduce the number of
physics objects that are poorly reconstructed, jets with pT above 50 GeV are required to pass
the tight working point of the PF jet identification algorithm [56], which has an efficiency of
99%. For jets with pT between 30 and 50 GeV, a separate requirement is applied, specifically
that the jet must pass the medium working point of the pileup discriminant [57], which has
an efficiency of about 90%. In order to take into account undetected energy carried by a neu-
trino originating from B hadron decays, the jet pT is corrected with a multivariate regression
technique, as described in [58].

For this analysis, the four jets with the highest DEEPJET b-tagging score are used to identify
the X, Y and H candidates. The four jets are required to be the same objects on which the
HLT triggered. This selection is performed using ∆R to compare the triggered object and the
reconstructed jet. Two datasets are created with different b-tagging score requirements. The
main dataset is one that has the potential to contain the signal process and an additional dataset,
made predominantly of background events, is used exclusively for modelling the background.
The main dataset (4b) is formed by requiring four jets that satisfy the medium working point
of the DEEPJET discriminant. The background-dominated dataset (3b) is formed by requiring
that three jets satisfy the medium working point and that one jet passes the loose, but fails the
medium, working point.

The H and Y candidates are reconstructed by pairing the four jets in the 3b and 4b samples.
Out of the possible jet pairs, the one with an invariant mass closest to 125 GeV is selected as
the Higgs boson candidate and the remaining pair is the Y candidate, with mass mYreco. The
efficiency of correctly paired candidates is determined, using the simulated samples, by com-
paring ∆R between the generated Higgs boson and the reconstructed Higgs boson candidate,
as well as ∆R between the generated scalar Y and the reconstructed Y candidate. The efficiency
ranges from 77.9% to 99.5%, depending on the signal mass hypothesis, where the efficiency is
larger for signals with larger differences, mXreco – mYreco.

For both the 3b and 4b samples, events are subdivided into analysis regions that depend on
reconstructed mass of the Higgs boson candidate (mHreco). The signal region (SR) is defined by
|mHreco − 125 GeV| < 20 GeV, the validation region (VR) by 20 GeV < |mHreco − 125 GeV| <
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30 GeV, and control region (CR) by 30 GeV < |mHreco − 125 GeV| < 60 GeV. The search for
signal is performed in the SR of the 4b sample. After the analysis regions are defined, mHreco is
set to be 125 GeV and the momentum is adjusted according to a kinematic fitting procedure.

6 Background modelling
The search for a signal in SR(4b) requires an estimation of the expected background in that
region. The background composition in the SR(4b) is dominated by QCD multijet (∼90%)
and tt (∼10%) events, with the relative contributions determined using the simulated samples
discussed in Section 4. A data-driven approach to modelling the background is taken here,
using the two-dimensional distribution of 3b events in the mXreco – mYreco space as a template.

A BDT-based reweighting method, described in Ref. [59], is used to reweight events in the
background-dominated 3b sample to effectively model the difference between the 3b and 4b
samples as a function of multiple observables.

The BDT is trained with collision data in the CR(3b) and CR(4b). The obtained weights take
into account both residual differences in the event yield normalization and the differences in
the shapes of the kinematic distributions between the 4b and 3b samples. The ratio of the event
yields of the 3b and 4b samples ranges between 2.21 to 2.68, depending on data-taking year.
The differences in the yields for each year depend on both the trigger algorithms and b-tagging
efficiencies.

Variables used as input to the BDT are: the pT of all four selected b-jet candidates, the pT
and η of both the H and the Y candidates, the angular separation ∆R between the two jets
that form the reconstructed H candidate (Hreco), and ∆R between the two jets that form the
reconstructed Y candidate (Yreco). Additionally, the orthogonal distance of the event in the
mXreco – mYreco plane from the diagonal defined by mXreco −mYreco = 125 GeV is included as
an input variable. This variable is used to provide correlated mXreco and mYreco information to
the BDT during training.

In order to optimize the training parameters of the BDT model, data in the CR(4b) are com-
pared with the data in CR(3b) after the reweighting is applied. This step makes use of the
Kolmogorov-Smirnov distance test (KS) [60], as well as a dedicated BDT discriminator trained
to separate the two samples. After optimization, both techniques indicated that the reweight-
ing model performed well. The KS metrics for each reweighted variable decrease, approaching
0, and the areas under the receiver operating characteristic curves of the discriminator are equal
to 0.5, indicating the reweighted sample can no longer be distinguished from the target sample.

The BDT reweighting accounts for potential variations in the event yields between the 3b and
4b samples across the analysis regions. To verify this, a statistically independent sample is
used to confirm that the application of the technique is able to correctly model the event yields
between regions that are dependent on mHreco.

Validation of the background model is performed by applying the derived weights to the
VR(3b) and comparing the kinematic distributions and yields between the reweighted VR(3b)
and the VR(4b). It is observed that the kinematic distributions and yields are the same within
the considered uncertainties. Comparisons of the mXreco and mYreco variables in the validation
regions are shown in Fig. 2, for each data-taking year.

An additional test is performed to verify whether a potential signal contamination of the 3b
sample induces a bias in the background determination. The test uses the background model
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in the signal region (derived by reweighting SR(3b)) data, and simulated signal. Best-fit sig-
nal strengths are extracted using the simulated signal and either the background model or a
pseudo-data sample constructed using the background model and injected signal contamina-
tion. This study is repeated for a subset of the mass hypotheses considered for the search and
for injected signal strengths up to 5 times the expected sensitivity of this analysis. In all cases,
the results obtained with and without the injected signal contamination are found to be com-
patible within one standard deviation. These results indicate that this potential self-bias effect
of the background model does not impact the final result.

Distributions of the most important analysis observables, mXreco and mYreco, for the SR(4b)
and reweighted SR(3b) are shown in Fig. 3, including the systematic uncertainties described in
Section 7.

7 Systematic uncertainties
Systematic uncertainties are introduced by two components of the analysis: the MC simulated
signal and the background estimate, which relies on a data-driven approach. Systematic uncer-
tainties on the signal expectations arise from disagreements between simulations and data, due
in part to imperfect modelling of the detector response and the limited number of events in the
simulated samples. These correspond to uncertainties that arise from the trigger efficiency, b-
tagging efficiency, b-tagging energy regression smearing, jet energy scale, jet energy resolution,
pileup reweighting, PDF, parton shower, and luminosity. The largest sources of uncertainty for
the signal hypotheses are due to the trigger efficiency and the b-tagging efficiency. The trigger
efficiency is the largest contributor to the total uncertainty for signals close to the diagonal in
the mXreco – mYreco plane defined by mXreco −mYreco = 125 GeV.

The difference between the trigger efficiency in data and simulated events, referred to as a
scale factor, is determined by measuring the efficiency in a tt dominated data sample and the
corresponding MC sample. The uncertainties on the trigger scale factor are implemented as
the trigger efficiency systematic uncertainty on the signal events. This component of the un-
certainty is higher in the region shortly before the efficiency plateaus to its maximum, lead-
ing to the larger impact along the mXreco −mYreco = 125 GeV diagonal in the mXreco – mYreco
plane. The trigger efficiency contributes up to 35% of the total uncertainty, depending on the
signal and data-taking year. The uncertainties on the b-tagging DEEPJET discriminants are
accounted for following Ref. [46]. This uncertainty contributes up to 30% of the total uncer-
tainty, with variations based on the signal and the corresponding data-taking year. Jet energy
scale and resolution uncertainties are taken into account by varying the jet properties within
their uncertainties. A shape uncertainty associated with the b-jet energy regression smearing
is determined by shifting the jet resolution up and down by 10% and rerunning the analysis
procedures. The uncertainty in the pileup model is determined by varying the inelastic pp
cross section by 4.6%. The PDF uncertainties are based on the estimation performed in [22] and
range from 1% to 3%, increasing linearly as a function of the mXreco value of the signal. The
parton shower uncertainty of ∼7% is derived as in Ref. [61]. The integrated luminosities for
the 2016, 2017, and 2018 data-taking years have 1.2–2.5% individual uncertainties [62–64]. The
systematics are treated as uncorrelated across the data-taking years, except for the PDF and
parton shower uncertainties.

Given the large range over which the search for signal is performed, the contribution of each
source of background uncertainty is dependent on which signal mass hypothesis is being con-
sidered. The dominant source of background systematic uncertainty is due to the limited num-
ber of data events in the SR(3b) region. This source of uncertainty contributes up to 90% of the
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total background uncertainty, depending on the signal and data-taking year. The uncertainty
on the 4b-to-3b normalization factor is determined by comparing the yields in the 4b-to-3b VRs
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Figure 2: Event distributions in the validation regions for mXreco (left column) and mYreco (right
column) shown separately for the three data-taking years: 2016, 2017, and 2018 (top, middle,
and bottom rows, respectively). The VR(4b) data is in black and BDT reweighted VR(3b) model
is in red. For mYreco, the VR(3b) model uncertainty includes the statistical component added
in quadrature with the shape, normalization and non-closure uncertainties. For mXreco, the
VR(3b) uncertainty includes the statistical, shape, and normalization uncertainties. The ratios
of VR(3b) over SR(4b) (model over target) are in the lower panels.
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Figure 3: Event distributions in the signal regions for mXreco (left column) and mYreco (right
column) shown separately for the three data-taking years: 2016, 2017, and 2018 (top, middle,
and bottom rows, respectively). The SR(4b) data is in black and BDT reweighted SR(3b) model
is in red. For mYreco, the SR(3b) model uncertainty includes the statistical component added in
quadrature with the shape, normalization and non-closure uncertainties. For mXreco, the SR(3b)
uncertainty includes the statistical, shape, and normalization uncertainties. Three selected sig-
nal mass hypotheses are overlaid and show the differences in the shape of the distributions of
signals and the background. The signal histograms are scaled to have cross section (σ) values
of 5 pb. The ratios of SR(3b) over SR(4b) (model over target) are in the lower panels.
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and contributes at most 30% of the total uncertainty for any given signal. The potential de-
pendence of the background estimate on the selected boundaries of the CRs is determined by
measuring the background in alternative CRs (35 GeV < |mHreco − 125 GeV| < 55 GeV and
25 GeV < |mHreco − 125 GeV| < 65 GeV). The derived systematic uncertainty contributes less
than 15% of the total uncertainty for all signal hypotheses. Finally, a discrepancy of 10% was
observed in the VR(4b) to VR(3b) comparison for mYreco close to 125 GeV. This is implemented
as a systematic uncertainty in the SR for 62 < mYreco < 188 GeV.

8 Results
The signal is extracted through a two-dimensional fit in the mXreco – mYreco plane. Distributions
of events in the SR(4b) for data, background, and one of the signal mass hypotheses are shown
for data-taking year 2018 in Fig. 4. In order to minimize the impact of potential mismodelling
of the trigger efficiency and jet reconstruction, events for which mXreco −mYreco < 120 GeV are
excluded from the statistical interpretation of results. Regions with high mXreco and low mYreco
are not considered, since the analysis is not optimized for the decay of highly Lorentz boosted Y
resonances. The boundaries in the mXreco – mYreco plane that are used for the search range from
340 to 1936 GeV in mXreco, with a minimum of 36 GeV in mYreco. For the larger mXreco values, the
mYreco minimum boundary is increased as: [mXreco > 959, mYreco ≥ 52 GeV], [mXreco > 1200,
mYreco ≥ 80 GeV], [mXreco > 1423, mYreco ≥ 141 GeV], [mXreco > 1550, mYreco ≥ 205 GeV], and
[mXreco > 1678, mYreco ≥ 770 GeV].

A binned maximum likelihood fit is performed, using the previously discussed systematic un-
certainties as nuisance parameters. The prior distribution used for each nuisance parameter is
either Gaussian (for shape uncertainties) or log-normal (for normalization uncertainties). The
following results have been determined using the statistical analysis tool COMBINE [65], which
is based on the ROOFIT [66] and ROOSTATS [67] frameworks. The observed data and the back-
ground are found to be in agreement. The observed data are used to set 95% confidence level
(CL) upper limits on the cross section times branching ratio into four b quarks for a new reso-
nance decaying into an H and a Y as a function of the masses of the resonance, X, and the scalar,
Y, using the asymptotic modified frequentist method (asymptotic CLs) [68, 69]. Figure 5 shows
the expected and observed 95% CL upper limits as a function of mX and mY. Results are also
shown separately for the special case of X → HH in Fig. 6. The largest excess of the observed
over expected cross section times branching ratio is found to have a local (global) significance
of 4.1 (2.8) standard deviations for the signal mass hypothesis mX = 700 GeV and mY = 400 GeV.
The global significance is determined with a dedicated “look elsewhere effect” study [70, 71]
across the full plane of mass hypotheses used in the initial search. The distribution of observed
limits is nearly symmetric and centered around the central expected limits.

In Fig. 7, exclusion limits are compared to the maximum cross section times branching ratio al-
lowed in the NMSSM after experimental constraints from Higgs boson measurements, searches
for supersymmetry, flavour physics, and dark matter detection are accounted for. The NMSSM
exclusion limits are based on NMSSMTOOLS version 5.6.2 and are obtained from the scans
provided in Ref. [72].

Many of these results are the strongest limits produced by CMS for over the broad range of
mass hypotheses that were investigated. For mass points with mX ≤ 1000 GeV, these results
show an average 30% improvement over the expected limits reported using the combination
of other channels [18]. For some mass points, the improvements reach to 65 and 75%. The HH
results are compatible with previously reported CMS [22] limits. Recent ATLAS results [24]
show 50 to 80% stronger limits than the HH results reported here.
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Figure 4: Distributions of the events in the mXreco – mYreco plane observed in the SR(4b) in
2018. The top plots show events in data (left) and background model (right). Bottom plot
shows distribution of events for the signal hypothesis corresponding to mX = 700 GeV and
mY = 400 GeV. In each plot, there are empty bins in the high mXreco and low mYreco region.
These areas have been excluded because the events are highly boosted.

9 Summary
This note presents a search for a new scalar resonance, X, decaying into a Higgs boson and a
new scalar, Y, in the four b-quarks decay channel. The search investigates a range of masses
from 400 GeV to 1.6 TeV for the resonance, X, and from 60 GeV up to 1.4 TeV for the scalar, Y. A
data sample corresponding to an integrated luminosity of 138 fb−1 collected in proton-proton
collisions at

√
s = 13 TeV has been used for the search. No evidence for a new signal is observed

and upper limits on the signal cross section times branching ratio are set at the 95% confidence
level. Results are interpreted in the context of the NMSSM scenario; the results in this note
constrain the phase space of this model beyond previous experimental exclusion limits.
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branching ratio for X → YH → bbbb signal. The limits are shown as a function of mYreco for
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limits, respectively. The blue and yellow bands represent the ±1 and ±2 standard deviations
for the expected limit, respectively. The largest excess of the observed limit over the expected
limit is for mXreco = 700 GeV and mYreco = 400 GeV.
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Figure 7: Expected and observed 95% CL upper limits on production cross section times
branching ratio for X→ YH→ bbbb signals shown in the two-dimensional mX and mY plane.
These limits are compared to the maximally allowed cross section times branching ratio val-
ues determined with NMSSM and taking into account previous experimental constraints. The
NMSSM limits are obtained with NMSSMTOOLS 5.6.2 and appear in Ref. [72]. A few mass hy-
potheses where the observed limits are more restrictive than the NMSSM limits are indicated
by the red hatched areas.
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