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Abstract
In 2023, the LHC started its Run 3 operation with

208Pb82+ beams at 6.8 ZTeV, with a substantially higher
number of bunches compared to past runs. Several new
hardware systems were used operationally for the first time
with high-intensity beams, including bent crystal collimators
in the betatron cleaning insertion. Crystal-assisted collima-
tion reduces the leakage of secondary ion fragments to the
downstream dispersion suppressors, therefore decreasing the
risk of quenching superconducting magnets. One of the lim-
itations encountered during the 2023 run were events with
fast beam losses impacting the collimation system, which
triggered multiple premature beam aborts on Beam Loss
Monitors (BLMs). In this contribution, we present energy
deposition simulations for these events, performed with the
FLUKA tool, aiming to quantify the quench margin for the
fast loss regime (∼30 ms). To assess the predictive ability
of the model, benchmarks against 2023 measurements are
presented. The studies provide an important input for fine-
tuning BLM thresholds in future heavy-ion runs, therefore
increasing the tolerance to beam losses and hence the LHC
availability.

INTRODUCTION
In 2023, the LHC heavy-ion program with fully stripped

lead ion beams (208Pb82+) beams was the first operational
period with all High-LUminosity LHC (HL-LHC) ion up-
grades in place. Numerous improvements were carried out
within the LIU [1] and HL-LHC projects [2], allowing to
reach beam intensities around 2 × 1011 ions [3]. In addition,
the ion energy was raised from 6.37 𝑍TeV in Run 2 (2015-
2018) to 6.8 𝑍TeV in 2023. The total stored beam energy
reached 17.35 MJ in 2023, which was a significant increase
compared to the 12.9 MJ previously achieved during Run 2.
Such a stored energy poses a significant challenge for a su-
perconducting machine like the LHC, where already beam
losses of a few tens of mJ can quench magnets if the particles
would be lost in an uncontrolled way. To mitigate the adverse
effects of beam halo losses, the LHC accommodates a multi-
stage collimation system [4, 5], which represents a global
aperture bottleneck and intercepts beam particles before they
are lost in magnets. Together with the Beam Loss Monitor
(BLM) system [6], which continuously records beam losses
and can trigger beam aborts in case of excessive losses, both
systems function as a protective measure to avoid recurring

∗ Research supported by the HL-LHC project.
† volodymyr.rodin@cern.ch

quenches, which would significantly perturb the machine
availability.

The collimation system consists of two main sub-systems
located in different insertion regions (IRs), the betatron
cleaning system in IR7 and the off-momentum cleaning
system in IR3. Currently, the collimation system comprises
more than 100 collimators for both beams. The betatron
cleaning system in IR7 operates with a three-stage colli-
mator hierarchy, consisting of primary and secondary colli-
mators, as well as shower absorbers. Beam collimation is
more challenging for heavy ions than for protons due to nu-
clear fragmentation and electromagnetic dissociation within
the collimator material and the consecutive leakage of sec-
ondary fragments to downstream dispersion suppressor (DS)
magnets [7]. In order to reduce the leakage to cold mag-
nets, a new collimation technique based on bent crystals has
been implemented operationally for the first time with high
intensities in the 2023 ion run [8–10]. The crystals were
used as primary collimators in the IR7 betatron cleaning
system, deviating the beam halo through channeling (CH)
on a secondary collimator [11, 12]. Previous experimental
studies [13] and shower simulations [14–16] had shown that
the power deposition in cold magnets downstream of IR7 can
be reduced by a factor 7 compared to the standard system.

During the 2023 heavy-ion run, fast beam losses in the
crystal-based system gave rise to tens of beam aborts by the
BLMs. Although no quenches were observed, the recurring
beam dumps still had an important impact on the machine
performance due to reduced availability [17]. In many cases,
the loss events had a multi-peak time structure, with a typical
peak duration of tens of milliseconds. The time structure was

Figure 1: Example of fast beam loss spikes measured by
different BLMs in the betatron cleaning insertion and the
downstream dispersion suppressor during one heavy-ion fill
in 2023. The repeating loss spikes are assumed to be caused
by vibrations of a certain magnet.
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TCPCH location

Figure 2: Simulated and measured BLM signals for heavy ion losses in IR7. The ion beam direction is from left to right.
The two figures consider the cases that the horizontal crystal is in channeling (top) and in amorphous orientation (bottom).
The measurements were recorded in the 2023 heavy ion run at 6.8 𝑍TeV. The crystal is located at around 𝑠=-75 m, whereas
the secondary collimator intercepting the channeled beam is located at 𝑠=0 m.

possibly caused by the vibrations of a certain magnet, which
lead to a fast modulation of halo losses. Figure 1 shows the
signals from four BLMs for one such event (Fill 9291). The
red line corresponds to the BLM located near the crystal
collimator. In green is the signal from the BLM next to the
secondary collimator, which intercepts the channelled beam.
Comparable oscillations could also be observed on other
BLMs in IR7, as well as at downstream cold magnets due
to the leakage of fragments (blue and orange curves). An-
other factor contributing to the recurring beam dumps was
an intermittent degradation of the halo cleaning efficiency
due to a non-ideal angular alignment of the crystals. The
misalignment was possibly caused by heating. In the worst
case, if channeling conditions are lost, the crystal can act as
an amorphous absorber, which leads to an enhanced leakage
of fragments to cold magnets. In order to optimize the beam
abort thresholds for future heavy-ion runs, it is essential to
quantify the maximum allowed betatron halo loss rate for
the millisecond time regime without quenching DS magnets.
In this paper, we present FLUKA [18, 19] energy deposition
studies for crystal-assisted collimation and compare the re-
sults with quench limits of DS dipoles. Contrary to previous
energy deposition studies for crystal collimation [14–16], we
give particular attention to fast losses and we also address
the loss of channeling conditions. In order to validate our
simulation model for the 2023 machine configuration, we
first present benchmarks of simulated BLM signals against
measurements from 2023 operation.

FLUKA BENCHMARK OF BLM SIGNALS
To accurately evaluate BLM signals and the power depo-

sition inside magnet coils, collimator jaws and other equip-

ment, a multi-step simulation chain was developed [20]. The
initial step requires multi-turn tracking in SixTrack [21, 22],
coupled with FLUKA, to realistically model interactions
with collimators and crystals [23, 24]. The following simula-
tion step is carried out with a stand-alone FLUKA model of
the IR7 region, implementing magnetic fields based on the
underlying optics. In order to quantify the energy deposition
in different elements, the main geometrical features of colli-
mators and magnets in the IR are accurately represented in
the model. As source distribution, the second step uses the
impact distributions of particles on the crystal and collima-
tors obtained in the first step. More details on the complete
simulation workflow can be found in Refs. [20, 25].

In order to perform a benchmark of simulated BLM sig-
nals against measurements from the 2023 ion run, the 2023
machine configuration (optics and collimator gaps) was im-
plemented in the FLUKA model. The half-gaps of colli-
mators are usually specified as the number of beam 𝜎 for a
normalized transverse proton emittance of 3.5 𝜇m rad. The
crystal collimators for the vertical and horizontal planes
(called TCPCV and TCPCH) were positioned at 4.75𝜎 from
the beam, while the standard primary collimators (TCPs)
located further upstream were retracted to a larger half-gap
of 6𝜎. The secondary collimators (TCSGs) and shower ab-
sorbers (TCLAs) were positioned at half-gaps of 6.5𝜎 and
8𝜎, respectively.

As the initial source for the production of secondary show-
ers and multi-turn losses, a pencil beam of 208Pb82+ ions
was assumed to hit the TCPCH crystal at a specific distance
from its edge. The considered impact depth was 1 µm. The
incident angle for the primary ions was matching the 𝑥′ value
at the defined 𝑥 location in the horizontal phase space ellipse
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Figure 3: Expected peak energy deposition in the supercon-
ducting coils of DS magnets (MBs) next to IR7 (6.8 𝑍TeV
208Pb82+). The two curves assume that the crystal is in chan-
neling orientation (CH) and in amorphous orientation (AM).

at the crystal location. Only losses in the horizontal plane
were modelled. The bending angle of the horizontal crystal
was obtained from qualification X-ray measurements [13]
and was set to 51 µrad.

Figure 2 shows a comparison of simulated and measured
BLM signals in IR7 and in the DS region up to cell 11. Two
scenarios were considered, one assuming that the TCPCH
was in ideal channeling orientation (upper figure), and one
assuming that the beam halo particles experience only amor-
phous interactions with the crystal (bottom figure). For the
first scenario, a second FLUKA simulation was performed
where the initial conditions were, instead of a pencil beam, a
truncated Gaussian distribution with a lower limit of 4.75 𝜎.
This modification helped to validate the pencil beam ap-
proach and provided a more conservative estimate of the
channeling rate inside the crystal. In all cases, the simula-
tion results were scaled to match the measured BLM signal
at the secondary collimator, which acted as absorber for
channeled ions.

A satisfactory agreement is found between simulated and
measured signals for the channeling case. During the studied
loss event, both beams were present inside the machine,
but losses were artificially induced for one beam and plane
only (horizontal plane of Beam 1). The largest discrepancy
(overestimation by factor 5) is observed between 𝑠=0 m and
200 m, right after the secondary collimator which intercepts
the channeled halo. The reasons for these discrepancies
are under investigation, although agreement on the crystal
and absorber collimator is excellent. Nevertheless, a good
agreement (within a factor 2) is achieved for the maximum
signal in the DS region, the main focus of our study.

An excellent agreement is observed for the case of amor-
phous interactions as depicted in the bottom graph of Fig. 1.
The only difference compared to the channeling simulations
was the deactivation of the channeling process in the FLUKA
setup. Some discrepancy between simulation and measure-
ment is observed around 𝑠=300 m, an issue we are investi-
gating further.

ENERGY DEPOSITION IN DS MAGNETS
Using the same simulation model as in the previous sec-

tion, we evaluated the maximum energy deposition density
in magnet coils, in order to assess the maximum allowed
ion loss rate in the collimation system without inducing a
quench. Similarly to previous studies [14–16, 26], a three-
dimensional cylindrical mesh was superimposed on the mag-
net coils for scoring the energy deposition. The longitudinal
profile of the peak energy deposition density in dispersion
suppressor magnets downstream of IR7 is shown in Fig. 3.
As in the previous section, the figure presents results for
Beam 1. The results are given per ion lost in the collima-
tion system. The plot illustrates that in both cases, with the
crystal in channeling and amorphous orientation, the high-
est energy density occurs in the main dipoles MB.B9 and
MB.A11 located in half-cells 9 and 11, respectively. We
also observe a similar level of energy deposition in one of
the quadrupoles (MQ.10), which is however less likely to
quench due to the higher quench margin [27]. The clear dif-
ference in amplitude between the orange and green curves
distinctly highlights the increase of particle leakage in case
the crystal acts as an amorphous absorber.

The quench margin of superconducting magnets in case
of beam-induced heat deposition can be calculated by means
of electro-thermal models. Assuming a loss duration of
10–30 ms and a beam energy of 6.8 𝑍TeV, the quench level
of LHC main bending dipoles is predicted to be in the range
between 65 mJ/cm3 and 100 mJ/cm3 [27, 28]. These theo-
retical estimates are also supported by observations made in
Run 2 proton operation. Several loss events were observed
in 2017, which induced an estimated energy density of about
50 mJ/cm3 without triggering a quench [29]. These events
had a different root cause (micrometer-sized particulates
entering the beam), but the concerned magnet type (bending
dipole) and the loss duration (tens of milliseconds) were the
same as for the collimation losses discussed in this paper.

Considering the lower bound predicted by the electro-
thermal models (65 mJ/cm3) and taking into account the
energy deposition estimates by FLUKA, we estimate that
a loss rate of ∼1011 ions/s can be sustained for a duration
of 10 ms if channeling conditions are fulfilled. The allowed
loss rate decreases to ∼1010 ions/s in case the crystal is in
amorphous orientation.

CONCLUSIONS
We presented for the first time an estimate of the maximum

allowed fast losses for crystal collimation with a 6.8 𝑍TeV
Pb ion beam in HL-LHC configuration based on data from
fast loss events in 2023 operation. The study relies on a first
benchmark of measured BLM signals against FLUKA BLM
response simulations for a crystal collimator functioning in
amorphous and channeling conditions. As expected, clear
advantages of the latter were demonstrated.
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