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A B S T R A C T

The optimisation of the sensitive region of CMOS sensors with complex non-uniform electric fields requires
precise simulations, and this can be achieved by a combination of electrostatic field simulations and Monte
Carlo methods. This paper presents the guiding principles of such simulations, using a CMOS pixel sensor
with a small collection electrode and a high-resistivity epitaxial layer as an example. The full simulation
workflow is described, along with possible pitfalls and how to avoid them. The presented method provides an
optimisation tool that is sufficiently accurate to investigate sensor behaviour and trade-offs of different sensor
designs without knowledge of proprietary information.

The workflow starts with detailed electric field finite element method simulations in TCAD, using generic
doping profiles. Examples of the effect of varying different parameters of the simulated sensor are shown,
as well as the creation of weighting fields, and transient pulse simulations. Using this, a realistic working
geometry representing the investigated sensors is determined. The fields resulting from TCAD simulations can
be imported into the Allpix2 Monte Carlo simulation framework, which enables high-statistics simulations.
Example Monte Carlo simulation setups are presented and the different parts of a simulation chain are
described.

Simulation studies from small collection electrode CMOS sensors are presented, and example results are
shown for both single sensors and multiple sensors in a test beam telescope configuration. The studies shown
are those typically performed on sensor prototypes in test beam campaigns, and a comparison is made to
test beam data, showing a maximum deviation of 4% and demonstrating that the approach is viable for
generating realistic results. The presented simulation procedure thus proves a useful tool for sensor research
and development.
1. Introduction

Monolithic active pixel sensors (MAPS) produced using commercial
CMOS imaging processes are attractive in a particle physics context,
as they allow for a reduced material budget and reduction of produc-
tion complexity compared to hybrid sensors. The use of commercial
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processes enables relatively cheap large-scale production of sensors, but
it also means that precise information of the manufacturing process
may not be publicly available. Predictions of sensor behaviour are thus
difficult to make, as the detailed electric field configuration in the
sensitive material is highly dependent on the extent and concentration
of different doping regions in the silicon.
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By utilising a quadruple-well technology (providing n-wells, p-wells,
nd deep n-wells and p-wells) [1], MAPS can be constructed with
 small collection electrode, which reduces sensor capacitance and
mproves signal-to-noise ratio while reducing power consumption com-
ared to sensors with larger collection electrodes. However, designs
ith a small collection electrode lead to a highly non-linear electric

field in the pixels, further complicating sensor behaviour prediction.
As prototype sensor submissions and investigations are expensive and
ake a long time, simulations of sensor behaviour are becoming more
nd more important to gain insight and speed up the design process.

This paper aims to demonstrate that by making simple assumptions
nd performing simulations based on the fundamental principles of

silicon detectors and using generic doping profiles, performance param-
eters of MAPS can be inferred and compared for different sensor ge-
ometries. This will be done in context of simulations performed for the
Tangerine project [2–5] and in collaboration with the CERN EP R&D
programme on technologies for future experiments [6], but the method-
ology described is useful for many different silicon sensor simulations.
The described method thus constitutes a toolbox for performing similar
imulations, useful in extracting a realistic description of sensor be-
aviour without knowledge of proprietary information. The efficacy of
ombining detailed electric field simulations with high-statistics Monte

Carlo simulations has been previously demonstrated for similar silicon
sensors [7,8], and the process described in this paper is general and
pplicable in multiple different cases. For sensors with non-linear elec-

tric fields, simulations like those presented here are useful for gaining a
eeper understanding of the sensor performance. It is important to note
hat the presented simulations by no means capture the intricacies of
MOS imaging processes, but merely describe the larger features of the

sensor required to model an accurate signal response.

Paper outline

The paper aims to show guiding principles for performing detailed
Monte Carlo simulations of silicon sensors, using basic assumptions and
estimates. In Section 2, a general MAPS layout is described, and as-
umptions of the geometry and doping types used in the simulations are
iscussed. Then, doping concentration and electric field finite-element
imulations using technology computer-aided design (TCAD) are pre-
ented in Section 3, with a detailed simulation procedure using generic
oping profiles and assumptions based on the physics of a semiconduc-
or sensor. Monte Carlo simulations using the Allpix2 [9] framework

with electric fields and doping profiles from TCAD are described in
detail in Section 4, going through the simulation setup step by step.
Some example results of the high-statistics Monte Carlo simulations
carried out in the Tangerine project are shown in Section 5, including
in-pixel studies, transient current pulses, and simulation results from a
multi-sensor setup. Finally, example comparisons of simulation results
to data are shown in Section 6.

2. General layout and assumptions

The MAPS simulated in this work consist of a high-resistivity p-
doped epitaxial layer grown on an electronics-grade p-doped silicon
substrate, with implanted doping wells in the epitaxial layer. The
doping wells function as collection electrodes and/or shielding for the
in-pixel electronics. As the epitaxial layer in the sensors is relatively
thin (of the order of 10 μm), the sensor thickness is dominated by the
substrate. Most of the visible signal is generated in the epitaxial layer,
and the substrate is thus often thinned after sensor production, down
o a total sensor thickness below 50 μm. This allows for a sensor with
 lower material budget, while the signal remains unchanged since the
pitaxial layer is much smaller than the final sensor thickness.

The doping concentrations used in the simulations presented here
re not values from a specific sensor or technology, but approximations
erived from previous studies [10,11]. The substrate is assumed to
ave a doping concentration of 1 ⋅ 1019 cm−3, the epitaxial layer
pproximately 3⋅1013 cm−3, and doping wells ranging from 1⋅1015 cm−3

o 1 ⋅ 1019 cm−3, depending on their purpose.
2 
2.1. Doping wells

In the centre of the pixels, an n-doped well is located. This well is
imulated with a doping concentration of approximately 1019 cm−3, is
ositively biased, and serves as the collection electrode. The size of the
ell is of the order of 1 μm across, and it has a square shape (when
iewed from above).

Surrounding the collection electrode is an opening without wells,
and then a square deep p-well (for square pixels). This deep p-well is
assumed to have a doping concentration of approximately 1015 cm−3.
While none of the doping wells in the simulations contain any internal
structure or electronics, the main purpose of the deep p-well in a
physical sensor is to contain both NMOS transistors and internal n-wells
that contain PMOS transistors. In this way, full CMOS front-end elec-
tronics are possible in the pixels. The deep p-well shields the electronics
from the sensitive region, which ensures that the n-well collection
electrode is the only node electrons drift to. This also allows for a higher
bias voltage to be applied to the sensor bulk without damaging the
electronics, as it prevents the depleted region from penetrating all the
way to the transistors and affecting their performance.

The extent and shape of the wells can be used to shape the electric
ield, and may significantly affect the charge collection properties of

a sensor. For example, the effect of changing the size of the opening
between the collection electrode and the p-well is explored in the work
presented here.

2.2. Contacts and biasing

Ohmic contacts are essential to provide bias voltages to and extract
signals from a sensor, and they are achieved by having a highly-
doped region in the silicon next to the metal contact. In the sensors
presented here there are contacts to the collection electrode, the p-
well, and the sensor substrate. In a physical sensor, the biasing of the
collection electrode and the p-well are done via metal contacts, and the
substrate is biased through surface contacts outside the pixel matrix. In
the simulations however, the substrate is instead biased via a contact
directly on the backside as guard rings and sensor edge structures are
not included.

The collection electrode in the simulations presented here has a
positive bias voltage of 1.2 V, whereas the p-well and substrate have
bias voltages between 0 V and −6 V. The p-well and the substrate are
commonly biased to the same voltage, but can also be biased separately
to alter the vertical electric field in the pixels. The bias voltage that can
be applied to the p-well in a physical sensor is limited by the behaviour
of the NMOS transistors, as their characteristics will change and their
function may cease at high voltages [12].

2.3. Sensitive volume design

Three main designs are simulated and tested in this work, labelled
standard layout [13], n-blanket layout [14], and n-gap layout [15]. The
standard layout is similar to what is used in the ALPIDE sensor [16],
which is a MAPS used in the ALICE experiment since the ITS2 upgrade,
developed in a 180 nm CMOS imaging process. This layout has a small
n-type collection electrode in a p-type epitaxial layer, and depletion
grows in an approximately spherical shape from this pn-junction. This
depleted region tends to not extend fully below the p-well. The n-
blanket layout introduces a blanket layer of n-doped silicon in the
p-type epitaxial layer, which forms a deep planar pn-junction, allowing
for full depletion of a pixel. This layout leaves an electric field minimum
under the p-well at pixel edges and corners, however, leading to slow
charge collection and possible efficiency loss in these regions. This can
be amended by introducing a vertical pn-junction near the edge [15].
One way to achieve this is by leaving a gap in the blanket of n-
doped silicon under the p-well, which is done in the n-gap layout. As
a pn-junction is thus formed near the pixel edges, a lateral electric
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field is formed there, pushing charges toward the pixel centre. The n-
blanket and n-gap layout modifications were originally developed for a
180 nm CMOS imaging process, but similar developments have been
implemented in a 65 nm CMOS imaging process as well [17].

The three sensitive volume designs described above are applied in
oth rectangular and hexagonal pixel geometries in the work presented
ere. Using a hexagonal geometry decreases the amount of shared
harge in pixel corners, as a pixel only shares a corner with two neigh-
ours rather than three. It also reduces the maximum distance of the
ixel boundary from the centre compared to rectangular geometries,
hile maintaining the same area. Hexagonal pixel shapes thus reduce

egions with low electric fields at pixel edges. The maximum distance
n a square grid between the pixel corner and the collection electrode is
educed by 12% for the same pixel area on a hexagonal grid [18]. As the
ixel corner region and p-well edges have a larger opening angle, the
lectric fields there differ significantly compared to rectangular pixel
eometries. The distance between collection electrodes is also the same
or all adjacent pixels in a hexagonal configuration.

3. Finite element method simulations

Technology Computer-Aided Design (TCAD) is a simulation tool that
uses finite element methods to model semiconductor devices in 2D and
3D. In each node of a created mesh, calculations of the electrostatic
potential and other properties are carried out by solving Poisson’s and
carrier continuity equations. This work implements TCAD simulations
with generic doping profiles to study effects of layout design on the
electric field of CMOS sensors, and the presented simulations have been
performed in 3D with Sentaurus TCAD from Synopsys [19].

The body of the sensor is created initially from simple geometrical
shapes, which are then adjusted to represent the different studied
layouts. To obtain insight into the effects of the adjustments, iterations
f layout modifications and simulation evaluations are performed. To
efine the simulations, the following principles are taken into account,
o ensure a physically realistic and operational sensor:

• The doping concentrations in the interfaces between different
doping structures (n- and p-wells, epitaxial layer/substrate)
should be diffused to avoid unphysical effects, such as abrupt
changes in doping concentration and the corresponding electric
field.

• The p-well must shield its content from the electric field in the
active sensor area; the doping must thus be sufficient for the
depleted region to not penetrate deep into the well.

• The charge carriers generated in the sensor volume have to reach
the collection electrode.

• There should be no conductive channel between different biased
structures, i.e. punch-through in the sensor should be avoided.

• The limitations on the operating voltages of the transistors in the
readout electronics of a physical sensor should be respected.

It should be noted that no internal structure of the doping wells
is simulated in this work, so no readout electronics are included. The
asic principles needed to protect them (outlined above) are included,

however, in order to have a realistic sensor description.

3.1. Simulation workflow

The simulation process starts with defining the sensor geometry.
The materials of structures are defined together with their shapes,
and the materials used in these simulations are aluminium for the
electrodes, silicon oxide for the dielectric material, and silicon for the
sensor bulk. In order to apply electrical boundary conditions, it is
necessary to define interface regions called contacts, which correspond
to physical contacts between the electrodes and the silicon bulk. For
simplicity, only the top part of the sensor corresponding to the region
taken up by the epitaxial layer and its interface to the substrate is used
3 
in the TCAD simulations presented here.
In addition to the geometrical definition of the sensor, doping pro-

files and meshing parameters can be incorporated for different parts of
the structure. This has been done for the epitaxial layer, the collection
implant, and the p-well. Refinement/evaluation windows are defined to
place the corresponding doping profiles. Analytical doping profiles are
used to emulate the well structures; the wells are formed with an error
function distribution in depth and a Gaussian distribution laterally. This
emulates a dopant diffusion region with an extent of 0.3 − 0.4 μm in the
depth direction, and an extent of 0.4−0.5 μm in the lateral direction. Flat
doping concentrations are used across the full well structures, which is
a simplifying assumption, but deemed sufficient for understanding the
physical behaviour of the signal formation in a sensor. In the interface
regions between the silicon bulk and the electrodes, it is necessary to
add a highly doped region to create an Ohmic contact.

Once doping regions and profiles have been defined, the refinement
parameters for the mesh are established. This includes minimum and
maximum mesh sizes, and the refinement function. A fine mesh pro-
vides more accurate results. However, since the number of calculation
nodes can be substantial, the simulations take longer and can make
subsequent calculations intractable with a finer mesh. This can be
ddressed by using an unstructured mesh that is refined only in certain

regions. In this work, the mesh refinement is a function of the doping
radient, meaning that the mesh will be finer in places where there are
ignificant changes in the doping concentration, e.g. at the edges of the
ell structures.

When the geometry has been built and the mesh is defined, the
evice simulations can be performed. Simulations have been performed
n both quasistationary mode, to obtain electric fields, and in transient
ode to obtain the signal response to a charged particle traversing the

ensor. The grid file created from the geometry definition is imported
into the device simulations, and the contacts are identified. Physical
properties and solver properties are defined, as well as the boundary
conditions of the simulation. The results of the quasistationary simu-
ations are voltage-dependent curves and several electrical properties
ithin the 3D volume. The TCAD simulations presented here were
erformed with a collection electrode bias voltage of 1.2 V and a
-well and substrate bias voltage of −5 V, unless otherwise stated.
roperties studied in this work are the electric field magnitude, lateral

electric field, charge current density, and depleted volume, shown in
Sections 3.3, 3.4, and 3.5. The results of transient simulations are time-
dependent curves and snapshots of the perturbed electrical properties
within the 3D volume, shown in Section 3.6 and compared to results
of Monte Carlo simulations in Section 5.4.

3.2. Substrate diffusion simulation

As the substrate is not expected to directly contribute to the electric
field in the sensor, the TCAD simulations only include the epitaxial
layer and the interface region between the epitaxial layer and the sub-
strate. The only possible influence stems from the diffusion of p-dopants
rom the highly-doped substrate to the lower-doped epitaxial layer.
uring the process of semiconductor fabrication, a high difference in
oping concentration and the high temperatures the device is exposed
o is expected to produce a significant diffusion region at the interface
f the epitaxial layer and the substrate. To simulate the diffusion of
opants from the substrate to the epitaxial layer, simulations of a sensor
roduction process were performed. The simulation includes 10 min-
tes of a chemical vapour deposition (CVD) process on the substrate
ith a temperature of 1050 ◦C, which results in 10 μm of epitaxial

ilicon [20]. The assumed doping concentration of the substrate in this
simulation is 1 ⋅1019 cm−3, and 3 ⋅1013 cm−3 for the epitaxial layer [10].
All the implanted structures need to go through an annealing procedure
to electronically activate the implanted ions. The simulated activation
rocess involves heating of the structure to a temperature of 1100 ◦C
or 240 min. The resulting structure is converted to a one-dimensional
oping profile for the epitaxial layer, which can be seen in Fig. 1. This

profile is then imported for the epitaxial layer in further simulations.
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Fig. 1. Simulated diffusion from the substrate to the epitaxial layer. Red indicates a
higher doping concentration, and blue a lower one (by approximately six orders of
magnitude).

3.3. Impact of sensor doping concentration

Doping concentration is an important parameter in the design of
silicon sensors, especially for the structures that constitute the junctions
that shape the electric field inside the sensor. Studies conducted on
changing the assumed doping concentrations on the p- and n-wells
described in Section 2 for the standard layout by an order of magnitude
did not significantly change the electric field forming in the sensor.
Through the studies, a value of the p-well doping concentration of
5 ⋅ 1015 cm−3 was selected as a baseline assumption for studies of
the n-blanket layout, where the pn-junction is larger and the impact
presumed greater. Studies of the impact of altering the doping concen-
trations of both the n-blanket and the p-well were performed using this
layout, while keeping the epitaxial layer doping concentration fixed
at 3 ⋅ 1013 cm−3. The limit values of the study were selected as the
minimum value that would produce an effect on the depleted volume
and the maximum value that would start to have an adverse effect
on the surrounding doping structures (e.g. depletion deep into the p-
well). The effects of altering the doping concentrations are studied by
observing plots of the electric field magnitude and the depleted volume.

The doping concentration of the n-blanket was studied with a fixed
value of the p-well concentration of 5 ⋅1015 cm−3, varying the n-blanket
concentration between 1⋅1014 cm−3 and 4⋅1015 cm−3, shown in Fig. 2(a)
and Fig. 2(c) respectively. The figures show a cross-section of a pixel,
with half a collection electrode in the upper corners and the p-well in
the centre of the image. Introduction of a low-doped n-type blanket
implant creates a large pn-junction in the sensor, but a bulbous shape
of the depletion region below the collection electrodes is still present.
The highly-doped n-type blanket implant is not fully depleted, which
leads to a conductive path being present between the two collection
electrodes, and thus a non-functioning sensor. This can be observed by
the shape of the depletion line. The doping concentration selected for
the n-blanket for use in the final simulations was 9 ⋅ 1014 cm−3, shown
in Fig. 2(b), as it provides a good depletion at the bottom of the sensor,
and the least depletion intrusion in the p-well.

With the value of the n-blanket doping concentration fixed to
9 ⋅ 1014 cm−3, the p-well doping concentration was varied. The study
started with the value employed in the n-blanket concentration study.
Fig. 3 displays the electric field magnitude at a close-up to the edge
of the p-well, with different tested doping concentrations. For a doping
4 
Fig. 2. Different doping concentrations of the n-blanket for a 10 μm pitch sensor in
the n-blanket layout, represented by different colours. The colour scale corresponds to
the total doping concentration (with the highest p-doped regions being blue and the
highest n-doped regions red), the brown line indicates the location of a pn-junction,
and the white lines delimit the depleted volume.

concentration of 5⋅1015 cm−3, there is a relatively large volume of the p-
well that has a non-zero electric field, which is undesirable as that may
influence the in-pixel electronics contained there in a physical sensor.
A higher doping concentration than the one in the previous study
should allow for a better shielding of the p-well, but a too high doping
concentration produces a deeper final p-well structure than what is
desired, reducing the sensitive volume and degrading the electric field.
Furthermore, Fig. 3(b) shows a more uniform electric field outside
the p-well, when compared to the simulations using the upper and
lower tested limit values shown in Figs. 3(a) and 3(c). The doping
concentration of 1 ⋅ 1016 cm−3 was thus chosen as the value for the
p-well to use in the final simulations.

3.4. Impact of sensor geometry

Modifications of the sensor layout can have a significant impact
on the strength and extent of the electric field inside the sensor, and
on the depleted volume. To investigate this impact, studies have been
performed on the size of the p-well opening, which corresponds to the
distance between the edge of the collection implant and the edge of the
p-well, and on the gap size in the n-gap layout. These purely geometrical
features are defined by the mask design used in sensor production. The
effects are studied by observing plots of the electric field magnitude, the
lateral electric field strength, and the depleted volume. In the figures,
the former two are represented in colour scale, while the latter one is
delimited by a white line.

3.4.1. P-well opening
The p-well opening extent was varied from 1 μm to 4 μm, at a

pixel size of 20 × 20 μm2. It was observed that increasing the p-
well opening creates a stronger lateral electric field and increases the
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Fig. 3. Electric field magnitude for three different doping concentrations of the p-well,
for a 10 μm pitch sensor. Close-up to the corner of the p-well. The brown line indicates
the location of a pn-junction and the white line delimits the depleted volume. The
electric field magnitude is given by the colour scale, where a dark blue colour indicates
an electric field magnitude of zero.

Fig. 4. Lateral electric field of two p-well openings for 20 μm pitch sensors in the
standard and n-blanket layouts. The brown line indicates the location of a pn-junction
and the white line the boundaries of the depleted volume.

depleted volume in the standard layout, on the order of μm in both
width and depth. A larger depleted volume allows for more charge
collection through drift, while a stronger lateral electric field provides
a higher drift velocity for the free charge carriers produced in the edges
of the pixels. However, increasing the p-well opening means decreasing
the p-well size and hence the available space for front-end electronics.
The study was also performed using the n-blanket layout. Here, it was
observed that the increase in lateral electric field strength and depleted
volume was not as significant as in the standard layout case. A large
p-well opening here leads to a larger undepleted region around the
collection electrode, however, which has a negative impact on the
sensor capacitance and charge collection behaviour.

A comparison between the lateral electric field and depletion bound-
ary for p-well openings of 1 μm and 4 μm is shown in Fig. 4 for both
the standard and the n-blanket layouts. The region with a strong lateral
electric field visibly increases in both layouts as the p-well opening
increases. A larger p-well opening is expected to also directly affect the
5 
Fig. 5. Lateral electric field of three n-gap sizes for a 20 μm pitch sensor in the n-gap
layout. The brown line indicates the location of the pn-junction and the white line
delimits the depleted volume.

sensor capacitance, but studies of this have not been carried out. An
opening size of 2 μm is selected for use in further studies, as a balance
between the increased depleted region and the total p-well size.

3.4.2. Gap size in the n-gap layout
A lateral electric field is observed to appear under the p-well once

the vertical pn-junctions of the n-gap layout are added to the sensor, as
can be seen in Fig. 5. The gap size was varied from 1 μm to 4 μm, and
it was found that the strength of the lateral electric field is increased
with increasing gap size, as the two vertical junctions move further
apart. When the junctions are close, the regions of dopant diffusion will
overlap, leading to a smaller lateral field. As can be seen in Fig. 5 the
lateral field directions of the two vertical junctions are opposite, imply-
ing that they cancel out in the centre when the distance is small, so at
sufficiently large gap size the lateral field strength reaches a maximum.
However, when the gap is increased, the vertical pn-junctions as well as
the lateral electric fields are shifted further away from the pixel edges,
thus reducing their usefulness in improving charge collection far from
the collection electrode and leaving an electric field minimum in the
gap. A gap size of 2.5 μm is sufficiently large to maximise the lateral
field strength, while keeping the junction close to the pixel edge.

3.5. Hexagonal pixel geometry simulation

Detailed investigations of hexagonal pixel designs require custom
field maps from TCAD for hexagonal geometries. One full pixel cell with
the collection electrode in the centre is used in these simulations, and
the p-well and substrate are biased with a voltage of −1.2 V. In Fig. 6,
a pixel cell for a simulation of a sensor in the standard layout is shown,
with the colour indicating the doping level. The plane indicated as C3
represents a cross-section, along which the electric field magnitude is
shown in Fig. 7 for both the standard and n-gap layouts. The regions
sticking out from the top of the sensor are the metal biasing contacts
for the collection electrode and the p-well.

It can be seen that the depletion region is small for the standard
layout, only extending below the opening between the collection elec-
trode and the p-well. For the n-gap layout, however, it extends laterally
across the full pixel.

3.6. Transient simulations

Transient simulations were performed to estimate the shape, ampli-
tude, and duration of a signal generated by a minimum ionising particle
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Fig. 6. Simulated hexagonal pixel cell in TCAD. The colours correspond to doping level,
and the plane marked C3 is a cut for display purposes. The electric field magnitude
for this cut is shown in Fig. 7.

traversing the sensor. For these simulations, the p-well and substrate
are biased with a voltage of −1.4 V. The particle traversing the sensor
is represented by linear charge deposition along the particle track with
Gaussian lateral smearing of 0.5 μm using the ‘‘Heavy Ion’’ charge
deposition model. The mesh is adjusted for the transient simulations
to have a finer cell size around the areas with a doping concentration
gradient and the track of the traversing particle. For the thin sensors
used in the simulations, a deposition of 63 electron–hole pairs per
micrometre is assumed [21]. A matrix of 3 × 3 pixels is simulated in 3D,
in order to avoid edge effects. The time step of the transient simulation
is adapted to the expected shape of the signal. Two incident positions
were simulated; in the centre and in the corner of a square pixel, for the
three different layouts. The simulated track of the traversing particle is
perpendicularly incident on the sensor for all the simulations.

The absolute electron current density of the standard layout for the
simulated incidence of a MIP in the centre of the pixel (depositing
63 electron–hole pairs per micrometre [21]) is shown in Fig. 8. Three
adjacent pixels are shown. The depletion volume in the standard layout
is limited, and the layout allows for significant charge sharing due
to diffusion. The n-blanket and n-gap layouts were developed in order
to improve the charge collection efficiency of the sensor in incident
positions further from the readout implant [14,15]. In Fig. 9 the signals
for the centre and corner incident positions for the n-gap layout are
shown. The duration of the signal is dependent on the MIP incident
position; the faster charge collection is observed in the centre of the
pixel, due to the immediate proximity to the readout implant. The
charges are deposited 0.5 ns after the start of the simulation, leading
to the rising edge of the pulse.

Fig. 10 shows the signals for corner incident positions, for all three
layouts. The n-blanket has a larger depletion region compared to the
standard layout, and the n-gap has an additional area with a stronger
lateral electric field component, which improves the charge collection
6 
Fig. 7. Electric field magnitude as output from a TCAD simulation for a hexagonal
pixel in the standard and n-gap layouts. The white lines denote depletion boundaries,
and the colour scale denotes the magnitude of the electric field.

Fig. 8. Absolute electron current density. Three adjacent pixels are shown, and the
incident position is in the centre of the middle pixel readout implant. Standard layout.
The dashed lines indicate pixel edges.

far from the pixel centre. As the standard layout is undepleted in the
pixel corners, charges formed there move slowly by diffusion, and the
charge collection thus takes a comparatively long time.

3.7. Generating weighting potentials

Transient simulations using TCAD are computationally intensive,
and it can thus be beneficial to perform transient simulations using
e.g. Allpix2 instead. A weighting potential is required to be able to
perform transient simulations using the Shockley–Ramo theorem [22,
23]. The potential can be calculated by taking the difference of the
electrostatic potentials arising from applying two slightly different bias
voltages to one collection electrode in a sensor, keeping the other
collection electrodes at a constant bias voltage. The two required
electrostatic potentials can be simulated using TCAD, using the same
sensor geometry with a difference of 0.01 V in the bias voltage of a



H. Wennlöf et al.

i
e

a

s

s

Nuclear Inst. and Methods in Physics Research, A 1073 (2025) 170227 
Fig. 9. Signal in the n-gap layout sensor in the centre and corner incident positions.

Fig. 10. Signal of the sensor with the incident position in the corner of the pixel, for
the standard, n-blanket, n-gap layouts.

single collection electrode. By calculating the difference between the
two potentials in each mesh point, and dividing the difference by the
difference in collection electrode bias voltage, the weighting potential
is acquired. Before utilising this weighting potential for simulations,
the values should be constrained to be between 0 and 1, as this is the
physical range of a weighting potential. Larger and smaller values may
occur in the calculation due to numerical errors.

4. Monte Carlo simulations

Simulation of sensor response to incident particles can be per-
formed using TCAD, but studies with high statistical significance taking
stochastic fluctuations into account are not feasible due to the long
simulation time required per particle hit. By combining the doping
concentrations, electric fields, and weighting potentials generated us-
ng TCAD with the Allpix2 Monte Carlo simulation framework how-
ver, high-statistics simulations can be carried out [9,24]. This section

demonstrates how such simulations can be performed for the mono-
lithic sensors described earlier, using Allpix2 version 3.0 [25]. Examples
nd details of module configuration for a simulation utilising the

described approach are available in the Appendix.
7 
Fig. 11. Sketch of a sensor in the n-gap layout, showing the implant definition from
the Allpix2 geometry.

4.1. Simulation flow

Allpix2 is built on the concept of exchangeable modules, making it
possible to flexibly change simulation aspects such as particle source
and charge propagation method. The modules also constitute different
steps taken in the simulation process, and parameters of each module
can be controlled by configuration files with keyword-value pairs.
When providing values to keywords that represent physical quantities
in module configurations, it is important to also provide a unit in order
to avoid unexpected behaviour.

4.2. Sensor geometry and setup

A detector model in Allpix2 is defined in a configuration file, describ-
ing the simulated sensor and pixel geometry. A separate file defines the
full simulated geometry, and can contain several sensors and passive
volumes. For each sensor or passive volume, a position and orientation
has to be defined, along with an alignment precision. The global coor-
dinate system is defined by the simulated world volume, and positions
of components are defined in this system. Each detector placed in the
world has a local coordinate system, with an origin defined in the
centre of the lower left pixel of the sensor pixel matrix.

The detector model definition also includes the sensor excess, which
consists of sensor material without pixels. This is an important parame-
ter to keep in mind when calculating sensor efficiency from simulation
results, as particles hitting the sensor excess should not be counted as
particles that should produce a signal in the sensor.

The x-, y-, and z-extent of the collection electrode implant of the
ensors is also defined in the geometry configuration file. In Allpix2, this

defines the volume in which charge propagation stops, and charges are
counted as ‘‘collected’’. A small difference in this parameter can have a
izeable effect on the final results. A sketch of the implant as defined in
Allpix2 overlaid on a sensor in the n-gap layout is shown in Fig. 11. The
green region in the top centre represents the collection electrode as it
is defined in TCAD, and the dashed line shows an example definition
of the implant region in Allpix2. Electrons generated along the particle
track drift towards the collection electrode in the electric field in the
sensor, but the simulated motion is stopped as they reach the defined
implant region.

A separate module can be used to construct the geometry for use
with Geant4 [26–28], which allows for detailed particle interaction
simulations. It is also possible to visualise the geometry constructed by
this module, which is useful for making sure that the source is aligned
with the detectors in the desired way.
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4.3. Importing results from TCAD simulations

Electric fields and doping concentrations can be imported from
CAD simulations, which gives access to more detailed fields than the
uilt-in parametric models. To be useable in Allpix2 the TCAD mesh
as to be adapted into a regularly-spaced grid, and this process is
erformed using the Mesh converter tool. The tool either performs a
arycentric interpolation of values for each point in the new regularly-
paced grid or uses the value of the closest TCAD mesh point without
nterpolation. The second case is particularly useful for conversion of
arge field maps. In Allpix2 simulations, the field should be oriented
uch that the collection electrode is located at the top of the sensor.

The number of points used in the regularly-spaced grid have to
be defined, and this corresponds to the granularity of the field map
when imported into the framework. The number of grid points used
can have a significant impact on the final observables, so the values
should be chosen with care so as not to have too coarse a grid. How
fine it needs to be depends on the sensor and the desired studies, but
having a fine grid has no negative impact on the simulation speed,
as it is only loaded into memory once and then used for looking up
values. The conclusion of studies varying the grid granularity for the
sensors described in Section 2 is that the grid needs to be finer than
he expected geometrical features of the sensor volume, in order to not
kew the results.

At depths larger than a value given in the Allpix2 configuration,
he electric field is set to zero and the doping concentration is set to

the edge value of the imported doping concentration. This can be used
o e.g. create the effect of an epitaxial layer grown on a higher-doped
ilicon substrate. If the depth value is not set to the size of the exported
ield and doping concentration from TCAD, the maps will be stretched

or compressed.

4.4. Charge carrier generation

Charge carrier creation in Allpix2 can be performed either by direct
charge injection in given points, or by using the deposited energy from
a physics process via an interface to Geant4. This interface enables
energy deposition and charge carrier creation that takes stochastic
effects into account, e.g. Landau fluctuations, particle decays, and
econdary particles.

The interface allows customisation of the step size used by the
Geant4 processes, and a finer step size gives a finer granularity in the
energy deposition calculations. While only the maximum value can be
et, and the checks can thus happen at any length below this value

as well (determined by the active physics processes), the parameter
may strongly impact the distribution of deposited charges in a sensor.
Studies performed using relatively thin sensors (with a total thickness
of 50 μm) have shown that using a step size larger than 5 μm has a
ignificant impact on final observables such as cluster size (i.e. how

many adjacent pixels register a hit in a single event). Using a smaller
value has no noticeable impact on the simulation time for these sensors,
however, so a smaller value is chosen as it provides a higher degree of
realism.

For detailed sensor behaviour investigations, direct charge injection
can be used. This removes statistical fluctuations in the deposition by
directly generating electron–hole pairs, and can thus be used as a tool
for determining how different parts of the sensor react to different
inputs. It is also useful for comparison with transient TCAD simulations
where charge is deposited similarly.

4.5. Charge carrier propagation

The Allpix2 framework has different ways of propagating the created
charge carriers in a sensor, and the work presented here utilises both
non-transient and transient methods. The transient simulations are
discussed in more detail in Section 4.8.
8 
A recombination model is used to simulate the finite lifetime of
harge carriers. By combining the Shockley–Read–Hall [29,30] and

Auger [31,32] recombination models, a finite lifetime estimation can be
achieved over a large range of doping concentrations. As this is the case
or sensors simulated in the examples given in this paper, the combined
odel is used in all the presented simulations.

Increasing the number of charges from a single energy deposit point
that are propagated together as a group can reduce simulation time.
However, if the number is set too high, there will be a significant
impact on the final simulation observables due to the loss of accuracy.
A balance thus has to be reached, but the best value depends heavily
on the sensor geometry and the energy deposition. A value of 1 is the
most accurate and most computationally intense.

The motion of charge carriers in electric and magnetic fields is
calculated using a fourth-order Runge–Kutta–Fehlberg method [33] in
Allpix2. The motion is calculated over a timestep with a configurable
size. A smaller timestep means higher precision, but a longer simulation
time required to propagate the charge. The simulated duration of
charge carrier propagation from the start of the event can also be set.

his can be used to stop the simulation when sensors should no longer
ollect more charge, decided by e.g. readout speed requirements.

Linegraphs show the full paths travelled by the charge carriers in
n event. While these graphs are a useful tool for checking the origin

of particular sensor behaviours, their creation takes a long time. To
capture the charge carrier movement in sufficient detail, it is useful to
reduce the propagation timestep. For thin silicon MAPS, a timestep size
between 0.05 ps and 0.5 ps has been found to give good results that
show the detail of the diffusion and drift paths. By creating linegraphs
of the same event with different values for the carrier motion simula-
tion time, the time evolution of collected charge can be visualised [7].
This can be useful in determining charge collection time from different
parts of a pixel.

Mobility models
Mobility models can be selected in the propagation modules, and

the default is the Jacoboni–Canali model [34]. The extended Canali
odel combines the Jacoboni–Canali model with the Masetti

model [35], to give a doping-dependent mobility parametrisation valid
for both low and high electric fields. From the available mobility mod-
els, two groups can be distinguished: doping-dependent and doping-
independent models. It is advisable to utilise doping-dependent models
when a significant doping concentration is present in the simulated sen-
sor. If no doping information is available, or the doping concentration
is low, doping-independent models (e.g. the Jacoboni–Canali model)
suffice.

Fig. 12 shows linegraphs of electron propagation, using a doping-
independent and a doping-dependent mobility model. A single MIP
traversing the sensor is simulated, and the charge carrier propagation
duration is set to 5 ns to more clearly show the differences in diffusion.
Each line shows the path of a single electron, in a sensor of the type
described in Section 2 with a highly-doped substrate located at the
bottom 40 μm of the sensor.

There is a significant difference in charge propagation behaviour in
the substrate region for the two mobility models. The charge cloud is

ider for the doping-independent model, due to the larger diffusion
in the highly-doped substrate. This leads to unphysical effects, as
more charge from the substrate region reaches the epitaxial layer than
in a real sensor. As the mobility is higher in the substrate for the
doping-independent mobility model, the probability of electrons being
recombined within the substrate region is also decreased.

4.6. Charge transfer

After propagation, charge is transferred to the readout electronics
simulation stage. For non-transient simulations, the notion of ‘‘collected
charge’’ is used. This is based on that the total charge that reaches the
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Fig. 12. Linegraphs of a single particle event, showing a significant difference between
mobility models in the substrate region. Each line represents the full path taken by a
single electron, from deposition to motion halting. An ionising particle has traversed
the sensor in the 𝑧-direction, with electron–hole pairs generated along the track (holes
not shown here).

collection electrode is equivalent to the total induced charge on the
electrode from charge movement, in accordance with the Shockley–
Ramo theorem [22,23]. When performing non-transient simulations,
the implant size should be set to slightly larger than the actual col-
lection electrode size in a corresponding physical sensor or imported
TCAD field, to make sure that all relevant charges are collected. If the
size is set too small, charges that should have been collected may escape
the defined volume in a final diffusion step before collection occurs.
When performing transient simulations, however, the size should be set
as close as possible to the size of the undepleted part of the electrode
in the used weighting potential, to make sure that the induced charge
moves the correct distance within the potential. In the presented work,
using the method of transferring charge that is close to the collection
electrode is a good approximation for the total charge collected in a
real situation, as the weighting field is strongest near the collection
electrode. That implies that the bulk of charge induction will happen
by movement of charge carriers close to the collection electrode.

4.7. Signal digitisation

A digitisation module can be used to translate the collected charges
into a signal by simulating a basic sensor front-end, including simula-
tion of noise contributions from readout electronics by adding a random
Gaussian offset, adding a gain with an arbitrary function to the signal,
and setting a threshold value. By running the full simulation except
the digitisation stage and saving the results, it is possible to investigate
the effect of threshold variations without re-running the full simulation
chain [7,9]. This saves time when e.g. doing a threshold scan.

4.8. Transient simulations

Transient simulations give access to the current pulses induced by
the movement of charge carriers, and require the use of weighting
potentials. Weighting potentials can be created using TCAD informa-
tion as described in Section 3.7, and read into Allpix2. An important
parameter to take into account while performing transient propagation
simulations is the timestep; a larger timestep value can reduce the
simulation time, but information about the pulse may get lost.

For each simulation step, the induced charge on the pixel collection
electrodes within a given distance from the moving charge carrier
is calculated via the Shockley–Ramo theorem [22,23] by taking the
difference in weighting potential between the current position and the
previous position of the charge carrier. The resulting pulses are stored
for every set of charge carriers individually, and after propagation has
finished the pulses can be combined for each individual pixel using
a specific charge transfer module. The module can also be used to
produce plots containing the induced current and accumulated charge
9 
by pixel or matrix. This greatly increases memory consumption and
simulation time, however, so to produce plots of induced current it is
recommended to save the simulation result and use an external analysis
script instead.

4.9. Effect of dopant diffusion in electric fields

Studies were carried out both with and without dopant diffusion
between the substrate and the epitaxial layer. Without dopant diffusion,
the cluster size extracted from the simulations was lower than expected.
A linegraph of a simulation using such an electric field for the n-gap
layout is shown in Fig. 13(a), with only electrons being propagated. The
sensor has a thickness of 20 μm in this case, and the simulated epitaxial
layer thickness is 10 μm. The substrate thickness is thus 10 μm. At the
border between the epitaxial layer and the substrate (at 𝑧 = 0 mm),
there is a ‘‘gap’’ in the lines. In this apparent ‘‘gap’’, the lines are
straight, implying charge motion primarily by drift. Without simulation
of dopant diffusion, there is a discrete step in doping concentration
between the highly-doped substrate and the much lower-doped epi-
taxial layer, which creates a depleted region with an electric field
after diffusion of free charge carriers. This is unphysical, and a smooth
transition region is expected, as described in Section 3.2.

Fig. 13(b) shows a linegraph using an electric field with dopant
diffusion added between the substrate and the epitaxial layer. There is
no longer a strong electric field at 𝑧 = 0 mm, and charge movement by
drift instead starts dominating at around 𝑧 = 3 μm. This situation results
in a larger cluster size, as the region where charge moves primarily by
diffusion is extended.

4.10. Simulation parameter optimisation

The sensitivity of the simulation to different parameters has been
investigated, and the results can be used to optimise the accuracy and
performance of the Monte Carlo simulations performed with Allpix2.
The conclusions of such studies depend on the simulated geometry
and the desired accuracy of the final observables, and results do not
necessarily translate between different simulated setups, but it is bene-
ficial to carry out the parameter optimisation before performing a large
simulation campaign. The details of which parameters to alter, and
their impact on simulation accuracy, have to be determined for each
individual simulation case. Studies of the impact of parameter variation
can also be used to determine systematic uncertainties in the simula-
tions. A few selected results of simulation parameter optimisation for
the sensors studied in this project are shown below.

4.10.1. Collection electrode size
To accurately collect charge, the collection electrode size in Allpix2

has to be set correctly, as discussed in Section 4.6. A study of the
impact on the total collected charge of setting it to different sizes is
shown in Fig. 14, for a sensor with a nominal collection electrode size
of 1 × 1 μm2 in the x- and 𝑦-directions before diffusion is applied in
the TCAD simulations. The [GenericPropagation] module is used
in this study, and the mean value of the cluster charge for all events
is shown. The simulation is performed with 250 000 events per data
point, using deposition via Geant4.

It can be seen that for implant sizes in Allpix2 set to values smaller
than 1.5 μm, not all charge with a final position near the collection
electrode is counted as collected. After dopant diffusion is applied, the
effective collection electrode size in TCAD is approximately 2 × 2 μm2

for this sensor, and the value used in Allpix2 should be slightly larger
to prevent charge carriers being excluded from collection after their
final diffusion step. Once the curve levels off, all charge that should
be collected is counted as collected, and the implant definition is
sufficiently large. In the simulations presented in Section 5, the size
is thus set to 2.2 × 2.2 μm2.
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Fig. 13. Linegraphs showing the paths of electrons, for two different electric field models in a 20 μm thick sensor. Each line represents the full path taken by a single electron,
from deposition to motion halting. An ionising particle has traversed the sensor in the 𝑧-direction, with electron–hole pairs generated along the track (holes not shown here).
Fig. 14. Mean cluster charge collected per event as a function of the implant size in
𝑥 and 𝑦 in Allpix2.

4.10.2. Photo-absorption ionisation model
For thin sensors, the PAI model of Geant4 [36] can be used to

improve the accuracy of energy deposition. This increases simulation
time, so it should be determined whether it is necessary for a setup
before simulating a large number of events. A study of the number
of deposited charges was carried out with three different sensor thick-
nesses, using energy deposited by a 5 GeV electron beam with the PAI
model activated or deactivated. The results of the study are shown in
Fig. 15, with 250 000 events per curve.

It can be seen that for a 500 μm thick sensor, the PAI model has
little impact on the deposited charge. At thicknesses below 50 μm,
however, the impact becomes increasingly significant. The sensors
studied in this project are most commonly thinned, and simulated with
a total thickness of 50 μm. The PAI model is therefore activated in all
simulations presented in Section 5.

5. Sensor performance studies

Detailed studies of sensor behaviour can be performed by using the
simulation procedure outlined above. In this section, some example
results of simulation studies are shown. The simulated sensors are of
all three layouts described in Section 2.3 (the standard, n-blanket, and
n-gap layouts), and performance comparisons are made between them.
The gap size in the n-layer for the presented n-gap layout studies is
always 2.5 μm. The n-blanket layout is frequently omitted from figure
comparisons, as it is a middle step between the standard and n-gap
layouts and the two extremes show the most interesting differences.
10 
Fig. 15. Charge generated by deposited energy (in electrons) for a 5 GeV single-
electron beam in 10 μm, 50 μm, and 500 μm of silicon. The simulations are shown
with the Geant4 PAI model enabled and disabled.

5.1. Cluster size and total charge

The epitaxial layer in the investigated sensors is thin (approximately
10 μm), so the collected charge from an event where a minimum
ionising particle traverses the sensor is expected to be relatively small.
In the presented simulations, a beam of electrons with an energy of
4 GeV is used as a particle source. Pixels with a collected charge
exceeding the configured threshold register a hit, and adjacent pixels
that register hits in an event are grouped together in a cluster. Fig. 16
shows the cluster size distributions for the standard and n-gap layouts,
for a 25 × 25 μm2 pixel size at a threshold of 100 electrons. The bias
voltage used in this study is −4.8 V, and the histograms are the result
of 500 000 single-particle events.

For the n-gap layout, the majority of events have only one pixel per
cluster, while the fraction of larger clusters is larger for the standard
layout. This is expected, as the standard layout has an undepleted
region under the p-well, which leads to more charge movement by
diffusion and thus more charge sharing between pixels. The gap in
the n-gap layout generates a lateral electric field that pushes charges
towards the pixel centre, reducing the charge sharing and thus also the
cluster size.
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Fig. 16. Cluster size distributions for the standard and n-gap layouts, with a
5 × 25 μm2 pixel size, at a threshold of 100 electrons.

Fig. 17. Cluster charge distributions for the standard and n-gap layouts, with a
5 × 25 μm2 pixel size, at a threshold of 100 electrons.

Fig. 17 shows the cluster charge and cluster seed charge distri-
utions for sensors in the standard and n-gap layouts in the same
onfiguration. The cluster seed charge is the highest charge of a single

pixel in a cluster, while the cluster charge is the sum of charges above
threshold of all pixels in the cluster.

The distributions all have a clear Landau-like shape. The ‘‘double-
peak’’ structure in the cluster charge of the standard layout is an effect
of the threshold and cluster size; as the threshold is 100 electrons,
cluster charge values below 2 × 100 electrons can only come from
events where only the signal of a single pixel exceeds the threshold, and
single-pixel clusters with such a low charge are rare. The cluster charge
for the n-gap layout is generally higher than the one for the standard
layout, indicating a more complete charge collection (i.e. that more of
the deposited charge gets collected by pixels exceeding the threshold).
The cluster seed charge is also higher, which is a compound effect of

ore complete charge collection and reduced charge sharing between
pixels. The difference between the layouts is expected, and corresponds
to results for similar sensor layout modifications in this and other CMOS
imaging technologies [15,37].

5.2. In-pixel studies

The combination of TCAD and Monte Carlo simulations allows for a
arge number of events to be simulated, enabling high-statistics studies

of observables for different in-pixel particle hit positions. By using
the Monte Carlo truth position of an impinging particle, detailed in-
pixel response maps can be produced. Fig. 18(a) shows a map of four
adjacent pixels in the standard layout, with the mean cluster size for
each hit position shown on the 𝑧-axis. The pixel size is 25 × 25 μm2,
and the displayed threshold is 200 electrons. Fig. 18(b) shows the
corresponding result for the n-gap layout.

The cluster size for the n-gap layout is 1 in the majority of the
displayed area. Charge sharing only occurs in the region closest to
the pixel edges, due to the lateral electric field introduced by the gap
in the n-layer pushing charges from the edges towards the collection
electrodes. The standard layout has a much larger region where charge

sharing occurs, leading to a mean cluster size above 1. e

11 
Fig. 18. In-pixel cluster size for four adjacent pixels with a pixel size of 25 × 25 μm2,
at a bias voltage of −4.8 V and a threshold of 200 electrons.

Fig. 19. In-pixel efficiency for four adjacent pixels with a pixel size of 25 × 25 μm2,
at a bias voltage of −4.8 V and a threshold of 200 electrons.

The larger mean cluster size is a contributing factor to a reduction
f seed pixel charge (cf. Fig. 17(b)). It is also a contributing factor to a

reduction of the efficiency. A higher cluster size enables an improved
patial resolution, however, due to the possibility to interpolate the
econstructed position between all pixels in the cluster.

Fig. 19 shows in-pixel maps of the mean efficiency, for four adjacent
pixels in the standard and n-gap layouts at a threshold of 200 electrons.
The n-gap layout shows a clear improvement of efficiency at pixel
edges and corners, compared to the standard layout. The inefficient
region in the standard layout is expected, as the pixels in this layout
are only depleted around the pixel centre. As charge moves predom-
inantly by diffusion outside this region, the movement is slow and
charge has a higher probability of being recombined before it reaches a
collection electrode, or not being collected within the integration time
window (25 ns in this case, corresponding to the LHC bunch crossing
frequency). The increased charge sharing due to diffusion also leads to
each pixel receiving less charge so that it is less likely that the total
collected charge in a pixel will reach above the threshold value. In the
n-gap layout, the charge collection is more complete, and the efficiency
is higher and more uniform. The charge sharing is also reduced, as the
ixels are fully depleted and charge moves primarily by drift towards

the collection electrodes.

5.3. Impact of threshold value

Studies of the dependence of observables on the detection threshold
an be performed by running simulations with different detection

threshold values in the digitisation stage. Fig. 20 shows the mean
cluster size of the sensor versus the threshold value, for the three
investigated sensor layouts. The results are presented for a pixel size of
25 × 25 μm2 at a bias voltage of −4.8 V. Each data point in the graphs
is the mean result of 500 000 single-electron events, so the statistical
rrors are small.
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Fig. 20. Threshold dependency of the mean cluster size, at a bias voltage of −4.8 V
or a sensor with a 25 × 25 μm2 pixel size.

Fig. 21. Threshold dependency of the detection efficiency, at a bias voltage of −4.8 V
or a sensor with a 25 × 25 μm2 pixel size.

The mean cluster size becomes smaller as the threshold increases,
as fewer pixels receive a signal above the threshold, especially when
the charge is shared among multiple pixels. The cluster size of the n-
ap layout is significantly lower than for the other two layouts over all

tested threshold values, as it has a smaller amount of charge sharing
etween pixels. The reduction in cluster size as the threshold increases

for the standard layout is affected by the loss of efficiency in this layout
t higher thresholds. The efficiency reduction is largest at pixel corners
nd edges, which are the main particle incidence areas that lead to

a higher cluster size, as can be seen in Fig. 18. The n-blanket layout
as a threshold range where the cluster size is higher than that of
he standard layout. This is an effect of the reduced efficiency at pixel
dges in the standard layout, as seen in Fig. 19. As the efficiency at
he edges decreases, the cluster size decreases. The n-blanket layout
aintains efficiency at the edges at higher thresholds than the standard

ayout, and thus maintains a larger cluster size for a range of thresholds
efore losing efficiency and once again matching the cluster size of the
tandard layout as the efficiency drops.

The dependence of the detection efficiency on the threshold value
s shown in Fig. 21, where the mean efficiency value of the sensor is
lotted for the three layouts. It can be observed that the n-blanket and
12 
Fig. 22. Threshold dependency of the detection efficiency, for sensors with two
different pixel sizes at a bias voltage of −1.2 V.

n-gap layouts maintain efficiency over a larger threshold range than
he standard layout, which is consistent with what is shown in Fig. 19.

This trend is consistent for all tested bias voltages. For a pixel size of
15 × 15 μm2 the efficient threshold range is larger for the standard and
n-blanket layouts, compared to the larger pixel size of 25 × 25 μm2.
This can be seen in Fig. 22, where results are shown for a bias voltage
of −1.2 V. For the n-gap layout, the efficient threshold range is slightly
smaller than for the larger pixel size at this bias voltage. This is due
to a reduced efficiency in the gap in the n-blanket between pixels; in a
smaller pixel this region takes up a larger fractional volume, as the gap
size remains the same. The trend between the different layouts remains
the same, with the n-blanket layout more efficient than the standard
layout, and the n-gap layout more efficient than the n-blanket layout.

Fig. 23 shows the mean resolution of the sensor in the 𝑥-direction
ersus the threshold, for the same simulation setup as before. As the
ixels are square and symmetric, the resolution is identical in the 𝑦-

direction. The resolution is defined as the root mean square of the
central 3𝜎 (99.73%) of the residual distribution, i.e. the distribution
of the difference of reconstructed particle position and Monte Carlo
truth position for each event. The reconstructed position is taken as
a charge-weighted mean position of all pixel hits in a cluster. In these
simulations, the full charge information is used, rather than the value
from a charge-to-digital converter with limited resolution.

The resolution deteriorates as the threshold increases, and for a
arge range of threshold values the standard layout has the best (lowest)
esolution. At low thresholds, this is due to the larger amount of charge

sharing compared to the other two layouts. The reconstructed position
s more accurate when the cluster size is larger, due to the charge-
eighted position reconstruction occurring between more pixels. At
igh thresholds, the resolution for the standard layout decreases as
hreshold increases. This is an effect of the reduction of the efficiency,
s can be seen in Figs. 19 and 22. As efficiency is reduced at pixel edges
hen the threshold increases, only particle hits close to the pixel centre

an be reconstructed, and thus the effective pixel size is reduced.
The smaller cluster sizes of the n-blanket and n-gap layouts dete-

iorate their resolutions, but as can be seen in Figs. 21 and 19, their
fficiency is improved. The n-gap layout has the highest efficiency, but
he largest intrinsic resolution.

5.4. Transient pulse studies

Performing transient simulations as described in Section 4.8 can
onsiderably reduce simulation time in comparison to transient sim-

ulations using TCAD [8]. Using Monte Carlo simulations also allows
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Fig. 23. Threshold dependency of the spatial resolution, at a bias voltage of −4.8 V
or a sensor with a 25 × 25 μm2 pixel size.

inclusion of stochastic effects, such as Landau fluctuations and sec-
ndary particles. A validation between both approaches has been per-

formed, utilising the same parameters and setup, to ensure that using
Allpix2 mimics the results of TCAD transient simulations as described
in Section 3.6. In these validation studies, only an epitaxial layer with
a thickness of 10 μm was simulated. The mobility model parameter
values in Allpix2 were changed to match the extended Canali mobility
model used in TCAD [38].

The simulated geometry consisted of a matrix of 3 × 3 pixels, with
 pixel size of 20 × 20 μm2. Charges were injected along a straight

line in the corner between four pixels using the [Deposition-
ointCharge] module, with 63 electron–hole pairs deposited
er μm. Electric fields, doping concentrations, and weighting potentials
rom TCAD were imported into Allpix2 using their respective module

readers.
Using the [TransientPropagation] module as described in

Section 4.8, an integration_time of 40 ns was used for all sim-
ulations. A coarse value of the timestep parameter may lead to
smaller pulses than expected, so a timestep of 15 ps was used in
the presented results. As the charge is injected in the corner, pulses are
expected to be induced in all four pixels sharing the corner. The total
pulses were calculated as the average of the induced pulses in the four
ollection electrodes for each event.

Fig. 24 shows the resulting pulses for both TCAD and Allpix2 simu-
ations, for the standard and n-blanket layouts. The Allpix2 pulses are
he average of 10 000 events, whereas the TCAD pulses come from
ingle events. The plots show that the two methods agree in terms of
ulse height and peaking time, which indicates that the Allpix2 method
argely yields compatible results with the TCAD method. At the falling
dge of the pulses, there is a small difference between the approaches,

however. The peak structure in the TCAD pulse for the n-blanket layout
between 0 and 1 ns is an artefact of the TCAD simulations from the
initial charge deposition, and its integral is zero and does not affect the
rest of the pulse. The results for n-gap layout also match between Allpix2

nd TCAD, but are not shown due to the very short pulse duration (on
he order of nanoseconds).

A noticeable difference in the pulse rise time and duration is present
etween the shown standard and n-blanket layouts, with the n-blanket
ulse being faster, which is expected due to the larger depleted region
nd thus more charge collection by drift. This also increases the charge
ollection efficiency per pixel and results in a higher peak and higher
ntegrated charge for the n-blanket layout.
13 
Fig. 24. Comparison between pulses obtained with TCAD (blue) and Allpix2 using
TCAD fields (red). A TCAD pulse corresponds to a single event, while the Allpix2 pulse
s the average of 10 000 events.

5.5. Multi-sensor studies

Several sensors can be simulated simultaneously in Allpix2, in for ex-
ample a beam telescope setup. By using the [CorryvreckanWriter]
module, the results of the Allpix2 simulation can be exported in a format
suitable for the Corryvreckan test beam reconstruction framework [39].
This framework can then be used to extract parameters such as tele-
scope resolution at different positions for the setup. The simulation
of multi-sensor setups enables studies of the tracking performance
of different setups and sensor designs, and construction of a beam
telescope represents a possible use case of the sensors described in this
work.

Simulations were carried out with a six-plane beam telescope sur-
rounded by air, using sensors in the three different layouts with a
pixel size of 20 × 20 μm2. A beam of electrons was fired at the setup,
with a single electron per event. The distance between telescope planes
was varied, and the spatial resolution of the telescope at the device-
under-test (DUT) position (in the middle of the setup) extracted for
each interplane distance dz. The resolution was determined from the
distribution of the difference of track intercept locations and the true
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Fig. 25. Telescope resolution at the DUT position, and tracking efficiency estimate, as
a function of the distance between telescope planes for the three different layouts at
a threshold of 200 electrons.

particle positions at the DUT, where the tracks were reconstructed using
the telescope plane hits and the general broken lines method [40].
Fig. 25(a) shows the resulting telescope tracking resolution at the DUT
position for different distances between telescope planes, for the three
sensor layouts. The distance is the same between any two adjacent
planes, and the presented results are at a threshold of 200 electrons
for each of the six sensors.

An estimate of the telescope tracking efficiency is shown
n Fig. 25(b), where the efficiency ranges between 0 and 1 (i.e. 0%

and 100%). The calculation is performed by dividing the number of
reconstructed tracks by the total number of simulated events for each
data point. At least five of the six telescope planes have to register hits
for an event to be considered for track reconstruction, and not all such
events will have a track successfully reconstructed due to scattering
leading to hits outside of the spatial cut. A spatial cut equal to the pixel
size (20 μm) is used in the final track reconstruction.

From the telescope tracking resolution, it can be seen that the
standard layout provides the smallest resolution, while the resolution
for the n-blanket and n-gap layouts is slightly larger. This agrees qual-
itatively with the results shown for single-sensors in Fig. 23, but the
ifference is smaller than indicated there. As the distance between
elescope planes increases, the tracking resolution deteriorates. Both of
hese effects agree well with expectations; as multiple sensors are used,
 c
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the resolution of the full system is better than that of an individual
sensor, and when the distance between planes increases the scattering
in air increases along with the uncertainty in deflection angle. The
elescope tracking efficiency estimation qualitatively agrees with the
ingle-sensor results shown in Fig. 21; at a threshold of 200 electrons,

the tracking efficiency is low for the standard layout due to the low
fficiency of each individual sensor. The n-blanket layout shows a
ignificantly higher tracking efficiency, and the n-gap layout is the
ost efficient. The tracking efficiency estimate has a weak dependence

n the distance between telescope planes, with a decrease due to the
ncreased scattering in air as the distance between planes increases.
n conclusion, the spatial resolution of a beam telescope consisting
f the investigated sensors is comparable to that of the EUDET-type
eam telescopes [41]. While the tracking efficiency is low for the
standard layout, it can be improved without significant loss of tracking
resolution by utilising one of the other layouts.

6. Comparisons to data and previous simulations

Comparisons of the outlined simulation procedure to previously
published data are performed, using results from a test beam carried
out in the framework of the CLICdp Collaboration on the TowerJazz
Investigator 1 sensor, with a pixel size of 28 × 28 μm2 [7]. Only the test
beam data are used for comparison to the simulations acquired using
he procedure outlined in this paper, while the simulations carried out
t CERN in the referenced paper utilised more realistic electric fields
rom TCAD. The investigated sensor is designed in the standard layout
n a 180 nm CMOS imaging process with an epitaxial layer thickness
f approximately 25 μm, and the studies are made at a bias voltage
f −6 V. The sensor investigated here is thus different from what was
reviously used as an example in developing the simulation procedure,
emonstrating the versatility of the approach.

Fig. 26 shows comparisons between data taken with the sensor and
results using the simulation procedure outlined in this paper. Fig. 26(a)
shows the cluster charge at a threshold of 120 electrons, and Fig. 26(b)
shows the cluster size versus threshold.

In the figures, data are shown in blue and the results of simulations
using the generalised procedure outlined in this paper are shown in
red. Fig. 26(a) indicates that the simulation result cluster charge is
hifted slightly higher compared to the data, while the rising and falling

slopes of the distributions match in shape. A fit is performed using a
convolution of a Gaussian and Landau function, which gives a most
robable cluster charge value of 1.47 kiloelectrons for the simulation
esults. For the data, the value is 1.42 kiloelectrons [7]. The width of

the Gaussian part is 0.22 kiloelectrons in the simulation results, and
0.21 kiloelectrons in the data.

In Fig. 26(b) the simulations and data match across the full inves-
tigated threshold range, with a slight deviation at thresholds smaller
than 300 electrons. The errors shown are purely statistical for both
data and simulations, and the maximum deviation between the data
and simulations is 4%, at a threshold of 120 electrons.

Comparative studies have also been carried out in the frame of the
angerine project, using test beam data for sensors in a 65 nm CMOS

maging process [5]. These studies show an agreement between data
and simulations within 1% for the n-gap layout. Fig. 27 shows the
n-pixel mean cluster size for data taken at a test beam using 4 GeV
lectrons with a sensor in the standard layout, compared to simulations.
hile some differences are visible between test beam data results and

imulations, the qualitative trends agree; the cluster size is smallest and
lose to 1 in the centre of the pixels, and becomes larger near edges and
orners.

In conclusion, the simulations using the method presented in this
aper match data well. There is a maximum deviation of approximately
% in both the charge distribution and the cluster size. The qualitative
rends agree and to a level sufficient to draw conclusions concerning
ensor performance and its origins without use of any proprietary
nformation. The results are also compatible with simulations carried
ut at CERN using more realistic fields from TCAD, which have been

7].
ompared to the same data [
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Fig. 26. Comparison between simulation results obtained using the method described in this paper and test beam data [7]. The results are for a sensor in the standard layout in
a 180 nm CMOS imaging process, with a pixel size of 28 × 28 μm2 and at a bias voltage of −6 V.
Fig. 27. In-pixel mean cluster size for a 25 × 25 μm2 pixel in the standard layout and a 65 nm CMOS imaging process, at a bias voltage of −2.4 V and a threshold of 200 electrons.
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7. Summary and outlook

In this paper, a simulation procedure for silicon sensors with com-
lex non-uniform electric fields has been described, starting from first
rinciples of a simple pn-junction, and going to high-statistics simula-
ions of a multi-sensor beam telescope. Three-dimensional electrostatic
CAD simulations were produced, based on generic doping profiles and
irst principles of sensor operation, without knowledge of proprietary
nformation. Studies of the impact of varying different sensor param-
ters have been carried out, observing their impact on the electric
ields. Three different sensor layouts have been tested and compared,
n several different pixel sizes for both rectangular and hexagonal
ixel geometries. The geometries used only describe the large-feature
eometry of the sensors, and do not attempt to mimic the intricacies of
 CMOS imaging process, but they are sufficient for modelling a signal
esponse describing observed sensor behaviour to an accuracy within a
ew percent for key observables.

By importing the TCAD fields and doping profiles into Allpix2, fast
and complete simulations of particle interactions and charge trans-
port can be performed, taking stochastic fluctuations stemming from
he underlying physics processes into account. Through this process,
ensor performance observables such as efficiency, cluster size, and
esolution can be extracted. Example results of such simulations have
een presented, and agree well with expectations and studies of similar
ensors.
15 
Transient simulations have been carried out in both TCAD and
llpix2, and the results match well. Using the induced charge given
y transient simulations is more accurate than using the notion of

‘‘collected charge’’, and when charge pulses are available more sophis-
ticated digitisation simulation can be performed to extract accurate
values for time-of-arrival and time-over-threshold. This work is fore-
seen to continue in the near future, also including more accurate
simulation of the sensor front-end response.

The described simulation procedure is applicable in multiple dif-
erent cases, and constitutes a generic toolbox for performing similar
tudies without using proprietary information. These simulations are
ble to provide accurate predictions of sensor behaviour and trade-offs
ith different designs, and can thus be used to inform decisions taken

or future sensor designs.
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Appendix. Allpix squared simulation setup

This appendix contains example configurations and details of the
onfigurations in Allpix2 for reproducing the simulations presented in
his paper.

A.1. Sensor geometry and setup

An example detector model configuration in Allpix2 can be seen
n Listing A.1. The example shows a monolithic sensor assembly with
quare pixels, with a pixel size of 20 × 20 μm2 and a total sensor
hickness of 50 μm. The sensor excess is 200 μm on the right side of
he pixel matrix.

The geometry parameter can be used to select rectangular, radial
strip, or hexagonal pixel geometries. For hexagonal geometries, the
pixel size is defined from corner to corner along axes 60◦ apart, i.e. the
maximum distance across a hexagon. The [implant] section defines
the x-, y-, and z-extent of the collection electrode of the sensor.

A geometry configuration file defines the full simulated geometry,
nd an example configuration for a single-sensor simulation is shown
n Listing A.2. For each sensor or passive volume, a position and
rientation has to be defined, along with an alignment precision. In
he given example, the name of the detector is ‘‘dut’’, located at the
entre of the global coordinate system. The alignment precision is more

important to include when several sensors are involved. The detector
type in the example is detectorModel, which is the name of a
detector model configuration file such as the example shown in Listing
A.1.
16 
type = monolithic
geometry = pixel
sensor_material = silicon
number_of_pixels = 20 20
pixel_size = 20um 20um
sensor_thickness = 50um
sensor_excess_right = 200um

[implant]
type = frontside
shape = rectangle
size = 2.2um 2.2um 0.8um

Listing A.1 Detector model configuration example.

[dut]
type = "detectorModel"
position = 0mm 0mm 0mm
orientation = 0deg 0deg 0deg

Listing A.2 Geometry configuration example, for a single sensor
ithout random misalignment.

A.1.1. Constructing the geometry for use with Geant4
The [GeometryBuilderGeant4] module constructs the geom-

etry for use with Geant4. To visualise the geometry constructed by the
odule, the module [VisualizationGeant4] can be used. This

opens a Geant4 graphical user interface window, with the possibility of
also starting a Geant4 terminal, giving access to both a visualisation of
the setup and Geant4 commands. By using the /run/beamOn Geant4
command, it is possible to see where particles from a defined source
will hit the setup. This is useful for checking the alignment of the setup,
ut the command cannot be used to perform a proper simulation.

A.2. Importing results from TCAD simulations

An example of a configuration file for the mesh converter is shown
in Listing A.3. This file is used for converting the electric field of the
region named ‘‘epitaxial’’ of a 20 × 20 μm2 pixel into a regularly-
spaced grid. The model keyword defines the output format, and the
units of the converted observable have to be provided; for electric
fields, it is typically V/cm, and for doping concentrations cm−3 (written
/cm/cm/cm in the Allpix2 configuration files).

The divisions parameter defines the number of points used in
he regularly-spaced grid. The keyword xyz is used to define the
rientation of the conversion, and in the example, the 𝑧-axis is inverted
hen importing the field.

To convert fields with non-rectangular shapes (e.g. hexagons), not
all points in a rectangular bounding box should be filled with values.
To allow for this, the keyword allow_failure can be used. This sets
a grid point value to zero in case no close neighbouring points in the
TCAD field are found, which will happen to points outside the TCAD

mesh.
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model = "APF"
region = "epitaxial"
observable = ElectricField
observable_units = "V/cm"
divisions = 300 300 100
xyz = x y -z

Listing A.3 Mesh converter configuration example, for the electric field
n the ‘‘epitaxial’’ region of a sensor.

The modules [ElectricFieldReader] and [DopingProfil-
Reader] are used to include the converted electric field and doping
oncentration in the Allpix2 simulation. An example configuration for
he two modules can be seen in Listing A.4. TCAD commonly simulates

a single pixel, part of a pixel, or a small number of pixels, and
he Allpix2 modules make sure that the imported fields are correctly
apped for each pixel across a full sensor using the field_mapping

eyword.

[ElectricFieldReader]
model = "mesh"
file_name = "ElectricField.apf"
field_mapping = PIXEL_FULL_INVERSE
field_depth = 10um

[DopingProfileReader]
model = "mesh"
file_name = "DopingConcentration.apf"
field_mapping = PIXEL_FULL_INVERSE
doping_depth = 10um

Listing A.4 Example configuration for reading electric field and doping
concentration into Allpix2 from external files converted from TCAD
using the Mesh converter tool.

The mesh model is used for importing fields from external sources,
and the file names in this case are binary APF-format output fields
rom the Mesh converter tool. When importing fields and profiles,
he diagnostic plots from the modules (activated by using the out-
put_plots keyword) are useful for determining that everything is
correctly imported and mapped to the sensor.

The depth used when importing fields is defined by the field_
depth and doping_depth keywords. At depths larger than the given
field_depth, the electric field is set to zero. For the doping concen-
tration, the concentration deeper than the given doping_depth is
set to the same value as the last value within the depth. In the given
example, the imported electric field and doping profile are 10 μm thick,
but the full sensor is 50 μm thick. The doping concentration in the
TCAD simulation has been made with the substrate concentration at the
edge, that then gets extrapolated into the remaining 40 μm of the sensor
after importing. This creates the effect of an epitaxial layer grown on
a higher-doped silicon substrate.

A.3. Charge carrier generation

The [DepositionGeant4] module provides a direct interface to
Geant4 from within Allpix2, and makes it possible to generate Geant4
 c
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particles that traverse the simulated setup and deposit energy and
scatter. The [DepositionPointCharge] module directly deposits
electron–hole pairs, rather than produce them from energy deposited.

he [DepositionGeant4] module comes with a number of pre-
defined sources and source shapes, but also allows the use of Geant4
macros for the General Particle Source [42]. An example configuration
can be seen in Listing A.5. Here, the physics list FTFP_BERT_EMZ is
used, along with the photo-absorption ionisation model (PAI) [36].

[DepositionGeant4]
physics_list = FTFP_BERT_EMZ
enable_pai = true
particle_type = "e-"
source_type = "beam"
source_energy = 5GeV
beam_size = 0.3mm
beam_direction = 0 0 1
source_position = 0um 0um -50mm
number_of_particles = 1
max_step_length = 1.0um

Listing A.5 Geant4-based charge deposition configuration example.

The beam model emulates a beam of particles. In the example, a
beam of electrons is used, with a Gaussian profile with a width of
0.3 mm and an energy of 5 GeV. A single electron is fired per event.

y changing the max_step_length parameter, the maximum length
f a simulation step of a particle is altered. The Geant4 processes are
nvoked over each step, and the difference in the state of the simulated
article between the pre- and post-step points is the result of the physics
rocess calculations.

A.4. Charge carrier propagation

The modules for charge carrier propagation used in the work pre-
sented here are [GenericPropagation] and [TransientProp-
gation]. The [GenericPropagation] module is the preferred
hoice for simulations without transient information, and an example
onfiguration is shown in Listing A.6.

[GenericPropagation]
mobility_model = "masetti_canali"
recombination_model = "srh_auger"
charge_per_step = 5
timestep_min = 0.5ps
timestep_max = 0.05ns
integration_time = 25ns
propagate_electrons = true

Listing A.6 Propagation module configuration example.

The extended Canali model (masetti_canali) is used in the
xample, and the combined Shockley–Read–Hall and Auger recombi-

nation model, activated by the srh_auger value. In this way a large
range of doping concentrations is handled correctly.

The charge_per_step parameter determines the number of
harges from a single energy deposit point that are propagated together
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as a group, and increasing this value can reduce simulation time.
The timestep that the charge carrier motion is performed over is cal-

ulated internally and constrained by the parameters timestep_min
nd timestep_max in the [GenericPropagation] module. The
ntegration_time parameter sets the simulated duration of charge
arrier propagation from the start of the event.

A.5. Charge transfer

The [SimpleTransfer] module makes a direct mapping of the
final positions of the propagated charges to the nearest pixel, and an
xample configuration for this module is presented in Listing A.7.

[SimpleTransfer]
collect_from_implant = true

Listing A.7 Charge transfer module configuration example.

The keyword collect_from_implant makes the module only
transfer charges with a final propagated position within the implant
volume, which is defined in the detector configuration file (see Listing
A.1).

A.6. Signal digitisation

An example digitiser configuration using the [DefaultDigi-
izer] module is shown in Listing A.8.

[DefaultDigitizer]
threshold = 200e
threshold_smearing = 5e
electronics_noise = 10e

Listing A.8 Digitiser configuration example.

The threshold is set to 200 electrons here, with a dispersion of 5
lectrons. By using the [ROOTObjectWriter] module to save partial
imulation results, it is possible to investigate the effect of e.g. threshold
ariations without re-running the full simulation chain.

A.7. Transient simulations

Transient simulations require the use of the [TransientPropa-
ation], [WeightingPotentialReader], and [PulseTrans-
er] modules. The [WeightingPotentialReader] module is

used to read in weighting potentials, and the [PulseTransfer]
odule is used to combine the pulses from the charge carrier propa-

gation for each individual pixel.
Listing A.9 shows an example configuration for the [Transient-

ropagation] module. An important parameter to take into account
while using this module is timestep; a larger timestep value can
reduce the simulation time, but information about the pulse may get
lost.

The distance keyword defines on how many pixels the induction
should be calculated on. If it is set to 1, the pixel the charge carrier is
located in and all its nearest neighbours are included. For a rectangular
geometry, this means that the induced current is calculated on 9 pixels
in total.
18 
[TransientPropagation]
temperature = 293K
charge_per_step = 1
distance = 1
timestep = 7ps
mobility_model = "masetti_canali"
recombination_model = "srh_auger"
integration_time = 40ns

Listing A.9 Transient propagation configuration example.

Data availability

Data will be made available on request.
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