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Abstract.

Optical readout of Micromegas gaseous detectors has been achieved by implementing a

Micromegas detector on a glass substrate with a glass anode and a CMOS camera. Efficient X-ray radio-
graphy has been demonstrated due to the integrated imaging approach inherent to optical readout. High
granularity values have been reached for low-energy X-rays from radioactive sources and X-ray gener-
ators taking advantage of image sensors with several megapixel resolution. Detector characterization
under X-ray radiography opens the way to different applications from beta imaging to neutron radiog-
raphy. Here we will focus on one application: neutron imaging for non-destructive examination of highly
gamma-ray emitting objects. This article reports the characterization of the detectors when exposed to
a low activity neutron source. The response of the detector to thermal neutrons has been studied with

different field configurations and gap thicknesses.

I Introduction

The optical readout Micromegas detector is a brand new
imaging device taking advantage of the CMOS sensor
technology of high granularity and sensitivity. A Mi-
cromegas detector [1] of high intrinsic gain and spatial
resolution has been implemented on a transparent anode.
When operated with a mixture of Carbon tetrafluoride
(CF4) and Argon, visible light is produced by scintilla-
tion when ionization occurs. This detector has shown high
spatial resolution under X-ray irradiation and was able to
detect very low activity S-ray emitting samples [2, 3].

Coupling MicroPattern Gaseous Detectors (MPGDs)
with a metallic cathode coated with 'B,C, a neutron to
charge converter, leads to a thermal neutron detection de-
vice, with efficiency of few percent and high gamma sup-
pression capability [4]. Such a neutron converter has been
used with an optical readout Micromegas detector aiming
at performing real-time imaging of neutron sources with
100 um spatial resolution.

Neutron radiography allows to characterize reactor
materials like radioactive waste or nuclear fuel in a high
y-flux environment. First images of neutron events from
a weak neutron source were acquired and reported in [2].
The Micromegas cathode (an aluminum plate) is coated
with 1.5 um of '°B4C which converts the thermal neutrons
into ’Li and & of 0.8 MeV and 1.4 MeV respectively, hav-
ing a range in the gas of few mm. The present article de-
scribes the analysis of the tracks giving information about
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the diffusion in the gas and the neutron incident position
on the cathode. Different field configurations were tested
with a 10.5 mm conversion gap. A new setup with a 250
pum drift gap was tested in order to reduce the track range
and to perform double stage amplification.

Il Neutron radiography

The main goal of the glass Micromegas detector is to reach
high spatial resolution for real-time neutron imaging. The
capacity of the camera to integrate the light makes the de-
tection of the neutron impact position feasible with very
few data processing which allows to display the neutron
image in real-time. However, the spatial resolution of the
device is strongly affected by the diffusion and the particle
range inside the gas. In the first parts of this section, the
analysis of the 7Li and « tracks from neutron events is de-
scribed. In a second step, the reconstruction of the neutron
impact position with two different drift gap thicknesses is
explained and illustrated.

Il.LA Experimental setup

This test was performed at the CERN Gas Detector Devel-
opment (GDD) laboratory with an Americium—Beryllium
source, emitting 1-14 MeV neutrons with a detection rate
of 4 Hz in average. The main characteristics of the glass
Micromegas detector, of the chosen gas mixture and the
CMOS camera are fully described in previous work [2].
The drift gap is of 10.5 mm in order to contain the full
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Figure 1: Sketch of the glass Micromegas detector setup
for neutron radiography. Neutrons are interacting in the
10B,C layer producing ’Li and « particles emitted back-
to-back. The gas is ionized along the "Li or « tracks and
the produced electrons drift towards the amplification gap.
In the amplification gap, they are multiplied, producing
also visible light captured by the camera.

tracks. The amplification gap is 128 um and the applied
voltage 570 V (Figure 1). At this voltage value, discharges
occur rarely and bring almost no dead-time of the detector
while the ITO layer remains undamaged. Due to the low
rate of the source, 5 s exposure time images were acquired
in order to collect several tracks in one frame, while avoid-
ing overlap of tracks. Background images of the same in-
tegration time were recorded without any applied voltage
or neutron source. Matrices of the average and standard
deviation of every pixel of dark images are then computed
for background suppression.

Il.B Tracks analysis and results

The analysis of the images is done in Python and aims to
localize the tracks in a first step. The background noise
coming from the dark current and the readout noise of the
camera constitutes the pedestal of an image. The pixels
intensity (0 to 65536) of dark images correspond to O pho-
tons and varies from one pixel to another as shown in Fig-
ure 2. These histograms represent the mean (u;) and stan-
dard deviation (o;) of every pixel i intensity. First, the y;
are suppressed from the neutron images and a threshold of
30; is applied on every pixel in order to reject most of the
background noise. To increase the signal to noise ratio,
the new neutron image is rescaled to a 1024 x 1024 pixels
frame by applying a 2 X 2 binning.

The clustering algorithm employed for track identifi-
cation is the so-called Density-Based Spatial Clustering of
Applications with Noise (DBSCAN)[5]. This algorithm
measures the distance between points and generates three
categories of points :

- A core point is localized in an area of high density
of points and is generally situated in the center of a
cluster.

- A reachable point is at a distance € of a core point
and constitutes the cluster surrounding.
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Figure 2: Mean (top) and standard deviation (bottom) his-
tograms of pixels intensity from dark images.

Figure 3: Neutron image before (left) and after (right)
clusters identification by the DBSCAN algorithm.

- A noise point is not reachable by any other points
within the distance e.

Only the clusters containing a minimum number of points
MinPts are kept. Hence, this algorithm requires only the
matrix of pixel intensities as an input and € and MinPts as
parameters. No optimization of the € and MinPts param-
eters has been done yet. However, most of the tracks are
being well identified and separated (Figure 3).

From the clustering algorithm, we access the coordi-
nates of all the tracks. It is then possible to measure the
width of the tracks by integration of the 2D track image
over the track length. The Gaussian fit of the integrated
intensity directly gives a o~ value corresponding to the dif-
fusion in the gas. The transverse diffusion is given by the
equation op = V2Dt where D is the diffusion coefficient,
function of the electric field (E), and ¢ is the drift time.

According to Magboltz [6] simulations, the smallest
transversal diffusion coefficient value corresponds to E =~
700 V/cm for a gas mixture with 80% of Ar and 20% of
CF, (Figure 4). First measurements were taken with the
same gas mixture at three different drift fields: 50 V/cm,
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800 V/cm and 2000 V/cm. The measured diffusion was
around 130 um for a 800 V/cm drift field whereas the o
value reached higher values for the other two drift field
configurations (Figure 4). The simulated diffusion evo-
lution agrees within 20~ with the extracted points from
measured track widths meaning that the broadening of the
tracks is mainly due to diffusion.

However, the tendency of the measured data of hav-
ing lower values than the simulated ones could be justified
by the following: in the simulation, we consider that ev-
ery electron is emitted at the cathode level and diffuses
all along the drift gap. In reality, free electrons are gen-
erated all along the track and a majority is produced at
the end of the track, at a distance from the cathode. By
drifting a shorter distance, their diffusion is smaller, so
the extracted values for the coefficient are systematically
lower. In fact, the diffusion increases with the depth x as
4/x which brings a difference of few tens of % between the
diffusion at the cathode level and at the end of the track.
Another consideration that may have an effect is the ab-
sence of monitoring of the temperature and pressure con-
ditions that strongly affect the diffusion.
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Figure 4: Simulated transverse diffusion in 80% of Ar and
20% of CF,4. Average track width (o) from measurements.

I.C Neutron position reconstruction

It is possible to overcome the incertitude on the neutron
position brought by the track length by fitting the Bragg
peak of a track. In fact, the 'Li and « particles deposit
more energy in the gas at the end of their path. This means
that the neutron position of interaction with the cathode is
localized at the lowest point of the Bragg curve. 60 000
events were analyzed and associated to a position of inter-
action by fitting the Bragg peak with a linear distribution
and represented on an histogram (Figure 5). A copper tape
band was glued on the boron side of the cathode so that "Li
and « particles are absorbed in one side only of the detec-
tor. The spatial resolution is then calculated by fitting the
edge with a step function f described in (1) where u is the
edge position and A is the maximum amplitude. A spatial
resolution of o~ = 1420 (+124) um was obtained.

A( +erf(p)) b= (x—p

== 5
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The image on Figure 6 represents the light intensity
profile obtained by integrating the light coming from the
tracks. Here the precision on the neutron position mea-
surement is affected by the particles range and should lead
to a larger spatial resolution. However, the spatial resolu-
tion obtained from the reconstruction method and from the
light integration method (1198 (£263) um) are of the same
order. This means that the fit of the Bragg peak fails in
some cases. Further study on the simulation of the "Li and
a tracks and on the reconstruction algorithm are needed.
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Figure 5: Neutron position histogram for a 10.5 mm drift
gap.
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Figure 6: Neutron light intensity profile for a 10.5 mm
drift gap.

A new configuration with a 250 pm drift gap was tested
in order to reduce significantly the particles range in the
gas. Then the error on the position computation brought by
the track length is expected to decrease. As a consequence,
less charges are produced in the gas, decreasing the signal
intensity. By generating an electric field of 20 kV/cm in
the drift gap, a double stage amplification leads to a higher
gain and compensate the lack of primary electrons. More-
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over, the gain increases with the avalanche length which
means that primary electrons that are produced close to the
cathode are amplified further. This mechanism enhances
the signal at the neutron impact position. In this configura-
tion, clusters with a Gaussian shape were recorded instead
of track shapes. Hence, implementing a 2D Gaussian fit of
the clusters allows to reconstruct the neutron position with
a better precision (Figure 7).

It is not possible to use a copper tape in this setup since
the copper thickness is not negligible and would affect the
electric field in such a small gap. However, boron evap-
oration on the cathode with a mask with patterns will be
realized in the future for spatial resolution measurement
without affecting the electric field. A boron band was
placed outside of the detector on one side with the am-
bition of visualizing an edge. Because of the large angle
neutrons, an important number of events were detected on
the side where the boron was put, making the edge im-
age very blurred. On the right side of the histogram, the
density of hits is not homogeneous along the y-axis. Me-
chanical constraints on the cathode brought defaults on its
planarity of few tens of um which caused a non uniform
gain in the drift gap during double stage amplification.

However, the 500 pm diameter pillars are well resolved
in the right side of this histogram. The assessment of the
pillars position is an indication that a spatial resolution of a
few hundred um can be achieved. The low spreading of the
charges in this configuration will allow us to perform real
time neutron radiography by simply integrating the light
intensity over time for high flux sources.
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Figure 7: Neutron position histogram for a 250 um drift
gap with double stage amplification.

Il Conclusion

Neutron events were detected with a glass Micromegas de-
tector and studied under different field configurations. The
diffusion from the ionization of 'Li and « particles was
measured and compared to computed diffusion from sim-
ulation. Two methods were explored in order to increase
the spatial resolution. The first one consisted in the recon-
struction of the neutron impact position on the cathode. A
spatial resolution better than 1500 pm was achieved. In

a second step, double stage amplification was performed
with a 250 pym drift gap in order to reduce the particle
range and to emphasize the neutron position. The spa-
tial resolution was not measured in this configuration be-
cause of the lack of statistics and the non-parallelism of
the neutrons. In the near future, a neutron beam test will
be conducted at a neutron facility with a high flux source of
parallel thermal neutrons for precise estimation of the spa-
tial resolution with different field configurations and gap
thicknesses.
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