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(Received 8 March 2024; accepted 21 May 2024; published 27 June 2024)

The detection of a subsolar object in a compact binary merger is regarded as one of the smoking gun
signatures of a population of primordial black holes (PBHs). We critically assess whether these systems
could be distinguished from stellar binaries, for example composed of white dwarfs or neutron stars, which
could also populate the subsolar mass range. At variance with PBHs, the gravitational-wave signal from
stellar binaries is affected by tidal effects, which dramatically grow for moderately compact stars as those
expected in the subsolar range. We forecast the capability of constraining tidal effects of putative subsolar
neutron star binaries with current and future LIGO-Virgo-KAGRA (LVK) sensitivities as well as next-
generation experiments. We show that, should LVK O4 run observe subsolar neutron-star mergers, it could
measure the (large) tidal effects with high significance. In particular, for subsolar neutron-star binaries, O4
and O5 projected sensitivities would allow measuring the effect of tidal disruption on the waveform in a
large portion of the parameter space, also constraining the tidal deformability at Oð10%Þ level, thus
excluding a primordial origin of the binary. Vice versa, for subsolar PBH binaries, model-agnostic upper
bounds on the tidal deformability can rule out neutron stars or more exotic competitors. Assuming events
similar to the subthreshold candidate SSM200308 reported in LVK O3b data are PBH binaries, O4
projected sensitivity would allow ruling out the presence of neutron-star tidal effects at ≈3σ CL, thus
strengthening the PBH hypothesis. Future experiments would lead to even stronger (> 5σ) conclusions on
potential discoveries of this kind.

DOI: 10.1103/PhysRevD.109.124063

I. INTRODUCTION

The observation of a subsolar mass (SSM) object in a
binary black hole (BBH) merger is considered as the most
robust smoking gun of the primordial nature of a binary [1].
Exploiting this window, however, relies on our capabilities
to distinguish such event from other astrophysical systems
and other potential candidates from new physics [2,3].
A signal compatible with a subsolar merger could

be observed already during the ongoing O4 run of the

LIGO/Virgo/Kagra (LVK) Collaboration. Previous LVK
observation campaigns reported the existence of SSM
candidate events with too low significance to be classified
as confident detections [4], and were not included in the
LVK merger catalog [5]. Subsequent work, especially
Ref. [6], reported the analysis of the SSM candidate
SSM200308, possibly composed by two subsolar BHs with
masses m1 ¼ 0.62þ0.46

−0.20M⊙ and m2 ¼ 0.27þ0.12
−0.10M⊙ at a

redshift of z ¼ 0.02þ0.01
−0.01 (90% C.I.), showing relatively

small errors on the determination of both masses even for
such sub-threshold event. This is because light mergers
perform a large number of cycles in the detector band.
However, the SSM nature of the event alone is not sufficient
to claim the observation of a PBH binary. Since a robust
detection of a subsolar BH1 would be a breakthrough with a
strong impact on cosmology, high-energy physics, and
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1Population studies suggest that, if some of the O3 events are
PBHs, there will be a non-negligible probability to detect
subsolar events starting from O4 [7].
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astrophysics [8–10], it is of utmost importance to exclude
any possible source of confusion that might affect such a
putative detection.
In this paper, we investigate whether current and future

experiments would have sufficient sensitivity required to
detect SSM200308-like events, and distinguish this from
other astrophysical systems or more exotic competitors in
the SSM range.
Although standard formation scenarios suggest that astro-

physical compact objects have typically masses above M⊙
[and below a critical mass ∼OðM⊙Þ], both white dwarfs
(WDs) and neutron stars (NSs) can in principle be subsolar.
In typical astrophysical settings, WDs are formed with
masses as low as ≈0.2M⊙ [11]. NSs are observed through
x-ray observations and GWs [12–16]. All these observations
point toward a population of supersolar mass NSs, although
there might be selection biases, especially for x-ray sources.
Smaller masses are possible for cold, dense equations
of state (EoS) [17], even though very light NSs are unstable
to expansion [18] and supernova theory suggests heavier
lower bounds on their mass exits [19,20]. Examples of
such low mass objects may have already been observed, see
e.g. HESS J1731–347 [21] (a candidate NS with mass
0.77þ0.20

−0.17M⊙) and the candidate object reported in Ref. [22]
(possibly a white dwarf with mass 0.20þ0.01

−0.01M⊙).
Furthermore, material compact objects other than WDs

and NSs can exist in the landscape of beyond-Standard-
Model physics [3,23], and might possibly have a cosmo-
logical origin. Notable examples include Q-balls [24],
boson stars [25], fermion-soliton stars [26–28] (see [3]
for an overview); most these models can accommodate
subsolar compact objects, depending on the coupling of the
underlying fundamental theory [29].
A key difference between any material compact object

and a BH is that only in the latter case does the tidal
deformability (as measured by the so-called tidal Love
numbers) vanishes [30,32–34]. This is a unique property of
BHs in general relativity which can be understood in terms
of special symmetries (see, e.g., [35]). However, this
property does not hold for any other material object [36,37].
Although the tidal Love numbers affect the GW signal

only at high post-Newtonian (PN) order [38,39], they
strongly depend on the compactness and grows dramatically
for less compact objects as those expected, for example, in
the subsolar tail of a NS mass-radius diagram [12]. In this
case, the tidal deformability can be orders of magnitude
larger than for the ordinary compact NSs detected so far,
magnifying tidal effects in the waveform and making them
potentially measurable even for systems that are detected
mostly in the early inspiral (see Fig. 1). Furthermore, less
compact objects may be disrupted during the inspiral. This
would cause the GW signal to be damped much before the
maximum frequency expected for objects as compact as
BHs. This feature may also be used to test the nature of the
observed binary.

The main scope of this paper is to assess whether the
tidal deformability and the disruption frequency can be
used to confirm/rule out the PBH origin of a SSM
GW event.

II. TIDAL DEFORMABILITY AND DISRUPTION
TESTS OF SSM SIGNALS

A. Binary maximum frequency of material
compact objects

The waveform of a signal emitted by a binary BH is
characterized by a maximum signal frequency which is of
the order of the innermost stable circular orbit (ISCO)
frequency, defined as

fISCO ¼ c3

ð63=2πGMÞ ¼ 4.4 kHz

�
M⊙

M

�
: ð1Þ

with M ¼ m1 þm2 being the total mass of the binary.
However, binaries of stellar objects are typically char-

acterized by smaller maximal frequencies, either because
they have a hard surface and their contact frequency is
smaller than fISCO or because the least compact companion
can be tidally disrupted during the inspiral. We can provide
a rough estimate of the tidal disruption radius rT by equating
the tidal force and the object self-gravity [19],

rT;i ¼
�
2mj

mi

�
1=3

ri; ð2Þ

where i, j ¼ 1, 2 are indices denoting the two objects, and ri
is the radius of the ith object. When the binary reaches the
largest rT;i, the lighter object can be considered tidally
disrupted. This corresponds to a frequency of

FIG. 1. Current and future sensitivity curves for Livingston and
Handford LIGO experiments during O3, O4, and O5 observa-
tions runs, alongside next-generation Einstein Telescope (ET)
and Cosmic Explorer (CE). The black dashed line indicates the
GW amplitude (2jh̃ðfÞj ffiffiffi

f
p

) for the inspiral phase of a
SSM200308-like merger. The ISCO frequency sits outside the
range shown here.
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fT ¼ 1

π

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
GM

ðmax½rT;1; rT;2�Þ3
s

: ð3Þ

Let us first discuss the case of WDs and then turn to the
more interesting case of NSs.

1. White dwarfs

Potential WD-WD binaries could be distinguished from
more compact subsolar binaries based on their lower
maximum frequency. Assuming a WD mass-radius relation
of the form [40]

rWD ¼ 0.013r⊙

�
mWD

M⊙

�
−1=3

; ð4Þ

and nearly equal mass binaries, we find that

fWD
max ¼ 0.13 Hz

�
mWD

M⊙

�
: ð5Þ

If the primary object is heavier than a WD (for example, an
ordinary, supersolar, BH), the above frequency is smaller.
In the m1 ≫ mWD limit, fWD

max ∼ 0.095ðmWD=M⊙Þ Hz.
Therefore, we do not expect WD binaries to contaminate
the range of frequencies observable by ground-based
detectors (f ≳OðfewÞ Hz). Detection prospects to distin-
guish WD binaries from possible mixed WD-PBH bina-
ries using deci-Hz GW detectors were recently discussed
in [41].

2. Neutron stars

Assuming an equal-mass NS binary, from Eq. (3) we
obtain

fNSmax ≈ 1.4 kHz

�
mNS

0.5M⊙

�
1=2

�
15 km
rNS

�
3=2

; ð6Þ

where we normalized the NS mass and radius to typical
subsolar values. Also in this case, if m1 ≫ mNS, the above
frequency is slightly smaller, fNSmax ≈ 1 kHzð mNS

0.5M⊙
Þ1=2

ð15 km
rNS

Þ3=2. In this case, the maximum frequency is within
or above the bandwidth of ground-based detectors, so the
inspiral of these binaries is potentially detectable.
One can also adopt more accurate estimates for the

maximum merger frequencies of NSs. As found in
numerical simulations, the binary NS merger is expected
to occur shortly after the Roche overflow of the secondary
star. Therefore, Roche lobe overflow can be used as a
conservative time at which to terminate an inspiral
gravitational waveform model [42–45]. Reference [46]
performed numerical simulations to derive fRO, which can

be analytically approximated as2

fRO=Hz ¼ −26.9 − 35.5

�
m1

M⊙

�
− 3.02

�
m1

M⊙

�
2

þ 1690

�
m2

M⊙

�
− 575

�
m2

M⊙

�
2

: ð7Þ

as a function of the binary masses. This fit reproduces the
numerical results with errors < 10% in the range of
masses ½0.2; 1�M⊙ and assumes APR EoS, even though
it is not very sensitive to this choice, at least for the cases
tested in Ref. [46].
While neglecting disruption would impact the search

sensitivity [46,47], for a given detected signal having
disruption before the ISCO would exacerbate the difference
between the point-particle inspiral waveform and the actual
signal, thus providing additional information. To include
this effect, one can introduce a frequency-dependent
smoothing of the GW signal following the disruption of
binary components. We model this effect by adopting a
phenomenological tapering function (see [48] for a similar
model)3

T ðfjfcut; fslopeÞ ¼
�
1þ e−fcut=fslope

1þ eðf−fcutÞ=fslope

�
; ð8Þ

where fcut and fslope parametrize the location and rapidity
of the suppression of the signal, respectively. In practice,
we will account for the effect of tidal disruption in the
waveform by convoluting the tapering function with an
ordinary waveform:

h̃ðfÞ → h̃ðfÞT ðfjfcut; fslopeÞ; ð9Þ

where h̃ is the Fourier transform of the signal.

B. Tidal deformability

When at least one of the binary components is a material
object, the GW phase emitted during the inspiral depends
on the effective tidal deformability parameter [38,39]

Λ ¼ 2

3
k2

�
Gm
R

�
−5
; ð10Þ

where k2 is the quadrupolar tidal Love number (which
identically vanishes if the object is a BH), R is the object
radius, and m is its mass.

2We use the data contained in the repository https:// github
.com/sugwg/sub-solar-ns-detectability [46].

3See also [49] for a similar phenomenological model recently
introduced to incorporate frequency-dependent tidal disruption
motivated by environmental effects.
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1. Neutron stars

To account for the uncertainties in the NS EoS at
ultranuclear densities, we assume three different
EoS models, namely the APR [50], SLy4 [51], and
BSk21 [52–54] EoS. These models all use a unified
nonrelativistic formalism and produce NSs that are con-
sistent with the maximum mass of known pulsars [55,56],
the measured values of NS radii from NICER, and the
values of Λ which are compatible with those measured in
GW170817 [13–16,57–62].
In Fig. 2 we show the effective tidal deformability

parameter of a binary (defined in the next section) as a
function of the chirp mass for equal-mass binaries and
different EoS. As expected, the magnitude of this parameter
is not very sensitive to the EoS, especially in the low-mass
regime, where stars are less and less compact and deviations
among different EoS are smaller.4

For individual components, assuming for example SLy4
EoS, one finds that numerical data are well fitted by

Λ ¼ 7.3 × 104
�

m
0.5M⊙

�
−4.7

: ð11Þ

2. Exotic compact objects

In various scenarios beyond the Standard Model, exotic
compact objects other than BHs or NSs can exist and
might also have a primordial origin [3,23]. These models

can be more compact and more massive than ordinary NSs
and are intensively studied as regular BH mimickers
[3,63]. The tidal Love numbers of an exotic compact
object were explicitly computed for different models such
as boson stars [37,64,65], fermion-boson stars [66],
gravastars [37,67,68], anisotropic stars [69], and other
simple models with stiff EoS at the surface [37]. As
expected, the TLNs are generically nonzero and vanish in
the BH limit [37,67] (for those models in which such limit
exists).
Arguably the best motivated and studied model of exotic

compact objects are boson stars, which are solutions to
the Einstein-Klein-Gordon system with scalar self-
interactions [25]. The tidal Love numbers of a boson star
depend strongly on its compactness and on the scalar
potential of the underlying theory, and can range within
several orders of magnitude [37,64,65,70]. As a general
rule of thumb, the stronger the scalar self-interaction the
higher the maximum compactness and the smallest the tidal
Love number of the maximum mass configuration. The
minimal model of boson star (with a mass term and no self
interactions) has a Love number that is bigger than in the
typical NS case, whereas more interacting scalar field
theories can support solutions with smaller Love numbers.
For example, for boson stars with a quartic potential

VðjϕjÞ ¼ μ2

2
jϕj2 þ λ

4
jϕj4, a fitting formula for Λ in terms of

the mass m of the boson star and of the couplings μ and λ
was obtained in Ref. [64]. In the strong coupling limit,
λ ≫ μ2, the fit reduces to [70]

m
mB

¼
ffiffiffi
2

p

8
ffiffiffi
π

p
�
−0.828þ20.99

logΛ
−

99.1
ðlogΛÞ2þ

149.7
ðlogΛÞ3

�
; ð12Þ

where mB ¼ ffiffiffi
λ

p
=μ2. The above fit can be inverted to find

Λ ¼ Λðm=mBÞ. In this model boson stars exist only for
masses smaller than a maximum one,5 m≲ 0.06mB, which
implies Λ≳ 289. While this lower bound is much smaller
than for a NS, Λ can span many orders of magnitude as the
mass deviates from its maximum value: e.g., Λ ≈ 1.7 × 106

for m=mB ¼ 0.02. This is again related to the strong
dependence on the compactness m=R [see Eq. (10)], which
in this model is fitted by [70]

R=m ≈ 7.5þ 48.8

�
1 −

m
0.06mB

�
2

: ð13Þ

For m=mB ¼ 0.02, the compactness reads m=R ≈ 0.03
and, through Eq. (10), Λ is enhanced by a factor ≈900
compared to the maximum mass case, m ≈ 0.06mB.
Similar fits can be derived for so-called solitonic boson
stars with sextic terms in the potential [64], which support

FIG. 2. Effective deformability parameter for a NS binary with
three different EoS. We show results varying the chirp mass Mc
assuming equal mass binaries. The dashed black line indicates the
upper bound (at 3σ) obtained for an equal mass binary with
SNR ¼ 12 at LVK O4.

4One can estimate an analytical scaling of the tidal deform-
ability in the Newtonian regime. For a polytropic fluid
with pressure-density relation P ∝ ρ1þ1=n, the mass-radius
relation reads m ∝ R

3−n
1−n and the tidal Love number is constant

k2 ¼ Oð1Þ [32] Using Eq. (10), one finds Λ ∝ m−10=ð3−nÞ,
yielding Λ ∝ m−6.66 for a nonrelativistic degenerate gas
(n ¼ 3=2) [19], whereas Λ ∝ m−5 for n ¼ 1.

5Since mB is a free parameter of the model, boson stars can
naturally populate the SSM range, depending on the coupling
constants of the underlying theory.
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more compact configurations. Since the latter are less
deformable, the minimum Love number is also smaller.
In practice, an upper bound on Λ from a putative

subsolar GWevent would exclude several models of exotic
compact objects [3,37,63], and would identify the surviv-
ing ones as potential competitors to PBHs [2]. Taking the
above boson star case as an example, an upper bound on Λ
at the level of Λ≲ 300 would exclude boson stars with
quartic interactions (for any choice of the couplings), but
not solitonic models, while a less stringent constraint would
be sufficient to exclude the minimal model with no self
interactions.

C. Waveform model

We use the standard TaylorF2 waveform [71] augmented
with the 5PN and 6PN tidal terms in the phase [72].
Neglecting amplitude corrections, the TaylorF2 gravita-
tional waveform takes the form

h̃ðfÞ ¼ Af−7=6 exp ½iψðfÞ�; ð14Þ

where the signal amplitude is proportional to A ∝ M5=6
c =dL,

the chirp mass is Mc ¼ ðm1m2Þ3=5=ðm1 þm2Þ1=5, and dL
is the luminosity distance between the GW detector and the
binary.
The phase is expanded as a power series in the

parameter x ¼ ðπfMÞ2=3. A term proportional to xn

corresponds to the n-PN order of the approximation. In
the point-particle phase, we consider standard 3.5PN
circular contribution [73–76], while we also include spin
effects up to 4PN order (see Refs. [2,77] and references
therein for details, e.g., [78–85]) assuming spins aligned
with the orbital angular momentum.
We consider mergers on quasicircular orbits which, in

the BH case, are overall characterized by 11 parameters
(see, e.g., [86])

θ ¼ fm1; m2; dL; θ;ϕ; ι;ψ ; tc;Φc; χ1; χ2g; ð15Þ

where χ1;2 are the aligned spin magnitudes; θ ¼ π=2 − δ
and ϕ the sky position coordinates (with ϕ and δ being the
right ascension and declination, respectively); ι is the
inclination angle of the binary with respect to the line of
sight; ψ the polarization angle; tc the time of coalescence;
and Φc the phase at coalescence.
This set of parameters is extended when considering tidal

deformation effects and potential disruption. The 5PN and
6PN tidal corrections are added linearly to the point-
particle terms as

ψðxÞ ¼ ψppðxÞ þ δψ tidalðxÞ; ð16Þ

where the tidal contribution contains 5PN and 6PN
terms [72,87]

δψ tidal ¼
3

128ηx5=2

��
−
39

2
Λ̃
�
x5 þ

�
−
3115

64
Λ̃

þ 6595

364

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 4η

p
δΛ̃

�
x6
�
; ð17Þ

where

Λ̃ ¼ 8

13
½ð1þ 7η − 31η2ÞðΛ1 þ Λ2Þ

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 4η

p
ð1þ 9η − 11η2ÞðΛ1 − Λ2Þ� ð18Þ

δΛ̃¼ 1

2

� ffiffiffiffiffiffiffiffiffiffiffiffiffi
1− 4η

p �
1−

13272

1319
ηþ 8944

1319
η2
�
ðΛ1 þΛ2Þ

þ
�
1−

15910

1319
ηþ 32850

1319
η2 þ 3380

1319
η3
�
ðΛ1 −Λ2Þ

�
:

ð19Þ

We have also introduced η ¼ m1m2=ðm1 þm2Þ2, which
is the symmetric mass ratio, whereas Λ1, Λ2 are the
dimensionless tidal deformabilities of the binary compo-
nents [see Eq. (10)]. Once a relation ΛiðmiÞ is prescribed,
the above waveform is valid for any compact object,
including exotic ones like boson stars [37,70].
In addition to 5PN and 6PN order terms in the GW phase,

in the case of SSM BNS mergers, one expects tidal
disruption to take place well before the ISCO frequency,
as discussed in Sec. II A 2. Therefore, we assume the GW
amplitude is tapered as h̃ðfÞ ∝ T ðfÞ. To work with dimen-
sionless quantities, it is convenient to express the cutoff
frequency as a fraction of the ISCO, i.e., fcut ¼ λ̃ffISCO, in
such a way that λ̃f < 1 by construction. Also, we define the
adimensional slope parameter as fslope ¼ δλ̃ffISCO, to get

h̃ðfÞ ¼ Af−7=6
�

1þ e−λ̃f=δλ̃f

1þ eðf=fISCO−λ̃fÞ=δλ̃f

�
exp ½iψðfÞ�: ð20Þ

Therefore, in case one wants to test the presence of tidal
effects, the parameters to add to the list in Eq. (15) are

θT ¼ fΛ̃; δΛ̃; λ̃f; δλ̃fg; ð21Þ

and the waveform model will overall contain 15 parameters.
We stress that ours is a simplified model aimed at

capturing the salient features of tidal disruption in the
waveform. Improved waveform modeling SSM BNS,
based on numerical simulations, would be of utmost
importance to support strong claims on the nature of
eventual SSM detections.

III. RESULTS

In this section we will discuss the tests performed using
our models in various settings presented in Sec. III A. We

CAN WE IDENTIFY PRIMORDIAL BLACK HOLES? TIDAL … PHYS. REV. D 109, 124063 (2024)

124063-5



have performed parameter estimation through both a Fisher
information matrix analysis using GWFast [88,89] and a
more computationally demanding Bayesian inference using
the public software Bilby [90]. Both methods are standard
and reviewed in the Appendix.
We tested our Bayesian analysis by reproducing the

results of Ref. [6] using the same settings (i.e., neglecting
tidal effects and including spin precession) and after
an injection compatible with the sub-threshold event
SSM200308.
Then, in Sec. III B we consider a SSM200308-like event,

but this time including tidal effects in the analysis and
considering different detector sensitivities. We have com-
pared the results of the Fisher matrix with those of the
Bayesian inference, finding consistent results even for low
SNR. This justifies the use of the Fisher matrix results to
explore the full parameter space, as done in Sec. III C.

A. Tests and diagnostics

We forecast observational prospects to test the nature of
SSM detections by injecting different signals and consid-
ering two distinct scenarios, discussed below.

1. BNS case

We assume that the GW signal comes from a SSM BNS.
In this case, we inject the values of Λ̃ and δ̃Λ obtained from
the tabulated values of ΛiðmiÞ taking SLy4 EoS as
representative case (as previously discussed, in this regime
the EoS uncertainty is negligible). Furthermore, we will
inject the tapering coefficients λ̃f ¼ fRO=fISCO from
Eqs. (1) and (7), while we set δλ̃f ¼ λ̃f=6.
Assessing or ruling out the PBH nature of a SSM event is

conveniently done through a hierarchical procedure, see [2]
for details. First of all, for a given event, we should make
sure that the precision on either mass measurement is
sufficient to claim the event had at least one SSM object. At
3σ confidence level, we therefore require6

mi þ 3Δmi < M⊙; ð22Þ

for i ¼ 1 or i ¼ 2, where Δmi is the standard deviation on
the ith binary component mass.
Then, to exclude the PBH nature of a SSM binary, we

require the measured values of Λ̃ to be incompatible with
zero, and/or values of λf incompatible with unity. This
translates to

Λ̃ − 3ΔΛ̃ > 0; and=or ð23Þ

λ̃f þ 3Δλ̃f < 1 ð24Þ

again for a test at 3σ confidence level.

2. BPBH case

We assume the GW signal comes from a SSM PBH
binary. In this case, we inject a signal with no tidal
deformability effects (Λ̃ ¼ δΛ̃ ¼ 0), which lasts at least
until the ISCO frequency (λ̃f ¼ 1). In practice, for the SSM
binaries we are interested in, the ISCO frequency is too
high to be detectable by ground-based detectors, see
Eq. (1). Therefore, in this case we can directly ignore
the tapering parameters λ̃f and δλ̃f since the signal is
effectively independent of them.
Also in this case the condition (22) must hold to ensure

that at least one of the binary components is subsolar.
However, this scenario would only allow setting upper
bounds on the tidal deformability, potentially excluding
expected values for BNS [e.g., the prediction in Eq. (11) for
a given mass] or for more exotic models.

B. SSM200308-like events

Let us start by evaluating the performance of current and
future detectors when inferring the properties of signals
which are similar to subthreshold candidate events reported
by LVK [4]. To do so, we inject a system with similar
properties to the candidate event SSM200308 with
m1 ¼ 0.62M⊙, m2 ¼ 0.27M⊙. We also inject negligible
spins, because this hypothesis is compatible with theoretical
expectations for both the PBH case when formed in
radiation dominated universe [92,93]7 and the NS case.
We checked that our results do not qualitatively depend on
the value the injected spins. For simplicity, we neglect any
spin misalignment, even though Ref. [6] reported evidence
for spin precession in this particular event. We adopt the
strategy discussed in Sec. III A, assuming the event was
either a BNS (injecting Λ̃ ¼ 1.5 × 105, δΛ̃ ¼ 4.9 × 104,
and λ̃f ¼ 0.075), or a BPBH (injecting Λ̃ ¼ δΛ̃ ¼ 0 and
λ̃f ¼ 1). We consider a signal in the frequency band
f∈ ½10 Hz; fmax�, with fmax ¼ 2048 Hz for O3-O5 and
fmax ¼ 4096 Hz for ET/CE.
The results of a Fisher analysis are reported in Table I for

the two cases. The uncertainties on both masses computed
assuming O3 sensitivity are in very good agreement with
the parameter estimation performed in Ref. [6] within the
BPBH assumption, when accounting for the different range
of frequencies adopted in their analysis of the data.

6A similar criterion was proposed in Ref. [91] to define the
inference horizon redshift of next-generation detectors.

7It is possible to form PBHs in different scenarios, such as
from the assembly of matterlike objects (i.e., particles, Q-balls,
oscillons, etc.), domain walls and heavy quarks of a confining
gauge theory. This can lead to different predictions for the PBH
spin at formation [94–98]. For instance, during an early matter-
dominated phase PBH could develop initial large spins [94,99].
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Uncertainties are larger if one assumes a BNS signal, due to
its lower cutoff frequency and the smaller number of cycles
in the sensitive band.
The Fisher-matrix results are corroborated by a full-

fledged Bayesian analysis, which provides consistent 1σ
errors as those shown in Table I. An example is presented in
Fig. 3 for the BPBH injection. We show a subset of the
posterior distributions for O3, O4, O5, ETþ 2CE in the
four panels, respectively.
Interestingly, while the Bayesian analysis provides larger

errors on Λ̃ for O3 (SNR ≈ 8), showing the limitations of
the Fisher matrix estimates for low SNR signals, already
starting from O4 (SNR ≈ 13) both errors are in very good
agreement with each other. The Fisher-matrix errors on the
masses are overestimated for the relatively low SNRs in O3
and O4, but also in this case the agreement is very good at
larger SNR, as expected. Although not shown, we found
the same level of agreement also for the other waveform
parameters.
Let us now discuss these forecasts in more detail. First of

all we notice that, in the BNS case, measurements errors in
O3 are such that the primary mass does not satisfy the
condition in Eq. (22), whereas it marginally satisfies it in
O4, and both events are confidently measured as subsolar
only starting from O5. As discussed, errors are smaller in
the BPBH case and indeed m1 satisfies Eq. (22) already in
O3 [6]. The lighter object is always well within the SSM
range, even when we augment the waveform with tidal
effects (hence increasing the errors).
Then, we notice that in the BNS the errors on the tidal

deformability are relatively large and Eq. (23) is never
satisfied for LVK. Only third-generation detectors [100]
will allow to exclude Λ̃ ¼ 0 at least at 3σ level (at > 5σ
level, in fact). However, the cutoff frequency for tidal
disruption is measured more accurately. Indeed, the

condition in Eq. (24) is satisfied already by O4, which
actually reaches 4σ confidence level. This shows that even
current GW observations can confidently rule out the PBH
nature of a putative SSM200308-like event by measuring
tidal effects. Starting from O4, the same conclusion can be
reached at 5σ and higher confidence level.
As previously discussed, in the BPBH case our agnostic

test can at most put an upper bound on Λ̃, ruling out
competitive models that predict larger tidal deformability.
For example, Eq. (11) predicts that, to be compatible with
the BNS hypothesis, a SSM200308-like event should have
Λ̃ ≈ 1.5 × 105, which is several sigmas in tension with the
errors shown in the bottom rows of Table I already for O3.
Therefore, if a SSM200308 was a BPBH, we could
confidently exclude the competitive BNS hypothesis.
On the other hand, this might not be the case for more

exotic (and more compact) models. The example of boson
stars with quartic interactions shows that Λi ≳ 289 when
mi ≲ 0.06mB [70]. For equal-mass binaries, this implies
that Λ̃≳ 289 so, depending on the value of mB, it could be
small enough to stay within errors. Specifically, for
m1 ¼ m2 ¼ 0.62M⊙, solutions exist only for mB ≳
10.3M⊙ and one get Λ̃ > 3 × 104 when mB ≳ 15M⊙. In
other words, for SSM200308-like errors in O3, also
the quartic boson star binary would be excluded at
high significance level except for the small range
10.3≲mB=M⊙ ≲ 15, in which Λ̃ is sufficiently small.
Furthermore, in this specific model the constraints

becomes even more stringent in the unequal-mass case,
because even if the parameter mB is tuned to minimize
Λ1 ≈ 289, the lighter companion is necessarily less com-
pact and would have bigger Λ2, which dominates the values
of Λ̃. Using the masses estimated for SSM200308, it turns
out that Λ̃≳ 4 × 104, being thus excluded at 2σ already
in O3.
In other words, depending on the mass ratio the tidal

deformability parameter Λ̃ can be mostly accounted for by
the deformability of the lighter companion which, in a
specific model, is also the least compact (and hence more
deformable) one. This makes the upper bounds on Λ̃
derived for an unequal-mass binary more effective to rule
out specific models.

C. Exploring the SSM parameter space:
Generic forecasts

After having focused on a SSM200308-like event, we
now take a broader perspective and explore the entire SSM
parameter space of interest for ground-based detectors.
In Fig. 4, we report the relative precision achieved when

measuring both Λ̃ and λ̃f with future O4, O5, and ETþ 2CE
detectors in the SSM range. We scan the parameter space
where both masses are in the range ðm1; m2Þ∈ ½0.1; 1�. We
assume the binary is optimally oriented at a distance
corresponding to the threshold for detection with O4

TABLE I. Fisher parameter estimation uncertainties with cur-
rent and future GW experiments. We inject a system with similar
properties to the subthreshold event SSM200308 with m1 ¼
0.62M⊙ and m2 ¼ 0.27M⊙, assuming the object was either a
BNS (top rows) or a BPBH (bottom rows).

Network LVK O3 LVK O4 LVK O5 ETþ 2CE

BNS SSM200308 (Λ̃ ¼ 1.5 × 105; δΛ̃ ¼ 4.9 × 104; λ̃f ¼ 0.075)

SNR 7.90 12.8 22.4 398
Δm1=m1 0.47 0.22 0.082 0.0017
Δm2=m2 0.39 0.19 0.070 0.0015
ΔΛ̃=Λ̃ 0.86 0.66 0.55 0.047

Δλ̃f=λ̃f 0.38 0.24 0.13 0.015

BPBH SSM200308 (Λ̃ ¼ δΛ̃ ¼ 0; λ̃f ¼ 1)

SNR 8.76 14.6 24.8 430
Δm1=m1 0.21 0.14 0.053 6.4 × 10−3

Δm2=m2 0.18 0.12 0.046 5.5 × 10−3

ΔΛ̃ 1.9 × 104 1.3 × 104 7.8 × 103 7.7 × 102
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sensitivity.8 In order to explore the entire parameter space,
herewe only resort to a Fisher analysis, which proved to give
reliable results for the case study of the previous section. The

errors obtained would scale inversely with SNR for louder
signals.
We shade in green the region where the GW cutoff

frequency would be incompatible with fISCO at 3σ CL, see
Eq. (24). Furthermore, in the same panel, we also shade in
red the region where precision on either mass would not be
sufficient to claim the event had at least one of the objects in
the SSM range, i.e. when Eq. (22) is not satisfied. In the

FIG. 3. Posterior distribution of the source frame masses ðm1; m2Þ and the Λ̃ parameter for respectively O3 (top left), O4 (top right),
O5 (bottom left) and ETþ 2CE (bottom right). The levels of the 2D joint distributions indicate respectively the 68% and 95% credible
levels, while the dashed lines on the 1D distributions are the 1σ intervals with respect to the median. The orange lines represent the
injected values.

8Note that this implies that the luminosity distance varies
depending on the masses, and it decreases in the bottom leftmost
part of the diagrams. For example, when m1 ¼ m2 ¼ 0.1M⊙
we have only dL ≈ 50 Mpc for a binary at the detection
threshold in O4.
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same plot, we also report contour lines indicating the
relative uncertainty on Λ̃.
As we can see, during the O4 run one would be able to

confirm a SSM detection is consistent with being a BNS if
the secondary mass is m2 ≲ 0.3M⊙, for all mass ratios
considered. This information would mostly come from
the cut-off frequency of the waveform, while uncertainties
on Λ̃ would remain large. As already pointed out, this
happens because, due to the small Roche overflow
frequency characterizing light BNS, the inspiral would
be stopped much before fISCO, therefore suppressing the
information contained in phase evolution from high PN
orders. In the center and right panels of Fig. 4, we report
the same results for the future LVK and next-generation
experiments. As one can notice, large improvement on the
measurability of λ̃f will be achieved within O5, covering
most of the parameter space (and, in fact, in the top
rightmost part of the parameter space the limiting factor
becomes the accurate measurement of subsolar masses).
However, even in this case the limited precision on Λ̃
would still not allow to measure nonzero values (at 3σ CL)
for m1 ≳ 0.4M⊙. Finally, exquisite precision will be
reached with a network of detectors which includes ET
and two CE observatories. We chose this configuration as
the most optimistic scenario, but actually even a single
third-generation detector would dramatically improve the
statistical significance of the proposed tests.
In Fig. 5, we analyse the opposite case in which the

injected signal is sourced by a PBH binary. In this case, one
can only set upper bounds on the tidal deformability
parameters, being the 5PN term the most stringent one.

We see that, for subsolar masses mi ∈ ½0.1; 1�M⊙, upper
bounds on the effective tidal deformability would fall in the
range Λ̃≲ 10ð−5÷−4Þ, with a nearly linear scaling with
1=m1, for threshold events with SNR ¼ 12 in O4. This
ballpark constraint would already be enough to rule out
with large significance the tidal deformability expected for
SSM BNS, see Eq. (11). Indeed, the region below the blue
dotted curve in the top panels of Fig. 5 is where the BNS
hypothesis can be ruled out at more than 3σ confidence
level. As evident, starting from O5 this region covers
basically the entire parameter space.
On the flip side, within this agnostic test it would be

harder to exclude more exotic models with smaller tidal
deformability that would not be in tension with the upper
bounds on Λ̃. In this case, a detailed model selection
between the PBH hypothesis and a given exotic compact
object hypothesis would be necessary and should be
performed on a case-by-case basis. In the bottom panels
of Fig. 5 we perform this analysis for the aforementioned
model of boson stars with large quartic interactions, in
which case the bounds on Λ̃ can be translated into bounds
on the sole model parameter, mB. The contour lines
indicate values of mB which would provide a Λ̃ [see
Eq. (12)] incompatible with future upper bounds.
Furthermore, in this model boson stars exist only when
mi < 0.06mB, providing a lower bound on mB in the
ðm1; m2Þ plane. This is shown in the bottom panels of
Fig. 5 by the blue diagonal curve, below which the upper
bound on mB would be lower than the lower bound
required by existence of the solution. In other words,
below the blue diagonal curve the model can be completely
ruled out.

FIG. 4. We show in green the parameter space where λ̃f is constrained to be smaller than 1 at 3σ CL, assuming the injected signal is a
BNS. Below the red shaded region, at least one of the binary components is constrained to be subsolar with 3σ confidence. The black
lines indicate contour levels for relative precision on Λ̃. In the left, center, and right panels, we consider O4, O5, and ETþ 2CE detector
configurations. To facilitate comparison between detectors, we placed the optimally oriented binary at a distance such that SNR ¼ 12
with O4 sensitivity in all panels. In the right panel, almost in all parameter space, one can confidently observe at least one SSM
component, due to the large precision precision achieved by next-generation detectors. The blue star indicates the best fit masses for a
SSM200308-like event.
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Note that, in this specific models, the bounds on mB do
not improve dramatically for future detectors, since mB

depends logarithmically on Λ̃, see Eq. (12).

IV. DISCUSSION AND CONCLUSIONS

Overall, our conclusions are quite positive. Subsolar
candidate events which were on the verge of detectability
in LVK O3 run could be detectable starting from O4. Even
more importantly, our results show that not only for such
events can the masses be measured sufficiently well to
confirm the detection of a subsolar object, but also the
tidal effects can be measured with sufficient accuracy, at
least to conclusively confront the PBH hypothesis against
the subsolar NS one, or even against more exotic
hypotheses.
There are various ways in which a given event can be in

tension with either the PBH or the NS hypothesis. Let us
list some examples: (i) a subsolar event with a robust
measurement of nonzero tidal deformability cannot be a

PBH binary, unless one invokes strong beyond-Standard
Model environmental effects such as bosonic condensates9

around PBHs [49,101]; (ii) if large spins are detected this
would be in tension at least with the PBH formation
scenario [92,93] in which PBHs are created from the
collapse of large overdensities in the radiation dominated
early universe. Note also that accretion in the early universe
should be negligible in this mass range [105,106], thus

FIG. 5. Same as Fig. 4 but injecting a PBH binary. Top panels: the black contour lines show the (log10) upper bound on the effective
tidal deformability 5PN term, Λ̃, at 3σ CL. Below the dashed diagonal blue lines the tidal deformability for BNS (assuming SLy4 Eos)
would be ruled out at more than 3σ CL. Bottom panels: the contour lines indicate values ofmB=M⊙ above which the tidal deformability
would be incompatible with future upper bounds (at 3σ CL). We assume a boson star model with quartic potential where mB ¼ ffiffiffi

λ
p

=μ2

and the compact object tidal deformability is given in Eq. (12). Below the blue diagonal line, the condition on the maximum boson-star
mass cannot be satisfied while simultaneously providing a compact enough solution compatible with the upper bounds shown in the
contour plot. Therefore, in this region the boson-star model can be entirely ruled out.

9Reference [101] shows that bosonic condensates around BHs
are compact and dense enough to provide a significant tidal
contribution to the GW signal before being tidally destroyed. On
the other hand, ordinary dark-matter haloes, even when account-
ing for steep density profiles due to accretion onto the BH, are too
dilute and are destroyed much before their tidal deformability can
significantly contribute to the GW phase [102]. Indeed, for a
dark-matter density ρDM ∼ r−9=4 [103,104], one can estimate the
Roche radius as rRO ∼ ½3m=ð4πρDMÞ�1=3, where m is the
companion mass. Equating this to the binary semi-major axis
gives an estimate of the Roche frequency, fRO ∼ 10−14 Hz, well
below any detector bandwidth.
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not being able to spin up PBHs after formation; and (iii) in
case a nonzero tidal deformability is also detected, large
spins would also be in tension with the NS hypothesis,
since the spin of a NS is expected to be at most moderate
and typically negligible. The subsolar range is particularly
interesting in this context because the interpretation would
not be contaminated by possible hierarchical mergers
[107], so the binary spins are likely the natal ones.
On the other hand, even just an upper bound on the tidal

deformability which is compatible with zero would support
the PBH hypothesis and, as our results show, can easily be
in tension with the subsolar NS one. Should this be the case
in future events, one would need to invoke either more
exotic models of compact objects (also possibly of primor-
dial origin) with smaller tidal deformability, or subsolar
BHs of nonprimordial origin, for example formed from
WD or NS transmutation triggered by asymmetric or
nonannihilating dark matter accretion [108–113]. Assessing
which hypothesis is then favored by the data would
become imperative and would most likely require a
(model-dependent) Bayesian selection. In any case, an
event of this kind would be a smoking gun for new physics,
demanding a thorough and highly accurate scrutiny.
We conclude by discussing a few caveats that should be

addressed in the future to extend our analysis.
Our results are based on the analytical TaylorF2 wave-

form approximation, possibly augmented with the inclusion
of tidal terms and a tapering function suppressing the signal
beyond the Roche overflow frequency. While this imple-
mentation of tidal effects is clearly simplistic, it should
capture the salient features of complicated tidal disruption
effects in the waveform while allowing us to devise a test
that seeks to be as agnostic as possible.
Waveforms calibrated using numerical relativity simu-

lations for SSM BNSs are not available at the time of
writing, and this limitation is even more sever for simu-
lations involving exotic compact objects. Our results under-
score the importance of such simulations to improve
waveform models in a seldom explored parameter space.
Recently, Ref. [114] performed a numerical simulation of a
NS-SSMBH system with masses 1.4M⊙ and 0.5M⊙,
respectively, and assuming the SLy EoS. The initial fre-
quency of the simulation is set to be Mω0

22 ¼ 0.037, which
corresponds to f ¼ 3.9 kHz and is therefore outside the
sensitive bandwidth of current detectors. They found that
extrapolating standard predictions for BH-NS binary mod-
els is not reliable in the final phase of the inspiral, close to
NS disruption. This affects predictions for the postmerger
phase, the associated properties of the ejecta, and remnant
properties of the kilonova.
In this work, we only focused on deviations from the

point-particle waveform much before the merger, where the
PN approximation on which TaylorF2 is entirely based
should be valid. However, the very effect of tidal disruption
underscores a departure from the point-particle description

of the binary component, making an accurate modeling
much more involved. Nevertheless, if properly modeled,
any more radical deviation from the TaylorF2 prediction
would probably help in ruling out the NS nature of the
binary. Therefore, we expect our results to be conservative.
On the other hand, it is important to keep in mind that a
potential mismatch with the waveform adopted in the data
analysis would reduce search sensitivity (see, e.g., [46]).
Overall, our results strongly suggest that future obser-

vations will be able to distinguish between subsolar PBHs
and NSs, but accurate model selection (e.g., by computing
Bayes factors between two competitive hypotheses)
requires a more precise waveform modeling if one wishes
to support strong claims on the nature of putative SSM
detections. Future work should also focus on applying our
augmented waveform model in actual searches. By con-
struction we assume zero-noise realizations of the detector
sensitivities. The evidence in favor or against the detection
of tidal effects may be sensitive to noise realization and may
affect borderline individual detections.
Finally, one could also consider stacking [87,115,116]

multiple subsolar events to include more information. As
the tidal deformability of NSs significantly depends on the
mass, one could forecast this procedure only by assuming a
mass distribution for the subsolar mergers. In the case of
equally informative and independent observations, we
expect the uncertainty on tidal deformability to scale
roughly as 1=

ffiffiffiffiffiffiffiffi
Ndet

p
. Of course, the advantage of this

technique will mostly depend on the putative number Ndet
of detected subsolar events, and the improvement might be
relevant only for next-generation detectors.

Note added. After this work appeared on the arXiv, we
became aware of an upcoming paper, performing a similar
but independent analysis [117]. Reference [117] uses the
NRTidalv3 waveform and quantifies the distinguishability
of different hypotheses with O4 sensitivity (including
mixed BH-NS binaries) by computing the odd ratios.
Despite the two analyses being different in some points,
they reach the same results about the measurability of tidal
effects in subsolar binaries. This strengthens their con-
clusion that SSM BHs and NSs can be distinguished in
future events with SNR≳ 12.
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APPENDIX: PARAMETER ESTIMATION
METHODS

In this appendix we review the standard parameter
estimation methods adopted in the main text.

1. Bayesian inference

Once a GW signal is detected, statistical approaches are
used to extract information about the physical parameters
of the source. This step of GW data analysis is performed
within Bayesian inference [118–120].
In the GW data analysis framework, we are interested in

estimating the posterior distribution pðθ⃗jsÞ of a set of
parameters θ⃗, conditioned by the detection of a total signal

sðtÞ ¼ hðt; θ⃗Þ þ nðtÞ ðA1Þ

where hðt; θ⃗Þ is the GW signal, and nðtÞ is the stationary
noise component due to the interferometer(s). The pos-
terior distribution for the hyperparameters θ⃗ can be
approximated by

pðθ⃗jsÞ ∝ πðθ⃗Þe−1
2
ðhðθ⃗Þ−sjhðθ⃗Þ−sÞ ðA2Þ

in terms of the prior distribution πðθ⃗Þ. The inner product is
defined as

ðgjhÞ ¼ 2

Z
fmax

fmin

df
h̃ðfÞg̃�ðfÞ þ h̃�ðfÞg̃ðfÞ

SnðfÞ
; ðA3Þ

in terms of the Fourier-transformed quantities and the
detector noise power spectral density, SnðfÞ. The fre-
quency band ½fmin; fmax� of interest depends on the
specific detector. The SNR is given by SNR ¼ ffiffiffiffiffiffiffiffiffiffiffiðhjhÞp

.
The Bayes theorem states then that

pðθ⃗jsÞ ¼ Lðsjθ⃗Þπðθ⃗Þ
ZðsÞ ðA4Þ

where:
(i) Lðsjθ⃗Þ is the probability of having a signal s given

the (source) parameters θ⃗, and is known as the
likelihood function; the choice of the likelihood is
linked to the noise model that we adopt, for instance,
a Gaussian one (see, e.g., [86]);

(ii) πðθ⃗Þ indicates the prior probability distribution
of having the set of parameters θ⃗; it represents
our knowledge about θ⃗ before we make the
measurement; and

(iii) ZðsÞ is the evidence, or marginal likelihood, that is,

ZðsÞ ¼
Z

Lðsjθ⃗Þπðθ⃗Þdθ1dθ2…dθn ðA5Þ

where the integral is intended over the full
n-dimensional parameter space.

Computationally, we have carried out Bayesian inference on
GW synthetic data with the public software Bilby [90]. To
evaluate the posterior distributions, we used the DYNESTY

nested sampling [121]. Moreover, to speed-up the simula-
tions, we implemented the relative binning technique, which
well evaluates the likelihood at lower frequencies by expand-
ing it over some fiducial parameters [122,123]. To have an
agnostic analysis as much as possible, we implemented large
uniform priors on all the sampled parameters.10

2. Fisher information matrix

The Fisher information matrix is a basic tool often used to
assess the parameter estimation capabilities of GW detectors
(see, e.g., Refs. [37,124–129] and Refs. [130,131] high-
lighting the limitations of this approach).
In accordance with the maximum-likelihood estimator

principle, we approximate the central values of the hyper-
parameters at the point θ⃗≡ θ⃗p where the likelihood reaches
its peak. In the limit of large SNR, one can perform a Taylor
expansion of Eq. (A2) and get

pðθ⃗jsÞ ∝ πðθ⃗Þe−1
2
ΓabΔθaΔθb ; ðA6Þ

where Δθ⃗ ¼ θ⃗p − θ⃗ and

Γab ¼
�
∂h
∂θa

���� ∂h
∂θb

�
θ⃗¼θ⃗p

ðA7Þ

is the Fisher-information matrix. The errors on the hyper-
parameters are, therefore, given by σa ¼

ffiffiffiffiffiffiffi
Σaa

p
, where

Σab ¼ ðΓ−1Þab is the covariance matrix.
Using the waveforms and parameters discussed in the

main text, we have computed the Fisher matrix using the
public code GWFast [88,89]. We include broad Gaussian
priors on the parameters ϕc ∈ ½−π; π� and χ1;2 ∈ ½−1; 1�,
corresponding to

δϕc ¼ π; δχ1;2 ¼ 1; ðA8Þ

by adding to the diagonal elements of our Fisher matrix
terms of the form Γprior

aa ¼ Γaa þ 1=ðδθaÞ2.

10The only parameter which we required to have a narrow prior
is the chirp mass, in which we chose a width prior of 5%, to
improve convergence. This does not affect our results as the chirp
mass is the best measured parameter, with much narrower
uncertainties than the prior width adopted. Furthermore, we
set the spin prior to be uniform in the range ½−0.99; 0.99�.
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