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Abstract

Proton-proton interactions resulting in final states with two photons and two tau lep-
tons are studied in a search for the production of two scalar bosons. The search con-
siders both nonresonant production of a Higgs boson pair, HH, and resonant produc-
tion via a new boson X which decays either to HH or to H and a new scalar Y. The
analysis uses 138 fb−1 of data collected at a center-of-mass energy of 13 TeV with the
CMS detector at the LHC from 2016 to 2018. An observed (expected) upper limit at
the 95% confidence level (CL) on the HH production cross section is found to be 930
(740) fb, corresponding to 33 (26) times the standard model prediction. The observed
(expected) constraint on the Higgs boson self-coupling is −13 (−11) < κλ < 18 (16)
at the 95% CL. Observed (expected) upper limits at the 95% CL for the X → HH
cross section are found to be within 140 to 2200 (200 to 1700) fb depending on mX.
In the X → YH scenario, the most significant excess is found for mX = 525 GeV and
mY = 115 GeV in the Y→ γγ decay channel and has a local (global) significance of 3.4
(0.1) standard deviations. In the Y → ττ decay channel, an excess at mX = 320 GeV
and mY = 60 GeV is found with a local (global) significance of 2.6 (2.2) standard
deviations.
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1 Introduction
The Higgs boson (H) holds a unique position in the standard model of particle physics (SM)
as the only fundamental scalar (spin-0) boson. Since its discovery in 2012 at the CERN LHC
by the ATLAS and CMS Collaborations [1–3], there has been an extensive research program to
characterize its properties. So far, the properties have been measured to be consistent with SM
predictions. Nevertheless, the measurements of several Higgs boson properties are extremely
challenging at the LHC, leading to relatively weak constraints. One of the least constrained of
these properties is the strength of the Higgs trilinear self-interaction, λHHH . Within the SM,
the value of λHHH and subsequently the structure of the Higgs field potential are completely
determined, given the Higgs boson mass, MH , and the vacuum expectation value of the Higgs
potential. Measurements of λHHH thus provide a unique consistency test of the SM, whilst
offering valuable information concerning the shape of the scalar potential.

At the LHC, λHHH is directly constrained through measurements of Higgs boson pair produc-
tion (HH). The primary production mechanism is via gluon-gluon fusion (ggF), with repre-
sentative leading order (LO) diagrams shown in Fig. 1 (top row). The destructive interference
between diagrams leads to a small SM cross section at

√
s = 13 TeV of 31.1+2.1

−7.2 fb, calculated
for MH = 125 GeV at next-to-next-to-leading order (NNLO) with resummation at next-to-next-
to-leading-logarithm accuracy and scale and top quark mass effects at next-to-leading order
(NLO) [4–11]. This value is three orders of magnitude smaller than the single H production
cross section, explaining why HH production is yet to be observed experimentally. The ul-
timate sensitivity is achieved via the statistical combination of final states, where CMS and
ATLAS have recently reported upper limits on the HH cross section of 3.4 and 2.4 times the SM
prediction respectively at the 95% confidence level (CL) [12, 13].

The cross section and kinematical distributions of HH production can be significantly affected
in many theories of physics beyond-the-SM (BSM). The lack of discovery of BSM particles at
the LHC may suggest that these particles if they exist, have masses large enough to avoid direct
production at current LHC energies. This motivates the use of an effective field theory (EFT)
framework to parametrize the contributions of new physics in terms of higher-dimensional op-
erators, suppressed by a large mass scale Λ. In this analysis, BSM contributions to nonresonant
ggF HH production are parametrized through an effective Lagrangian that extends that of the
SM with dimension-6 operators [14, 15]. This effective Lagrangian parametrizes BSM effects
in terms of five couplings involving the Higgs boson. Two are present in the SM and are ex-
pressed as ratios to their SM values: the trilinear self-coupling (κλ = λHHH/λSM

HHH) and the
top quark Yukawa coupling (κt = yt/ySM

t ), while three are contact interactions not present in
the SM: between two Higgs bosons and two gluons (c2g), between one Higgs boson and two
gluons (cg) and between two Higgs bosons and two top quarks (c2). Diagrams involving each
of these five couplings are shown in Fig. 1 (bottom row).

Moreover, many BSM theories predict the existence of additional scalar particles whose pro-
duction can lead to the same final states studied in HH production. For example, the “Randall-
Sundrum” (RS) bulk model introduces compactified extra dimensions in which particles may
propagate, in turn providing an explanation for the weakness of the gravitational force and a
solution to the SM hierarchy problem [16–18]. The model predicts the existence of a spin-0 reso-
nance referred to as the Radion, and a spin-2 first Kaluza-Klein excitation of the Graviton. Both
resonances can decay to HH with a sizeable branching fraction, thus motivating the search for
the resonant production of a Higgs boson pair.

Other examples of BSM theories are supersymmetric theories (SUSY), which extend upon the
SM by introducing a fermionic (bosonic) partner for each boson (fermion) in the SM. One such
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Figure 1: Leading order Feynman diagrams of the nonresonant HH production via ggF. The
two diagrams in the upper row correspond to SM processes, involving the top Yukawa cou-
pling yt and the trilinear Higgs boson self-coupling λHHH . The diagrams in the lower row
correspond to BSM processes involving contact interactions introduced in the effective field
theory, namely c2, c2g and cg .

Figure 2: Feynman diagram of the resonant production of a pair of SM Higgs bosons (X → HH)
or a SM Higgs boson and a new scalar particle (X → YH).

theory, known as the next-to-minimal supersymmetric SM (NMSSM) [19], introduces an addi-
tional complex Higgs doublet and a complex singlet field. This scenario amounts to five neu-
tral Higgs bosons, one of which can be associated with the 125 GeV Higgs boson, H. Within the
NMSSM, the heavier Higgs bosons X may decay to lighter Higgs bosons (H or Y), inspiring the
search for the X → YH process at the LHC. A Feynman diagram for the resonant production
of two scalar bosons is shown in Fig. 2.

Recent results from the CMS experiment using data collected between 2016 and 2018 have
yielded excesses in specific final states. An excess with a local (global) significance of 3.8 (2.8)
standard deviations was observed in the X → Y(bb)H(γγ) channel at mX = 650 GeV and
mY = 90 GeV [20]. A search for a heavy Higgs boson decaying to a W boson pair reported an
excess around 650 GeV, with a local (global) significance of 3.8 (2.6) standard deviations [21].
The search for a scalar particle decaying to a tau lepton pair yielded excesses at around 100 GeV
and 1.2 TeV with local (global) significances of 3.1 (2.7) and 2.8 (2.2) standard deviations respec-
tively [22]. In addition, a search for a light Higgs boson decaying to a photon pair observed an
excess with a local (global) significance of 2.9 (1.3) standard deviations at 95 GeV [23]. All in all,
the compatibility in mass across channels further motivates searching for new scalar particles
in different final states, particularly those involving photons and tau leptons where excesses
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have been observed.

This note presents a number of searches for the production of two scalar bosons in the γγττ
final state using proton-proton (pp) collision data collected by the CMS experiment between
2016 and 2018 at

√
s = 13 TeV, corresponding to an integrated luminosity of 138 fb−1. Despite

the small SM HH → γγττ branching fraction, the diphoton pair offers a clean experimental
signature to trigger on with a good mass resolution, whilst the additional tau leptons in the
event help further isolate signal from background. In total, there are five search channels.

1. Nonresonant HH production via ggF.

2. Resonant HH production via a spin-0 particle, X(0) → HH.

3. Resonant HH production via a spin-2 particle, X(2) → HH.

4. Resonant X → YH production, in which Y decays to a tau lepton pair, X → Y(ττ)H(γγ).

5. Resonant X → YH production, in which Y decays to a photon pair, X → Y(γγ)H(ττ).

In addition to a search for HH production, the nonresonant channel is used to place direct con-
straints on κλ, under the assumption that all other couplings of the Higgs boson have values as
predicted by the SM. This channel is also used to constrain EFT parameters by placing limits
on the cross section of ggF HH production for thirteen non-SM benchmark scenarios involv-
ing the five couplings: κλ, κt , c2g , cg and c2. The benchmark scenarios are those proposed in
Refs. [24, 25].

In the resonant search channels, no assumptions are made regarding the specific BSM theory
to which new particles X and Y belong other than that they have a narrow width, are spin-0
except for X(2) which is spin-2, and that Y can decay to two photons or two tau leptons. The
X(0) → HH and X(2) → HH channels consider the mass of X to be in the range, 260 ≤ mX ≤
1000 GeV. The X → Y(ττ)H(γγ) channel considers 300 ≤ mX ≤ 1000 GeV and 50 ≤ mY ≤
800 GeV, whilst the X → Y(γγ)H(ττ) channel considers the same mX range, with a slightly
reduced range in mY of 70 ≤ mY ≤ 800 GeV which is imposed by a triggering requirement of
mγγ > 65 GeV. In the X → YH channels, Y is the lighter scalar particle so mX is required to be
greater than mY + MH .

In this analysis, results are extracted by performing fits to the diphoton invariant mass distri-
bution, mγγ , in event categories designed to be enriched in signal events from one of the five
search channels. The first four search channels amount to fitting a peak at MH since the dipho-
ton system is produced via the decay of a SM Higgs boson, H → γγ. In the X → Y(γγ)H(ττ)
search, the strategy is different as the peak formed by Y → γγ events must be fit over the wide
range of considered mY values. To account for variations in the trigger efficiencies and event
kinematics for different mass regimes, the X → Y(γγ)H(ττ) channel is effectively split into
two channels.

1. Low-mass X → Y(γγ)H(ττ) search considers mY in the range 70 ≤ mY ≤ 125 GeV.

2. High-mass X → Y(γγ)H(ττ) search considers mY in the range 125 ≤ mY ≤ 800 GeV.

This note is organized as follows: Section 2 gives a description of the CMS detector. Following
this, an overview of the analysis strategy is provided in Section 3, and the data and simula-
tions used are detailed in Section 4. The event reconstruction and selection are described in
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Section 5, followed by Sections 6 and 7 which explain the event categorization procedure for
the nonresonant search channel and the resonant search channels, respectively. The signal and
background modeling is described in Section 8, and the treatment of systematic uncertainties
is detailed in Section 9. Finally, the results for each search channel are presented in Section 10,
and a summary of the whole analysis is provided in Section 11.

2 The CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintilla-
tor hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward
calorimeters extend the pseudorapidity coverage provided by the barrel and endcap detectors.
Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke out-
side the solenoid. A more detailed description of the CMS detector, together with a definition
of the coordinate system used and the relevant kinematical variables, can be found in Ref. [26].

Events of interest are selected using a two-tiered trigger system. The first level (L1), composed
of custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz within a fixed latency of 4 µs [27]. The second level,
known as the high-level trigger (HLT), consists of a farm of processors running a version of the
full event reconstruction software optimized for fast processing, and reduces the event rate to
around 1 kHz before data storage [28].

A particle-flow (PF) algorithm [29] aims to reconstruct and identify each individual particle
in an event, with an optimized combination of information from the various elements of the
CMS detector. Photons and electrons are reconstructed, at least in part, from energy deposits
in the ECAL. Reconstruction begins with a clustering algorithm that groups ECAL crystals
with energies exceeding a given threshold. Then, clusters within a certain geometric area are
merged into “superclusters” to include photon conversions and bremsstrahlung losses. Photon
candidates are identified by clusters in the ECAL not linked to any charged particle trajectories
seeded in the pixel detector. The energy of the photon is then estimated by summing the energy
of each crystal in the supercluster, calibrated and corrected for response variations in time.
An electron is identified by an ECAL cluster that is linked to a charged particle trajectory,
and its energy is estimated from a combination of the energy of the ECAL supercluster, and
the momentum of the electron at the primary interaction vertex as determined by the tracker.
Further detail about these reconstruction algorithms can be found in Ref. [30].

The energy scale and resolution of photons and electrons are corrected in two stages. First, a
multivariate regression technique based on simulation alone is employed to account for energy
not being entirely deposited inside operational ECAL crystals. Then, a further set of corrections
is derived using Z → ee events such that simulation matches data. Both of these procedures
are described in Ref. [30].

The energy of muons is obtained from the curvature of the corresponding track. The energy of
charged hadrons is determined from a combination of their momentum measured in the tracker
and the matching ECAL and HCAL energy deposits, corrected for the response function of the
calorimeters to hadronic showers. Finally, the energy of neutral hadrons is obtained from the
corresponding corrected ECAL and HCAL energies.

In the barrel section of the ECAL, an energy resolution of about 1% is achieved for uncon-
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verted or late-converting photons in the tens of GeV energy range. The energy resolution of the
remaining barrel photons is about 1.3% up to |η| = 1, changing to about 2.5% at |η| = 1.4. In
the endcaps, the energy resolution is about 2.5% for unconverted or late-converting photons,
and between 3 and 4% for the other ones [31]. The diphoton mass resolution, as measured in
H → γγ decays, is typically in the 1–2% range, depending on the measurement of the photon
energies in the ECAL and the topology of the photons in the event [32].

The electron momentum is estimated by combining the energy measurement in the ECAL with
the momentum measurement in the tracker. The momentum resolution for electrons with pT ≈
45 GeV from Z → ee decays ranges from 1.6 to 5%. It is generally better in the barrel region
than in the endcaps, and also depends on the bremsstrahlung energy emitted by the electron
as it traverses the material in front of the ECAL [30, 33].

Muons are measured in the pseudorapidity range |η| < 2.4, with detection planes made using
three technologies: drift tubes, cathode strip chambers, and resistive plate chambers. The single
muon trigger efficiency exceeds 90% over the full η range, and the efficiency to reconstruct and
identify muons is greater than 96%. Matching muons to tracks measured in the silicon tracker
results in a relative transverse momentum resolution, for muons with pT up to 100 GeV, of 1%
in the barrel and 3% in the endcaps. The pT resolution in the barrel is better than 7% for muons
with pT up to 1 TeV [34].

For each event, hadronic jets are clustered from these reconstructed particles using the infrared
and collinear safe anti-kT algorithm [35, 36] with a distance parameter of 0.4. Jet momentum is
determined as the vectorial sum of all particle momenta in the jet, and is found from simulation
to be, on average, within 5 to 10% of the true momentum over the whole pT spectrum and detec-
tor acceptance. Additional proton-proton interactions within the same or nearby bunch cross-
ings (pileup) can contribute additional tracks and calorimetric energy depositions, increasing
the apparent jet momentum. To mitigate this effect, tracks identified to be originating from
pileup vertices are discarded and an offset correction is applied to correct for remaining con-
tributions [37]. Jet energy corrections are derived from simulation studies so that the average
measured energy of jets becomes identical to that of particle level jets. In situ measurements of
the momentum balance in dijet, photon+ jet, Z + jet, and multijet events are used to determine
any residual differences between the jet energy scale in data and in simulation, and appropri-
ate corrections are made [38]. Additional selection criteria are applied to each jet to remove jets
potentially dominated by instrumental effects or reconstruction failures [37].

Hadronic τ decays (τh) are reconstructed from jets, using the hadrons-plus-strips algorithm [39],
which combines 1 or 3 tracks with energy deposits in the calorimeters, to identify the tau decay
modes. Neutral pions are reconstructed as strips with dynamic size in η-φ from reconstructed
electrons and photons, where the strip size varies as a function of the pT of the electron or
photon candidate. A correction to the τh energy scale in simulation is derived by comparing
simulation and data in Z/γ∗ events [39].

To distinguish genuine τh decays from jets originating from the hadronization of quarks or
gluons, and from electrons, or muons, the DEEPTAU algorithm is used [40]. Information from
all individual reconstructed particles near the τh axis is combined with properties of the τh
candidate and the event. The algorithm provides three discriminants, De , Dµ , and Djet which
are designed to distinguish τh candidates from electrons, muons, and jets respectively. The
efficiency for identifying a genuine τh using these discriminants is measured in data with Z →
ee events for taus with pT < 140 GeV and W∗ → τντ events for pT > 140 GeV. Corrections are
applied to simulated events such that the efficiencies measured with simulation match those
measured with data.
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The rate of a jet to be misidentified as τh by the DEEPTAU algorithm depends on the pT and
quark flavor of the jet. In simulated events from W boson production in association with jets, it
has been estimated to be 0.43% for a genuine τh identification efficiency of 70%. The misiden-
tification rate for electrons (muons) is 2.60 (0.03)% for a genuine τh identification efficiency of
80 (>99)%.

The missing transverse momentum vector ~p miss
T is computed as the negative vector sum of

the transverse momenta of all the PF candidates in an event, and its magnitude is denoted as
pmiss

T [41]. The ~p miss
T is modified to account for corrections to the energy scale of the recon-

structed jets in the event.

3 Analysis strategy
Proton-proton collision events deemed compatible with the γγττ final state are selected start-
ing from a diphoton high-level trigger with asymmetric photon pT thresholds of 30 and 18 GeV.
For all except the low-mass X → Y(γγ)H(ττ) search channel, the subleading photon threshold
is increased to 22 GeV for 2017 and 2018. The triggers also apply loose isolation requirements.
Offline, the photon candidates are required to pass a loose selection on kinematical variables,
with different thresholds for the low-mass X → Y(γγ)H(ττ), and a photon identification
criterion. The diphoton mass, mγγ , is required to be greater than 65 GeV for the low-mass
X → Y(γγ)H(ττ) search, and greater than 100 GeV for all other channels. In addition, events
must contain at least one reconstructed tau lepton candidate to enter the analysis.

In each search channel, a separate machine learning (ML) classifier is used to further isolate
events with signal-like characteristics from background. The classifiers are trained indepen-
dently in each channel using Monte Carlo (MC) simulation of signal and background events.
For the nonresonant search channel, a Boosted Decision Tree (BDT) discriminant is applied
which uses input features related to the kinematical properties of the event constituents. Se-
quential boundaries are placed on the BDT output to define event categories of different signal
purity, where the boundary positions are chosen to maximize signal sensitivity. Further details
are provided in Section 6.

In the resonant channels, we search for signal events produced over a wide range of resonance
mass hypotheses. As the kinematical properties of the signal events vary dramatically over
the considered mass range, it would be sub-optimal to train a single classification algorithm
using all mass points to identify signal from background. However, it would not be feasible
to train a separate classification algorithm at each mass point due to the large number of mass
points considered. A Parametric Neural Network (pNN) [42] is thus developed which has ad-
ditional training features, mX (and mY for the X → YH searches), that are treated as conditional
parameters. The pNN is trained with signal simulation from multiple mass hypotheses simul-
taneously, allowing it to implicitly learn how the kinematical distributions evolve with mX (and
mY) and thereby change the way it discriminates between signal and background based upon
the resonance mass. In this approach, only one pNN is needed for each of the resonant search
channels. Furthermore, provided that enough mass hypotheses are used in training, the pNN
can be used to place a sensitive upper limit for any mass hypothesis within the considered
range, regardless of whether it was seen in training.

To place an upper limit, a set of analysis categories is defined by placing boundaries on the
pNN output, where the pNN is evaluated at the values of mX (and mY) that correspond to the
mass hypothesis being considered. The boundary positions are chosen to provide good signal
sensitivity whilst maintaining a sufficient background yield to be able to fit the background
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model successfully. For every mass hypothesis considered, a new set of categories with new
boundaries is defined using the pNN output for that particular hypothesis. Since only a finite
number of upper limits can be calculated, a set of mass hypotheses must be chosen.

The granularity in mX (and mY) that defines the set of chosen mass hypotheses is motivated by
the experimental resolution of mX (and mY). We consider setting upper limits on hypotheses
within the mass range using categories defined for the closest matching hypotheses in the set.
The granularity is set such that the expected upper limit for any hypothesis within the mass
range is no different than 10% of the limit one would attain by creating a new set of categories
where the pNN was evaluated at that specific mass hypothesis.

In each search channel, maximum likelihood fits are performed to the mγγ distributions of
the corresponding event categories. A likelihood function is defined for each analysis category
using an extended probability density function (pdf), where the signal and background compo-
nents of the model are defined as analytic functions of mγγ . The smoothly falling background
(continuum) is modelled directly from data. The signal and the single H production, which
acts as a resonant background, are modelled from simulation. In the X → Y(γγ)H(ττ) search,
there is an additional background from Drell-Yan (DY) where two electrons from a Z decay are
misidentified as photons. This background is modelled from data using an ABCD method [43].
The fits are used to extract 95% CL upper limits on the relevant production cross sections.

4 Data and simulated samples
This analysis uses data collected by the CMS detector during LHC pp collisions corresponding
to a total integrated luminosity of 138 fb−1, in which 36.3, 41.5, and 59.8 fb−1 were collected
during 2016, 2017, and 2018, respectively [44–46]. In 2018, the trigger used in the low-mass
X → Y(γγ)H(ττ) search was not introduced until after the start of that year’s data taking,
resulting in a lower integrated luminosity of 54.7 fb−1.

Monte-Carlo (MC) simulation of ggF HH signal is generated with POWHEG 2.0 using the full
top quark mass dependence [25] and with NLO accuracy [47–54]. Both SM (κλ = 1) and BSM
(κλ = 0, 2.45, 5) scenarios are studied. The dependence of the ggF HH cross section on κλ and
κt can be expressed, to any order in perturbative QCD, by three terms, corresponding to dia-
grams involving κλ, κt , and their interference [49]. Therefore, any linear superposition of three
samples involving unique κλ values can be used to obtain the signal sample corresponding to
an arbitrary point in the (κλ, κt) parameter space.

Following the recommendations from Refs. [24, 25], a re-weighting of the NLO κλ samples is
applied to produce 13 EFT benchmarks hypotheses, each corresponding to a different point in
the 5D parameter space defined by the couplings: κλ, κt , c2, cg and c2g . The list of benchmark
hypotheses generated is provided in Table 1.

In the resonant searches, we consider the production of X via gluon-gluon fusion. The signal
simulation samples for these searches are generated using MADGRAPH5 aMC@NLO (version
2.6.5) at leading order accuracy [55] in perturbative quantum chromodynamics (QCD).

The dominant backgrounds for this analysis are irreducible prompt diphoton production (γγ+
jets) and the reducible background from γ + jets events, where jets can be misidentified as
photons or tau leptons. The γγ + jets process is modelled at LO with SHERPA v.2.2.1 [56] and
up to three additional jets as well as the box processes. To model γ + jets, we use instead
PYTHIA 8 [57] at LO.
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Table 1: Parameter values of nonresonant BSM benchmark hypotheses. The first column corre-
sponds to the SM sample, while the next 13 correspond to the benchmark hypotheses identified
using the method from Refs. [24, 25].

SM 1 2 3 4 5 6 7 8 8a 9 10 11 12
κλ 1.0 7.5 1.0 1.0 −3.5 1.0 2.4 5.0 1.0 15.0 1.0 10.0 2.4 15.0
κt 1.0 1.0 1.0 1.0 1.5 1.0 1.0 1.0 1.0 1.0 1.0 1.5 1.0 1.0
c2 0.0 −1.0 0.5 −1.5 −3.0 0.0 0.0 0.0 0.5 0.0 1.0 −1.0 0.0 1.0
cg 0.0 0.0 −0.8 0.0 0.0 0.8 0.2 0.2 4/15 −1.0 −0.6 0.0 1.0 0.0
c2g 0.0 0.0 0.6 −0.8 0.0 −1.0 −0.2 −0.2 0.0 1.0 0.6 0.0 −1.0 0.0

Other nonresonant backgrounds include V + γ, tt , tt + γ and tt + γγ where the vector bo-
son(s) (from direct production or decay of a top quark) can decay into a tau lepton candidate(s)
and associated jets can be misidentified as photons. These processes are simulated at NLO
in QCD using MADGRAPH5 aMC@NLO v2.6.5 [55, 58, 59] for all except tt which uses MAD-
GRAPH5 aMC@NLO v2.6.1.

Single Higgs boson production in the SM, where the Higgs boson decays to a pair of photons,
is considered a resonant background. We include the following production modes: gluon-
gluon fusion (ggH), vector-boson fusion (VBF), vector boson associated production (VH) and
production associated with a top quark-antiquark pair ttH. These processes are simulated
using MADGRAPH5 aMC@NLO v2.4.2, with cross sections and decay branching ratios taken
from Ref. [14]. No other processes from single H are considered, as their contributions are
negligible.

All simulated samples are interfaced using PYTHIA 8 with the CP5 tune [60, 61] for parton
showering, fragmentation with the standard pT-ordered parton shower (PS) scheme and the
underlying event description. Parton distribution functions are taken from the NNPDF 3.1
set [62]. The detector response is modelled using the GEANT4 package [63]. The simulation
includes a description of pileup interactions and a re-weighting is applied to the simulated
events such that the distribution of the number of interaction vertices matches that seen in
data.

5 Event selection
Events are required to have at least two photon candidates. The variables used to select photon
candidates include:

• Charged-hadron isolation (Ich) – the pT sum of charged hadrons within a cone of
R = 0.3 centered around the photon.

• Photon isolation (Iph) – the pT sum of all other particles within a cone of R = 0.3
centered around the photon.

• Track isolation (Itk) – the pT sum of all charged-particle tracks within a cone of R =
0.3 centered around the photon.

• Hadronic over EM energy ratio (H/E) – the ratio of the energy in the HCAL tower
behind the photon supercluster to the energy of the photon’s supercluster.

• Conversion safe electron veto (CSEV) – indicates whether the supercluster of a pho-
ton candidate is near a track that is compatible with an electron.

• R9 – the energy sum of the 3× 3 crystals centered around the most energetic crystal
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in the cluster divided by the energy of the photon.

• σηη – the energy-weighted spread of the 5 × 5 crystals centered around the most
energetic crystal in the cluster.

Selected photons are required to have pT > 25 GeV, Ich < 20 GeV, Ich/pγ
T < 0.3, H/E < 0.08.

Further requirements are made separately for barrel and endcap photons and for different
ranges of R9. These requirements are shown in Table 2. Photon candidates are also required
to satisfy a loose identification criterion based on a BDT classifier trained to separate photons
from jets [30]. The BDT is trained using variables that describe the shape of the photon’s elec-
tromagnetic shower and isolation.

Table 2: Additional photon requirements for barrel and endcap photons at different ranges of
R9, intended to mimic the HLT requirements.

R9 σiηiη Iph (GeV) Itk (GeV)

Barrel
[0.50, 0.85] <0.015 <4.0 <6.0

>0.85 — — —

Endcaps
[0.80, 0.90] <0.035 <4.0 <6.0

>0.90 — — —

Diphoton candidates are required to have an invariant mass (mγγ ) in the range 100–180 GeV
for the searches targeting processes with a H → γγ decay, while this range is extended to
65-1000 GeV for the search targeting X → YH production with Y → γγ decay. At least one
photon in the pair must have pT > 30 GeV. We additionally impose, in all but the low-mass
X → Y(γγ)H(ττ) search, mass-dependent photon pT requirements of pT/mγγ > 1/3 and
>1/4 for the highest pT (leading) and second-highest pT (subleading) photons, respectively.
All events are required to have at least one diphoton candidate. In the case where more than
one candidate exists, the candidate with the highest scalar sum pT of the photons is chosen.

When constructing a H/Y → ττ candidate, both hadronic and leptonic decay modes of the tau
lepton are considered. Therefore, three primary physics objects are considered: e, µ and τh.

Electron candidates are required to pass the requirements: pT > 10 GeV and |η| < 2.5, exclud-
ing the barrel-endcap transition region. Furthermore, the electron’s impact parameter with
respect to the primary interaction vertex in the transverse plane (dxy) is required to be less than
0.045 cm, and the distance between the vertex and electron along the beam axis (dz) is required
to be less than 0.2 cm.

Muon candidates are selected after applying the cuts: pT > 15 GeV, |η| < 2.4, dxy < 0.045 cm,
dz < 0.2 cm. In addition, isolation and identification requirements are imposed on both [34, 64].
Finally, an isolation requirement of ∆R > 0.2 with respect to selected photons is placed.

The hadronically-decaying taus are selected according to: pT > 20 GeV, |η| < 2.3, dz < 0.2 cm.
Additionally, an isolation requirement of ∆R > 0.2 with respect to the selected photons and
leptons is placed. Finally, a selection is applied using the DEEPTAU discriminants according to
predefined working points. For genuine τh candidates with pT ∈ [30, 70]GeV from H → ττ
events, these working points correspond to identification efficiencies of 99%, 99.95%, and 80%
for De , Dµ , and Djet respectively [40].

If only a τh is reconstructed in the event, with no additional electrons or muons (that pass
selection), further tau lepton candidates are searched for as isolated tracks. These tracks must
be associated with PF candidates, originate from the PV, have pT > 5 GeV, dxy < 0.2 cm and
dz < 0.1 cm. An isolation cut of ∆R > 0.2 is applied with respect to the selected photons,
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electrons, muons and τh.

A ττ candidate can be identified from any of the following pairs of reconstructed objects:
τhτh, τhµ, τhe, µe, µµ, ee, τh + isolated track. Any event with an opposite-sign same
flavor (OSSF) ee or µµ pair is rejected if either: mll ∈ mZ ± 10 GeV or mllγ ∈ mZ ± 25 GeV,
where mllγ is calculated with respect to both the leading and subleading photons. This selec-
tion rejects events consistent with a Z→ ll or Z→ llγ decay. Events are selected if they have a
valid ττ candidate or if they have a single τh.

In this analysis, information about jets in the event is used by the multivariate techniques de-
scribed in Sections 6 and 7 to reject backgrounds like tt. Considered jets are required to have
pT > 25 GeV, |η| < 2.4, and to be isolated from photons, leptons, or taus, which is attained by
requiring ∆R > 0.4 between the jet and those objects.

6 Nonresonant search event categorization
After the selection described in Section 5 is applied, events are categorized according to a dis-
criminant designed to separate signal from background. In the nonresonant search, this dis-
criminant is the output of a BDT trained with the XGBOOST [65] framework on simulation sam-
ples of signal and background processes. The nonresonant background simulation samples
include γ + jets, γγ + jets, tt + jets, tt + γ, tt + γγ, and V + γ processes, while the resonant
background simulation samples include ggH, VBF, VH, and ttH. All backgrounds are nor-
malized to their SM cross sections during training.

Input features of the BDT include kinematical properties of the physics objects in each event:
jets, leptons, photons, jet and lepton multiplicities, pmiss

T , and the b-tagging scores of jets from
the DEEPJET algorithm [66]. In channels that include more than one tau lepton candidate,
a likelihood-based estimate of the invariant mass mττ [67] is also included. This estimation
combines the measurement of pmiss

T and measurements of the visible ττ decay products. A
further consideration in the input feature selection is the effect the BDT selection could have
on the mγγ spectrum. The background modelling later described in Section 8.3 requires that
the mγγ distribution of the continuum background be smoothly falling such that the analytical
functions chosen can model it well. It is important that no peaking structure is induced in the
distribution which could lead to a mistakenly-found excess. Therefore, mγγ is not included as
an input feature, and the pT of the photon candidates are divided by mγγ to reduce correlations
between the photon’s pT and mγγ . The mγγ distributions of the continuum background in
simulation after the BDT selection are studied and no peaking structure is found.

The output score distribution from the BDT after training is shown in Fig. 3. Events are then
categorized according to boundaries placed on the output score. The location of the bound-
aries is chosen to optimize an expected upper limit calculated with signal and background
yields from simulation and without systematic uncertainties included. Events are removed
from consideration if they have a BDT score <0.974. Two categories are defined with the rest of
the events. The category purest in nonresonant ggF HH production, defined with a BDT score
≥0.989, has a signal efficiency with respect to the inclusive phase space of 10.5%. The second
category, defined with a BDT score <0.989, has a signal efficiency of 3.5%. The possibility of
having a greater number of categories was investigated but the improvement to the expected
upper limit was found to be negligible.
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lines represent the boundaries that define the analysis categories.



12

7 Resonant searches event categorization
In the resonant search, the discriminants used for event categorization are the outputs of pNNs
which were first introduced in Section 3. Events passing the initial selection are used to train a
pNN in each resonant search channel. The background simulation includes γγ + jets, tt + γ,
tt + γγ, and V + γ. Two processes, γ + jets and tt + jets, are excluded from training due to
their limited sample size which leads to premature overtraining.

All of the events are assigned weights such that the sum of weights over a process corresponds
to the expected number of events, where for the signal, the cross section is arbitrarily set to
be 1 fb. Each signal sample (one for every mass hypothesis) is then reweighted such that they
all have an equal sum of weights. In each training batch, there are an equal number of signal
and background events. These events are randomly sampled from the entire data set with
probabilities given by their weights. Once a batch is created, the weight of every event is set to
be unity so that the events are unweighted in the loss function.

An un-parameterized neural network (NN) that discriminates background from signal for a
single mass hypothesis (mX = mi) is trained on simulated events of all considered backgrounds
and the signal hypothesis of interest. The output score of this NN can be written as f i(~x) where
~x is a vector of input features. When training a pNN, the target function is instead f (~x; mX)
where f (~x; mX = mi) = f (~x)i, i.e. a single network which adapts the way it discriminates
based upon the target mass hypothesis which is passed in as an input feature.

To achieve the intended parametric behaviour, a NN is trained on simulated events of all con-
sidered backgrounds and signal hypotheses simultaneously and the parameters are included
as additional input features which receive special treatment. The signal simulated events are
assigned values of mX (and mY) which correspond to the simulation sample they originated
from. For the sake of assigning mX (and mY) to the background events, each background event
in a batch is paired with a signal event, and the mX (and mY) values from the signal event are
given to the background event. This ensures that on a batch-by-batch basis, there is no direct
discrimination power provided by the parameters. Therefore, the network’s dependence on
the parameters is motivated purely by the correlation between the parameters and the rest of
the variables.

The input features for the resonant pNNs are the same as those used for the nonresonant chan-
nel BDT, with the addition of variables related to the reconstructed resonance mass. For exam-
ple, the invariant mass of the γγττ system is used as a proxy for mX . As in the nonresonant
channel, the continuum background distributions of mγγ are studied in simulation to confirm
no peaking structure is induced for the pNN selection.

For each mass hypothesis, the output scores are transformed such that the distribution of the
background simulated events is flat. This choice helps with the interpolation of the signal
efficiency because a set of boundaries on a pNN score now corresponds to the same efficiency
on the background simulated events, regardless of mX (and mY). Given also that the network
input distributions of the signal evolve in a continuous way with mX (and mY), it is expected
that the signal efficiencies for a given background efficiency, or equivalently, a set of pNN
boundaries, will evolve in a predictable manner. In Section 8, one finds that this is indeed the
case.

The transformed pNN output score distributions evaluated at mX = 260 GeV and mX = 800 GeV
are shown in Fig. 4 for the X(2) → HH channel. The targeted signal events are also shown. The
plots demonstrate how the classification problem evolves as a function of mX . At the high
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Figure 4: Transformed output of the pNN used in the X(2) → HH search, evaluated at
mX = 260 GeV (left) and mX = 800 GeV (right). The filled histograms represent the background
simulation, and the data are shown by the black points. The “H” process includes ggH, VBF,
VH, and ttH. The targeted signal distributions for which the pNN is evaluated are shown
by the black unfilled histograms. The background MC simulation is normalized to data and
the signal is normalized to an arbitrary cross section for representation purposes. The ratio of
the data to the sum of the background predictions is shown in the lower panel. Statistical MC
uncertainties for the background are represented by the grey-shaded bands.

mX value of 800 GeV, the signal distribution has migrated towards higher scores, showing it is
easier to discriminate a high mX signal from background. In addition, the background compo-
sition in the signal-like bins changes. For example, the relative contribution to the background
from single H production is larger for mX = 800 GeV, compared to mX = 260 GeV.

Examples of transformed pNN output score distributions for all resonant search channels are
shown in Fig. 5. For each channel, the pNN is evaluated at the mass hypothesis where the
largest excess with respect to the background-only hypothesis is observed. In the plots, the
simulation with a mass point closest to the excess is used to illustrate the signal distribution.

Event categories are defined by placing boundaries on the transformed pNN output scores.
This is done separately in each channel for each mass hypothesis considered in the grid. Due
to the good signal to background discrimination which is achieved in the resonant search chan-
nels, a grid-search approach to finding the optimal category boundaries leads to boundaries at
very high values of the pNN score. In this case, there is an insufficient number of data events
passing the selection in order to model the background mγγ distribution correctly.

This motivates an alternative approach where category definitions are based on the expected
number of background events. These definitions are later translated into boundaries on the
pNN distribution using the background simulation (now including γ + jets and tt + jets). The
translation is done in such a way that the events are ordered by their pNN scores, i.e. the events
in the first category have the highest pNN scores.

A minimum number of 10 expected events was chosen since it was the lowest number (and
therefore most sensitive) which still led to acceptable bias in the significance of a possible ex-
cess. Event categories are sequentially defined, starting with 10 expected background events,
and continuing to add categories with 10 events, evaluating the expected limits with every cat-
egory added. This continues until none of the limits improve by more than 1%, at which point
a category with twice the number of events is considered instead. This continues until the sum
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Figure 5: Transformed output of the pNNs used in the X(0) → HH (top left), X(2) → HH
(top right), X → Y(ττ)H(γγ) (middle), low-mass X → Y(γγ)H(ττ) (bottom left) and high-
mass X → Y(γγ)H(ττ) (bottom right) searches. The pNNs are evaluated at the mass points
where the largest excess with respect to the background-only hypothesis is observed. If the
MC simulation at this mass point is not available, then the sample produced at a mass point
closest to the excess is shown. The filled histograms represent the background simulation, and
the data are shown by the black points. The “H” process includes ggH, VBF, VH, and ttH. The
targeted signal distributions for which the pNN is evaluated are shown by the black unfilled
histograms. The background MC simulation is normalized to data and the signal is normalized
to an arbitrary cross section for representation purposes. The ratio of the data to the sum of
the background predictions is shown in the lower panel. Statistical MC uncertainties for the
background are represented by the grey-shaded bands.
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Table 3: Number of expected events in each category for each analysis. There is one last cate-
gory in addition to the ones shown here that contains the remainder of the events.

Category 0 1 2 3 4 5 6
X(0) → HH 10 10 10 10 20 80 -
X(2) → HH 10 10 10 10 20 80 -

X → Y(ττ)H(γγ) 10 10 10 10 20 80 320
Low-Mass X → Y(γγ)H(ττ) Y → γγ 10 10 10 10 20 80 320

High-Mass X → Y(γγ)H(ττ) 10 10 10 10 20 80 320

of events across all categories is greater than the number in data after preselection. The results
of this optimization procedure are shown in Table 3.

An advantage of this categorization approach is that this definition applies to a search for any
mass hypothesis. This is particularly helpful when placing a limit for a mass hypothesis where
a simulation sample was not generated since an optimization specific to that hypothesis is
difficult without the corresponding signal simulation.

8 Signal and background modeling
This section describes the construction of the signal and background pdfs used in the maximum
likelihood fits. For the nonresonant HH, X(0) → HH, X(2) → HH and X → Y(ττ)H(γγ)
searches, the pdfs are defined over the range of 100 < mγγ < 180 GeV. In the high-mass
X → Y(γγ)H(ττ) search, the pdfs are defined in the range of 100 < mγγ < 1000 GeV, whilst
in the low-mass X → Y(γγ)H(ττ) search, the pdfs are defined in the range of 65 < mγγ <
150 GeV. These ranges ensure there is a sufficient number of background events that populate
the mγγ distribution in order to accurately model the continuum background component. The
lower bound at 65 GeV in the low-mass X → Y(γγ)H(ττ) search is chosen to avoid the trigger
efficiency turn-on curve at low mγγ .

The shape and normalization of the signal models are derived assuming MH = 125.38 GeV,
which is the most precise measurement of the Higgs boson mass reported by CMS [32].

8.1 Signal modeling in the nonresonant search channel

The shape of the mγγ distribution for signal events is derived using simulation events. This is
done independently in each nonresonant search analysis category, for each year of data-taking.
The signal pdf is constructed by fitting the mγγ distribution with a Double Crystal Ball (DCB)
function. A DCB consists of a Gaussian core which switches to a power law function on the left
and another power law function on the right of the distribution:

f (mγγ ; mγγ , σ, βl , ml , βr, mr) = N ·


exp(−x2/2) for − βl < x < βr

A(βl , ml) · (B(βl , ml)− x)−ml for x < −βl
A(βr, mr) · (B(βr, mr)− x)−mr for x > βr

(1)
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Figure 6: Signal pdfs for the nonresonant search analysis categories, shown for each year of
simulated data, and for the sum of all years together. The pdfs are normalized to 25 times the
expected event yields in the SM. The open squares represent the weighted simulation events
and the blue line is the corresponding pdf. The grey shaded areas correspond to the σeff, de-
fined as half the width of the narrowest interval containing 68.3% of the mγγ distribution. The
contribution from each year of data-taking is illustrated with the dotted lines.

where

x =
mγγ −mγγ

σ
(2)

A(β, m) =

(
m
|β|

)m

· exp
(
−|β|

2

2

)
(3)

B =
m
β
− |β| (4)

The normalization of the signal pdf in analysis category, i, is defined by the formula,

Ni = σ(pp→ HH) · B(HH → γγττ) · εi · L · C(~θ), (5)

where σ(pp → HH) is the nonresonant ggF HH cross section on which an upper limit is
placed, B(HH → γγττ) is the SM branching fraction of HH to the γγττ final state, εi is the
efficiency for signal events to be reconstructed in analysis category i which is derived directly
from simulation, and L is the integrated luminosity. The final term, C(~θ), corresponds to the
corrections to the signal yield estimates from nuisance parameters, ~θ, representing systematic
uncertainties in the analysis (see Section 9). Figure 6 shows the signal pdfs for the two non-
resonant analysis categories, where the pdfs are normalized to 25 times the SM prediction for
σ(pp→ HH).

8.2 Signal modeling in the resonant search channels

Extracting limits for mass hypotheses that simulation was not generated for introduces addi-
tional complexity to the signal modelling for the resonant search channels. The signal models
for these hypotheses, denoted as intermediate mass points, are derived by interpolating both
the shape and normalization from the neighbouring mass points in which simulation samples
were generated, denoted as nominal mass points. For the X(0) → HH and X(2) → HH searches,
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Figure 7: Signal efficiency, ε, and interpolated DCB shape parameters, ∆mγγ and σ, for the
highest purity analysis category in the X(2) → HH search, as functions of mX (left). The first
shape parameter, ∆mγγ , is defined as mγγ − 125. Signal efficiency in the (mX ,mY) plane for the
highest purity analysis category in the X → Y(ττ)H(γγ) search (right).

the interpolation of parameters is performed in one dimension, mX , whilst the X → YH
searches require interpolation in two dimensions, mX and mY .

As in the nonresonant search, DCB functions are used to model the signal. For the nominal
mass points, the DCB shape parameters are extracted in a χ2 fit to the simulated data points.
For the intermediate mass points, mγγ and σ are determined by interpolating the values at
the nominal mass points with a linear spline. The βl , βr, nl and nr parameters do not change
significantly as a function of mX and mY and therefore the values are simply taken from the
closest nominal mass point.

In the X(0) → HH, X(2) → HH and X → Y(ττ)H(γγ) search channels, a set of analysis
categories are defined for each considered mass hypothesis, (mX ,mY). Signal events produced
under the targeted (mX ,mY) hypothesis landing in analysis category, i, are normalized accord-
ing to,

Ni(mX , mY) = σ(pp→ X → HH/YH → γγττ) · εi(mX , mY) · L · C(~θ). (6)

where the quantity σ(pp → X → HH/YH → γγττ) is the BSM cross section on which an
upper limit is placed. The key difference with respect to equation 5 is that the signal efficiency,
εi, becomes a function of the resonant particle masses, mX and mY .

The signal efficiencies εi for the nominal mass points are computed directly from the simulation
as the fraction of signal events landing in analysis category i. The functional form of εi(mX , mY)
is derived by creating a spline between the nominal mass point values. The signal efficiency at
an intermediate mass point is then determined by interpolating along the spline. Both linear
and cubic splines are considered, where the type of spline used at a given mass point is the one
that leads to the lowest interpolation systematic uncertainty (see Section 9). In Fig. 7 (left), the
DCB shape parameters and signal efficiency for the highest purity analysis category are shown
as functions of mX , for the X(2) → HH search. Figure 7 (right) shows the signal efficiency in
the (mX ,mY) plane, for the highest purity analysis category in the X → Y(ττ)H(γγ) search.
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In the X → Y(γγ)H(ττ) search, the DCB mean is instead parametrized by ∆m = mγγ − mY
to account for the changing peak position as a function of mY . Additionally, the spacing in mY
points in which a limit is calculated is driven by the experimental mγγ resolution (≈1.5 GeV at
mY = 125 GeV). Given the large mY range considered in this search channel, it is not feasible
to define optimized analysis categories at every mY point. It is also unnecessary since the kine-
matical distributions of the signal, which the pNN mainly uses to discriminate with, do not
change significantly over the scale dictated by the resolution. Therefore, analysis categories are
constructed for a less granular set of (mX ,mY) hypotheses, and when placing a limit at a par-
ticular mY , the closest set of analysis categories is used. This feature introduces an additional
complication to the signal model, as it requires interpolating the signal model parameters for
nearby values of mY , for which the analysis category is not optimized. These secondary in-
terpolations are derived for the signal efficiency, ∆m, and σ by propagating the neighbouring
nominal mass point simulation samples into the analysis categories optimized for mY . The sec-
ondary interpolations for the X → Y(γγ)H(ττ) search are in general a smaller effect than the
primary interpolation described above.

8.3 Background modeling

Background events are comprised of two contributions: the continuum background which
forms a smoothly falling distribution in mγγ , and events from single H production in the
diphoton final state H → γγ, which form a peak around MH . The H → γγ contribution
is modelled using the same procedure used for signal events and is normalized according to
the best available cross section and branching fraction recommendations from the LHC Higgs
Working Group [14], within appropriate theory uncertainties. The remainder of this section de-
tails the modeling of the continuum background component. In the final maximum likelihood
fit, the total background pdf is taken as the sum of the continuum and H → γγ components.

The continuum background model is extracted directly from data using the discrete profiling
method [68]. With this technique, the systematic uncertainty associated with choosing a par-
ticular analytic function to fit the mγγ distribution is accounted for. This works by introducing
a discrete nuisance parameter into the maximum likelihood fit which describes the choice of
background function in an analysis category.

A large set of candidate function families is considered, including exponential functions, Bern-
stein polynomials, Laurent series and power law functions. For each family of functions, an
F -test [69] is performed to determine the maximum order of parameters to be used, whilst
the minimum order is determined by placing a requirement on the goodness-of-fit to data. In
the F -test, each function is fit to the mγγ distribution by minimizing twice the negative log-
arithm of the likelihood (−2∆ ln L). For the nonresonant HH, X(0) → HH, X(2) → HH and
X → Y(ττ)H(γγ) searches, the fits are performed only in the mass sidebands, defined as
mγγ ∈ [100, 115] ∪ [135, 180]GeV, to avoid introducing a bias from the signal region.

The fitting strategy for the X → Y(γγ)H(ττ) searches is slightly different as it involves search-
ing for a resonance Y over a large range in mγγ . To account for this, the mass sidebands used
to construct the continuum background model are defined by a sliding blinded region in mγγ ,

mY ± 10 GeV ·
mY

125.38 GeV
, (7)

where the size of the blinded region increases as a function of mY to account for the increase
in the resonance width. This formula holds for all considered mY , with the exception of 70 <
mY < 72 GeV in the low-mass X → Y(γγ)H(ττ) search. For these mY points, data with
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65 < mγγ < 68 GeV is kept to form a low mass sideband; the fraction of signal events in this
region from a mY = 70 GeV resonance is around 4%, and therefore will have a negligible impact
on the construction of the background model.

In the resonant searches, the Bernstein polynomials were removed from the envelope and re-
placed by an exponential of a polynomial function. In the high-mass X → Y(γγ)H(ττ) search,
the so-called ”Dijet” functions [70] are also added to the continuum background model.

When extracting the results in the final maximum likelihood fits, the discrete profiling method
minimizes the overall −2∆ ln L considering all allowed functions for each analysis category.
Both the normalization and the shape parameters of these functions are included as free pa-
rameters in the fit. A penalty term is added to −2∆ ln L to take into account the number of
floating parameters in each candidate function, thus penalizing functions with high complex-
ity. Checks are performed to ensure that modeling the continuum background mγγ distribution
using the discrete profiling method introduces negligible bias to the final results.

8.4 Drell-Yan modelling

In the low-mass X → Y(γγ)H(ττ) search, there is an additional background from Drell-Yan
(DY) where two electrons from a Z decay can be misidentified as photons, leading to a peak in
the mγγ spectrum close to the Z mass. To model this background contribution, a data-driven
ABCD method [43] is employed. Three control regions are defined by inverting the electron
veto (region B) or inverting the pNN selection (region C) or inverting both (region A). This
leaves the signal region, labelled as D. By inverting the electron veto, regions A and B are
enriched in DY. These regions constrain the shape of the DY distribution in mγγ . In regions A
and C, the yields for DY are extracted, constraining the electron veto efficiency.

Since kinematical variables are input to the pNN, and the shape of the diphoton mass peak is
dependent mainly on the kinematical variables of the two photons, the shape of the DY process
is assumed to be the same in regions with the same pNN selection (in A and C, and in B and
D). For regions A and C, the shape is modelled by a Gaussian except in cases where a poor
goodness-of-fit is found and a DCB is used instead. When extracting the final results, the shape
parameters are allowed to float. Similarly, the rates of DY in regions A, B and C are allowed to
float. The rate of DY in region D is given by the rate in region B, multiplied by the electron veto
efficiency (rate in region C divided by rate in region A).

Finally, given that there are 7 pNN regions, this method is applied 7 times, where there are 7
independent B and D regions, and the A and C regions remain the same.

9 Systematic uncertainties
As described in Section 8, the systematic uncertainty associated with the nonresonant back-
ground estimation is calculated with the discrete profiling method. Systematic uncertainties
affecting the signal models and/or the resonant background models are implemented in one of
two ways. First, uncertainties that modify the shape of the mγγ distribution are incorporated
as nuisance parameters affecting the mean and width of the DCB functions that comprise the
signal model. Second, uncertainties that do not affect the shape of the mγγ distribution are im-
plemented as log-normal uncertainties in the event yield. Those of the first type are typically
experimental sources of uncertainty that impact the energy of individual photons, while those
of the second type include both theoretical and experimental sources.
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9.1 Theoretical Uncertainties

Sources of theoretical uncertainties considered in this analysis are those that affect the H → γγ
branching fraction, the uncertainty for which is currently estimated to be around 3% [14], and
those that affect the inclusive cross sections of ggF HH production and single H production.

Sources that affect the cross sections include the parton distribution function (PDF), the strong
coupling constant (αs), and variations of the renormalization (µR) and factorization (µF) scales
which account for missing higher-order terms in the perturbative calculations of the cross sec-
tions. Additionally, for the ggF HH production cross section, there is a source of uncertainty
related to the scheme and scale choice of the top mass [11]. These sources may also affect the
kinematical variables of simulated events, thereby changing signal efficiencies. However, this
effect has been found to be significantly smaller than the cross section uncertainty in recent
H → γγ measurements [71] and is therefore not considered.

The magnitudes of the uncertainties in the inclusive cross sections from these sources are taken
from Refs. [4–10] for ggF HH production and from Refs. [14, 72, 73] for single H production.
The total effect of uncertainties on HH production is found to be +6.7%

−23.2% for κλ = 1, while the
effect on resonant background production is between 2% and 11%, depending on production
mode.

9.2 Experimental Uncertainties

As described previously, the sources of experimental uncertainty are split into two categories:
those modifying the shape of the mγγ distribution (incorporated as nuisance parameters) and
those affecting only the normalization (incorporated as log-normal uncertainties). Sources of
experimental uncertainty that modify the shape of the mγγ distribution are related to the cor-
rections applied to the photon energy scale and resolution in simulation. These corrections,
and associated uncertainties, are computed using Z → ee events [30]. The most dominant
sources of experimental uncertainty which affect only the normalization of signal and resonant
background processes are:

• Integrated luminosity: The integrated luminosities for the 2016, 2017, and 2018 data-
taking years have individual uncertainties of 1.2–2.5% [44–46], while the overall un-
certainty in the measurement for the 2016–2018 period is 1.6%. The possible corre-
lations from different common sources of luminosity measurements are taken into
account.

• Trigger efficiency: This efficiency is calculated with the “tag-and-probe” method using
Z → ee events in data [74]. The size of uncertainty in the efficiency is between 0.1
and 3.5% depending on the signal process and category. An additional uncertainty
is also added to include the trigger inefficiency arising from a gradual shift in the
timing of the inputs of the ECAL L1 trigger for |η| > 2.0 in 2016–2017 data-taking
years [27]. The size of this uncertainty is between 2 and 8%.

• Diphoton preselection: The efficiency after photon preselections is measured with
simulated events and data, also using the “tag-and-probe” method with Z → ee
events [74]. The ratio of the efficiencies from data and MC simulations is used to
derive the correction factor and corresponding uncertainties. The size of the uncer-
tainty in the efficiency is between 4 and 5%.

• b jet tagging: The DEEPJET discriminant distributions in MC simulations are re-
shaped by data-to-simulation scale factors [75]. The impact of different systematic
uncertainty sources on the reshaping is studied. The most important effects lead to
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efficiency uncertainties up to 10%.

• Hadronic tau identification: Selections are made using the DEEPTAU algorithm to dis-
tinguish genuine τh from jets, muons, and electrons. Measurements of the selection
efficiency are made in data (see Section 2) and are used to correct simulation. Uncer-
tainties associated with those corrections are propagated into an uncertainty in the
signal efficiency, which is found to be up to 7%.

• Signal model interpolation: There is an uncertainty related to the interpolation re-
quired to calculate signal efficiencies for the intermediate mass points. For each
spline used, an alternative spline is considered where the nominal mass point clos-
est to the intermediate mass point is removed. The relative difference between the
prediction of the nominal and alternative spline is taken as an uncertainty in the
efficiency of the signal within that category.

Further sources of systematic uncertainty are included in the final fits to data but are negligible
compared to the dominant sources described above. For every expected and observed limit
reported in Section 10, the combined impact of all systematic uncertainties is less than 1%.

10 Results
For each search channel, a simultaneous maximum likelihood fit is performed to the mγγ dis-
tributions in data in the corresponding analysis categories. In the resonant channels, a separate
fit is performed for each considered mass hypothesis. The best-fit signal-plus-background pdfs
are shown for the sum of analysis categories in each search channel in Fig. 8. The contribu-
tions from the individual analysis categories are weighted in the sum according to the ratio of
S/S+B, where S and B are the expected signal and background yield estimates, respectively, in
±1σeff of the signal peak. This is done such that the absolute signal yield is kept constant. The
figures for the resonant search channels show the analysis categories for the mX and (mX ,mY)
points where the largest excess with respect to the background-only hypothesis is observed.

10.1 Results from the nonresonant search channel

In the nonresonant HH channel, an upper limit at the 95% CL is set on the production cross sec-
tion of a pair of Higgs bosons, σ(pp→ HH), using the CLs modified frequentist criterion [76],
taking the LHC profile likelihood ratio as the test statistic [77], in the asymptotic approxima-
tion [76, 78, 79]. The observed (expected) 95% CL upper limit amounts to 930 (740) fb, which
corresponds to 33 (26) times the SM prediction.

Limits are also derived for the nonresonant HH channels as a function of κλ, assuming that all
other couplings of the Higgs boson have values as predicted by the SM. The result is shown
in Figure 9. The variation in the excluded cross section as a function of κλ arises due to the
different kinematical properties of nonresonant HH production for different values of κλ. At
the 95% CL, the observed (expected) constraint on κλ rejects values outside of the interval
[−13, 18] ([−11, 16]). In this fit, the κλ-dependent NLO corrections in electroweak theory to
single H production [80] are neglected in this result. Upper limits at the 95% CL are also set for
the thirteen BSM benchmark scenarios listed in Table 1. These limits are shown in Fig. 10.

The results in the nonresonant search channel are not as sensitive as those found with alter-
native final states studied by CMS. For example, an analogous search in a final state with two
bottom quarks and two photons found an observed upper limit of 7.7 times the SM predic-
tion [81]. However, the results presented in this analysis are complementary and can be used
in a combination of all final states studied by CMS.
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Figure 8: Data points (black) and signal-plus-background models for the most sensitive analy-
sis category in each search channel are shown: nonresonant (top left), X(0) → HH (top right),
X(2) → HH (middle left), X → Y(ττ)H(γγ) (middle right), low-mass X → Y(γγ)H(ττ)
(bottom left) and the high-mass X → Y(γγ)H(ττ) (bottom right). The analysis categories for
the resonant search channels correspond to the mass hypotheses where the largest excesses
with respect to the background-only hypothesis are observed. The one (green) standard de-
viation and two (yellow) standard deviation bands show the uncertainties in the background
component of the fit. The solid red line shows the sum of the fitted signal and background
components, the solid blue line shows the continuum background and the background from
single H production together, and the dashed black line shows only the continuum background
component. The lower panel in each plot shows the residual signal yield after subtraction of
the background.
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represent the one and two standard deviations for the expected limits, respectively.
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10.2 Results from the resonant search channels

Figure 11 shows the upper limits on the resonant production cross section, σ(pp → X →
HH), as a function of the resonant mass mX , for the X(0) → HH (left) and X(2) → HH (right)
searches. The expected limits are shown to decrease as a function of mX , which follows from the
improved signal vs. background discrimination for high mX values. The observed (expected)
upper limits vary between 140 - 2200 fb (230 - 1700 fb) and 170 - 1800 fb (200 - 1700 fb) for the
X(0) → HH and X(2) → HH searches, respectively. In the context of the RS bulk model, these
results exclude mX values up to 900 GeV for the spin-0 radion resonance at ΛR = 2 TeV, and
between 310 and 700 GeV for the spin-2 KK graviton resonance with coupling factor κ/Mpl = 1.

The upper limits on σ(pp→ X → YH → γγττ) for the X → Y(ττ)H(γγ) search are shown in
Fig. 12 and upper limits on σ(pp → X → YH)B(Y → γγ) for the X → Y(γγ)H(ττ) searches
are shown in Figs. 13 and 14. In the top plots, the limits are shown as a function of mY for
different mX hypotheses (left) or as a function of mX for different mY hypotheses (right). In
each X → YH search channel, the expected limits are found to have a weak dependence on mY
for all mX values. The bottom plots show the observed upper limits in the 2D (mX ,mY) planes.

For the X → Y(ττ)H(γγ) search channel, the observed (expected) upper limits vary be-
tween 0.054 - 1.2 fb (0.89 - 0.66 fb), depending on the mX and mY values. In the low-mass
X → Y(γγ)H(ττ) search, the observed (expected) upper limits vary between 0.53 - 15 fb (0.65
- 8.0 fb), depending on the mX and mY values. These limits can be compared to a set of maxi-
mally allowed cross sections in the NMSSM taken from Ref. [83] which are calculated using the
NMSSMTOOLS v5.6.2 package [84–86]. We find a region in (mX ,mY) parameter space where
the observed limits are below the maximally allowed, implying that these results can be used
to provide tighter constraints on the NMSSM. This region is shown by the red dashed area in
Fig. 13. For the high-mass X → Y(γγ)H(ττ) search, the observed (expected) upper limits vary
between 0.51 - 9.7 fb (0.60 - 7.3 fb), depending on the mX and mY values.

In the X → HH searches, no excesses with local significances above 1.7 standard deviations are
found. In the X → Y(ττ)H(γγ) search channel, the highest local significance seen is 2.6 stan-
dard deviations at (mX , mY) = (320, 60) GeV. In the low-mass and high-mass X → Y(γγ)H(ττ)
searches, the highest local significances found are 3.4 standard deviations at (mX , mY) = (525,
115) GeV, and 3.2 standard deviations at (mX , mY) = (462, 161) GeV respectively. However, given
the large number of mass hypotheses considered in these searches - 401, 2661, and 1852 for the
X → Y(ττ)H(γγ), low-mass X → Y(γγ)H(ττ), and high-mass X → Y(γγ)H(ττ) searches
respectively - the look-elsewhere effect is significant and the corresponding global significances
are 2.2, 0.1 and 0.3 standard deviations.

As mentioned in Section 1, there are a number of recent excesses reported by CMS consis-
tent with resonances of masses 650 GeV and 90 - 100 GeV. No significant excess is seen in the
X → Y(ττ)H(γγ) search at these masses. However, in the X → Y(γγ)H(ττ) search, local sig-
nificances of 2.6 σ and 2.3 σ are found for mY = 95 GeV and mX = 600 GeV and mX = 650 GeV
respectively. Furthermore, these excesses are localized to these mass points as can be seen in
the top plots of Fig. 13.

11 Summary
A search for the production of two scalar bosons in the γγττ final state is presented. The search
uses data from proton-proton collisions collected by the CMS experiment at the LHC in 2016–
2018 at a centre-of-mass energy of 13 TeV, corresponding to 138 fb−1 of integrated luminosity.
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Figure 11: Expected and observed 95% CL upper limit on the resonant production cross section,
σ(pp → X → HH) for the spin-0 X(0) → HH search (top) and spin-2 X(2) → HH search (bot-
tom). The dashed and solid black lines represent the expected and observed limits, respectively.
The green and yellow bands represent the one and two standard deviations for the expected
limit, respectively. The red lines show the theoretical predictions with different energy scales
and couplings [82].



26

200 400 600 800 1000
mY [GeV]

10−1

101

103

105

107

109

95
%

 C
L 

lim
it 

on
 σ

(p
p

→
X)

B(
X

→
YH

→
γγ

ττ
) [

fb
]

mX = 300 GeV (×100)

mX = 400 GeV (×101)

mX = 500 GeV (×102)

mX = 600 GeV (×103)

mX = 650 GeV (×104)

mX = 700 GeV (×105)

mX = 800 GeV (×106)

mX = 900 GeV (×107)

mX = 1000 GeV (×108)

138 fb−1 (13 TeV)CMS 138 fb−1 (13 TeV)CMSPreliminary

Observed
Median expected

68% expected
95% expected

400 600 800 1000 1200
mX [GeV]

10−2

100

102

104

106

108

1010

1012

1014

95
%

 C
L 

lim
it 

on
 σ

(p
p

→
X)

B(
X

→
YH

→
γγ

ττ
) [

fb
]

mY = 50 GeV (×100)

mY = 70 GeV (×101)

mY = 80 GeV (×102)

mY = 90 GeV (×103)

mY = 100 GeV (×104)

mY = 125 GeV (×105)

mY = 150 GeV (×106)

mY = 200 GeV (×107)

mY = 250 GeV (×108)

mY = 300 GeV (×109)

mY = 400 GeV (×1010)

mY = 500 GeV (×1011)

mY = 600 GeV (×1012)

mY = 700 GeV (×1013)

mY = 800 GeV (×1014)

138 fb−1 (13 TeV)CMS 138 fb−1 (13 TeV)CMSPreliminary

Observed
Median expected

68% expected
95% expected

Figure 12: The top plot shows the expected and observed 95% CL upper limit on σ(pp→ X →
YH → γγττ) for the X → Y(ττ)H(γγ) search. The dashed and solid black lines represent the
expected and observed limits, respectively. The green and yellow bands represent the one and
two standard deviations for the expected limit, respectively. Limits are scaled by orders of 10,
labeled in the plot, depending on mX (left) or mY (right). The bottom plot shows the observed
upper limits in the 2D (mX ,mY) plane. The values of the limits are shown by the colour scale.
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Figure 13: The top plot shows the expected and observed 95% CL upper limit on σ(pp→ X →
YH)B(Y → γγ) for the low-mass X → Y(γγ)H(ττ) search. The dashed and solid black lines
represent the expected and observed limits, respectively. The green and yellow bands represent
the one and two standard deviations for the expected limit, respectively. Limits are scaled by
orders of 10, labeled in the plot, depending on mX (left) or mY (right). The bottom plot shows
the observed upper limits in the 2D (mX ,mY) plane. The values of the limits are shown by the
colour scale. The red-hatched region indicates masses for which the observed limits are below
the maximally allowed limits in the NMSSM taken from Ref. [83].
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Figure 14: The top plot shows the expected and observed 95% CL upper limit on σ(pp→ X →
YH)B(Y → γγ) for the high-mass X → Y(γγ)H(ττ) search. The dashed and solid black lines
represent the expected and observed limits, respectively. The green and yellow bands represent
the one and two standard deviations for the expected limit, respectively. Limits are scaled by
orders of 100 (left) or 10 (right), labeled in the plot, depending on mX (left) or mY (right). In the
top-left plot, there is a discontinuity in the limits for mX = 650 GeV which is due to the chosen
limit granularity in mX and mY . For the range mY ∈ [274, 388]GeV, there are limits placed
at mX = 600, 633, 666 and 700 GeV instead of 600, 650 and 700 GeV. The bottom plot shows
the observed upper limits in the 2D (mX ,mY) plane. The values of the limits are shown by the
colour scale.
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In total, five search channels are considered. One channel targets the nonresonant HH produc-
tion via gluon-fusion, where no significant deviation from the background-only hypothesis is
observed. Upper limits at the 95% CL on the HH production cross section are extracted for
production in the SM and in several BSM scenarios. The observed upper limit for the SM pro-
duction is found to be 930 fb, corresponding to 33 times the SM prediction, whilst the expected
upper limit is 740 fb, corresponding to 26 times the SM prediction. The limit is also derived
as a function of the Higgs boson self-coupling modifier, κλ, assuming all other Higgs boson
couplings are as predicted in the SM. The self-coupling modifier, κλ, is constrained within the
range −13 < κλ < 18 at the 95% CL. In addition, the limit is extracted for numerous BSM
benchmark scenarios. The results are consistent with the SM predictions.

This analysis also targets the resonant production of two scalar bosons. Two channels are
constructed to search for a resonance X decaying to a SM Higgs boson pair, X → HH, for
both the spin-0 resonance and spin-2 resonance scenarios. No significant deviation from the
background-only hypothesis is observed. Furthermore, the analysis targets the X → YH
process, where Y is an additional, lighter (than X) scalar particle. Three search channels are
constructed, namely the X → Y(ττ)H(γγ), low-mass X → Y(γγ)H(ττ) and high-mass
X → Y(γγ)H(ττ) channels, which target the different decay chains in different mass regimes.
The largest local significance across these channels is 3.4 standard deviations, which once con-
sidering the look-elsewhere effect, has a global significance of 0.1 standard deviations. There-
fore, this analysis, as a standalone result, does not present any significant deviation from the
standard model. However, when put into the context of recent excesses in CMS at resonance
masses of 650 GeV and 95 GeV, the local significance of 2.3 at mX = 650 GeV and mY = 95 GeV
in the low-mass X → Y(γγ)H(ττ) analysis is interesting and warrants further measurements.
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