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ABSTRACT Real-time data processing is a central aspect of particle physics experiments with high
requirements on computing resources. The LHCb (Large Hadron Collider beauty) experiment must cope
with the 30 million proton-proton bunches collision per second rate of the Large Hadron Collider (LHC),
producing 10° particles/s. The large input data rate of 32 Tb/s needs to be processed in real time by the LHCb
trigger system, which includes both reconstruction and selection algorithms to reduce the number of saved
events. The trigger system is implemented in two stages and deployed in a custom data centre.

We present Looking Forward, a high-throughput track following algorithm designed for the first stage of the
LHCDb trigger and optimised for GPUs. The algorithm focuses on the reconstruction of particles traversing
the whole LHCb detector and is developed to obtain the best physics performance while respecting the
throughput limitations of the trigger. The physics and computing performances are discussed and validated

with simulated samples.

INDEX TERMS CUDA, GPU, track reconstruction, particle tracking, parallel programming.

I. INTRODUCTION

The real-time or near-real-time reconstruction of charged
particle trajectories (tracking) has been a central element
of detectors at hadron colliders since the UA1 experiment
at CERN (1981-1990) [1]. The rate and complexity of
particle collisions have increased over the past decades and
so have the computational demands placed on real-time
tracking algorithms. This motivates continued research into
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high-throughput tracking algorithms which can efficiently
exploit modern parallel computing architectures. Tracking
algorithms consist in associating together hits left by charged
particles in the detector to form tracks. These hits are
then fitted to a track model in order to extract kinematic
and geometric properties. Reconstruction algorithms are
generally one of the most time-consuming components
of data processing pipelines, which reconstruct physics
quantities of interest with the highest possible precision and
fidelity compared to the already recorded data to permanent
storage. The need to reduce the computational cost and
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energy consumption of offline processing therefore motivates
research into efficient tracking algorithms. In the past, exper-
iments often deployed special real-time algorithms tuned to
specific real-time processing architectures [2], [3], [4] which
were decoupled from the offline algorithms and architectures.
Increasingly, however, both real-time and offline processing
is carried out in data centres populated by heterogeneous
computing architectures. It is therefore important in both
cases to carefully benchmark, in as general a manner as
possible, the tradeoffs between physics performance and
computational scalability for different architectures.

In this paper we present ‘“‘Looking Forward”, a high-
throughput algorithm for reconstructing charged tracks
in the LHCb [5] detector during Run 3 of the Large
Hadron Collider (LHC) which is taking place from 2022 to
2025 inclusive, achieving an instantaneous luminosity of
L =2 x 10¥3cm™2s7!, five times larger compared to Run 2.
The computing resources of LHCDb require that the input data
rate of 32 Tb/s is reduced to 10 GB/s using selections which
are primarily based on the properties of reconstructed tracks.
In order to achieve this goal, LHCb uses a two-stage real-time
processing pipeline deployed in a custom data centre [6]. The
first stage is executed entirely on GPU processors, after which
the data is buffered and the best fidelity detector alignment
and calibration are deployed. Subsequently, a second stage is
executed entirely on CPU processors. This division of labour
between CPU and GPU processors has been optimised [5] for
Run 3 conditions, but may evolve in the future. The Looking
Forward algorithm is therefore designed for deployment on
both GPU and CPU architectures. The scope of the algorithm
is to reconstruct tracks traversing the whole LHCb detector
which are fundamental when triggering on interesting events
at LHCb. These tracks must be reconstructed by the algorithm
at a speed-level of few microseconds per event on a GPU
architecture, which is orders of magnitude faster compared
to the current state-of-the-art techniques which aim to a
reconstruction at the millisecond-level.

Il. CONTEXT

The Run 3 LHCb detector [5] is a single-arm spectrometer
optimised for the study of heavy flavour hadrons, primarily
instrumented in the pseudorapidity range 2 < n < 5. The
layout of LHCb’s tracking detectors and the corresponding
dipole magnetic field intensity profile are shown in Figure 1.
The tracking detectors consist of a silicon pixel vertex
locator (VELO), located around the original proton-proton
(pp) collisions region, the silicon-strip Upstream Tracker
(UT), located upstream of the magnet, and the Scintillating
Fibre tracker (FT or SciFi), located downstream of the
dipole magnet. The tracks in the VELO are used to
reconstruct the position of the pp collisions as well as to
discriminate between tracks originating in those collisions
from tracks originating in the decays of other long-lived
particles products. The UT and FT subdetectors are built from
quadruplets of stations, in which each quadruplet is arranged
in an x-u-v-x layout. The two x layers are oriented in the
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x-y plane with vertical silicon strips and fibres in UT and
FT, respectively. The u and v layers are oriented in the x-y
plane with strips (fibres) placed at £+5 degrees from vertical,
which allows the three-dimensional position of the track to be
reconstructed. The UT consists of one such quadruplet while
the FT consists of three, referred as T1-T3 or collectively as
the T-stations. In addition to tracking the LHCb detector is
instrumented with particle identification subdetectors, which
are not central to the algorithm presented in this paper.

1 VELO dros
=3 uT Upstream traclﬁ,-
[ Sci-Fi

" Long track

VELO track — 7 T track

0.0F A
—02f 4
—04F 1
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FIGURE 1. The geometric layout of LHCb's tracking system in the bending
plane (x-z), shown in a right-handed coordinate system with the z axis
running from left to right. The top panel shows the different tracking
detectors, described in the text, and the different track types
reconstructed by LHCb's pattern recognition algorithms. The bottom panel
shows the strength of the main component of LHCb's dipole magnetic
field, orthogonal to the bending plane, as a function of the z position. The
dipole magnet is located between the UT and T1-T3 stations in this
picture.

During Run 3 the LHC will provide up to 30 million
colliding bunch crossings (“‘events’) per second, each of
which will contain an average of five individual pp collisions
in nominal LHCb pp data-taking. This leads to an average
of around 60 charged particles which traverse the VELO
and the FT in each event. The LHCb trigger system reduces
the input data rate by a combination of selections, isolating
the events containing processes of interest by computing
high-level quantities of interest to physics analysis in real
time. This allows up to 90% of data to be discarded even for
selected bunch crossings [5]. The majority of LHCb’s physics
analyses concern the decays of hadrons containing beauty
or charm quarks. Because these hadrons have significant
lifetimes, they typically travel around 1 cm in the laboratory
frame before decaying. In addition, these hadrons produce
decay products which have significant momentum transverse
to the LHC beamline direction (pr). It is this combination of
displacement from the primary pp collision and significant
pt which allows the bulk of LHCb’s physics to be separated
from generic Quantum Chromodynamic (QCD) processes
occurring in LHC pp collisions. Of the track types shown in
Figure 1 mainly long tracks allow both displacement and pt to
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be precisely reconstructed, therefore, they form the backbone
of both physics analyses and real-time selections at LHCb.

There are two strategies for reconstructing long tracks
within the LHCb geometry. The first, known as ‘““forward”
tracking [7], begins by reconstructing tracks in the VELO
and subsequently extrapolates them through the UT and
magnet region to the T-stations. The second, known as
“matching” [8], independently reconstructs tracks in the
VELO and FT and subsequently matches them to each
other, while the UT hits are used to improve track fit
and help discriminating between correct and fake matches.
The Looking Forward algorithm described in this paper
follows the first strategy, but contains significant conceptual
and practical modifications compared to previous LHCb
forward algorithms [7], [9]. These techniques heavily rely
on sequentially handling the tracks and extrapolate them
inside the LHCb magnetic field. The superior method
presented in this paper reduces the algorithmic complexity by
handling in parallel the tracks and performing a simultaneous
extrapolation.

The LHCD real-time tracking challenge in Run 3 can be put
in a wider context by comparing it to the real-time tracking
of the general-purpose LHC detectors: ATLAS and CMS.
These aim to take data with around 60 pp collisions per
bunch crossing in Run 3 [10], [11], each of which produces
an average of around 15 charged particles in the detector
acceptance. However, their trigger systems are only allowing
to reconstruct tracks in real-time at around 100 kHz, once
interesting pp collisions have been selected using information
from calorimeters and muon detectors. These interesting
collisions contain a greater than average number of tracks per
event compared to LHCb [12], [13], nevertheless the overall
number of tracks which the Run 3 ATLAS and CMS real-
time systems have to reconstruct per second is around one
order of magnitude smaller than it is for LHCb. The ALICE
detector will reconstruct thousands [14] of charged particles
in lead-lead collisions at 50 kHz in Run 3, again several
factors smaller in terms of tracks per second than LHCb. The
comparison of the number of reconstructed tracks per second
for the four major experiments at the LHC is shown in Table 1.
The real-time reconstruction of tracks in the LHCb detector
is one of the biggest tracking challenges ever attempted in
high-energy physics.

The future high-luminosity upgrades of ATLAS [15] and
CMS [16] will operate real-time tracking at far higher rates
and multiplicities, as will a planned future upgrade [17] of
the LHCb detector. The study provided in this document will
provide an insight for the future tracking challenges.

IIl. REQUIREMENTS

The first stage of LHCDb’s real-time processing is imple-
mented [18] using A5000 NVIDIA GPUs hosted in up to
190 dual-socket servers with 32 physical cores and 512 GB
of RAM per socket based on the AMD EPYC architecture.
This processing pipeline is referred to as “HLT1” following
standard LHCb nomenclature. One GPU was deployed per
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TABLE 1. Comparison of the four major experiments at the LHC in terms
of instantaneous luminosity £, number of pp collisions per bunch
crossing or pile-up, the rate at which the track reconstruction is
performed and the number of reconstructed tracks per second.

pp collisions per bunch crossing.

\ LHCb ATLAS CMS ALICE
Llem™2s71] 2x10%  2x10%% 2x10%% 6 x 1077
pile-up 5 60 60 1
reconstruction rate 30 MHz 100 kHz 100 kHz 50 kHz
reconstructed tracks/s | 1800 M 90 M 90 M 10M

server during 2022 data-taking, increasing to two GPUs per
server for 2023 data-taking. The reconstruction algorithms
are implemented in the Allen [19] framework and run almost
entirely on the GPU, with the host CPU(s) responsible for
copying data to and from the GPU and a certain amount of
auxillary monitoring tasks. During 2022, the LHC provided
non-empty pp collisions at around 20 MHz which means each
GPU must be able to process around 105 kHz of data input
rate. In 2023, with a doubled number of GPUs and a LHC
input rate of 30 MHz, each GPU can handle up to 80 kHz of
data rate.

The track finding forms only one part of HLT1 employing
around 50 % of all available HLT1 resources. As we will show
later, the Looking Forward algorithm can typically use around
a20 % of the total resources for an HLT1 sequence which fits
into the overall budget.

The second stage of LHCb’s real-time processing,
“HLT2”, is implemented using around 3500 dual-socket
CPU servers [5] of varying generations and core counts,
primarily using Intel architectures. It is required to run at
around 500 Hz on an “‘average” server representative of the
overall data centre performance. LHCb’s physics analyses
use simulated events, which have been processed in the same
way as data, to correct for detector inefficiencies. Simulation
is processed exclusively using CPU servers. Therefore the
Looking Forward algorithm is optimised for execution on
GPUs but is required to compile for, and run on, CPU
architectures. It must be sufficiently fast when executed on
a CPU such that it can be deployed to simulate LHCb
events without an increase of the overall cost of simulation
production.

The algorithm is required (and tested) to be deterministic,
however strict bitwise reproducibility when running in a
different environment or on a different architecture is not
a design requirement. Such reproducibility is impossible
without emulators on parallel architectures in general,
including between different CPU generations or instruction
sets. However an emulator would clash with the earlier
requirement that the Looking Forward algorithm remains
computationally efficient when executed on a CPU. Strict
reproducibility is not necessary because LHCb reconstructs
its data only once, in real time. The selected data is
annotated with provenance information that describes the
objects which caused the real-time processing to keep it.
Since LHCb simulation does not perfectly agree with data,
the collaboration has a number of strategies [20], [21] for
calibrating data-simulation differences. These methods can
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be applied to correct for small differences in the Looking
Forward algorithm when executed on a CPU or on a GPU.
The differences in the results of the Looking Forward
algorithm when executed on a CPU or on a GPU must be
at the permille level or smaller. The difference is considered
negligible compared to other, typically percent level, data-
simulation differences [20], [21] in LHCDb’s tracking.

In order to satisfy LHCb’s physics requirements the
Looking Forward algorithm is required to have an efficiency
which is as close as possible to the forward tracking which
runs, under much more relaxed computational constraints,
in HLT2. In particular, performance for tracks with pt >
500 MeV and tracks produced in the decays of beauty
hadrons are required to be within a few percent different
from what is achieved in HLT2. The algorithm is required
to be configurable such that physics performance can be
smoothly traded off against computational complexity, and to
be robust against inefficiencies in the detector itself. As the
UT subdetector was not installed in time for the 2022 data-
taking, the changes to the Looking Forward algorithm to
deal with its absence, which are documented in this paper,
represent a stress test of the robustness requirement.

IV. BENCHMARKING SETUP

High energy physics experiments have traditionally bench-
marked algorithmic performance in terms of wall clock time,
i.e. how many seconds a given algorithm takes to process an
average bunch crossing on a reference computing node. This
metric can be suitable for serial algorithms, but is inherently
flawed when benchmarking highly parallel architectures.
In such a regime the correlation between a given algorithm’s
reported resource usage and the overall sequence throughput
is weak at best. For these reasons our primary computational
benchmarking metric is the overall throughput of the nominal
LHCb HLT1 sequence. We additionally cite the GPU
resource usage of Looking Forward, as reported by the
NVIDIA Nsight Compute profiling tool, and compare it to
other parts of the HLT1 sequence.

Computational benchmarking is carried out using a
dedicated testbench server hosting a range of NVIDIA GPU
cards, as well as a dual-socket server equipped with AMD
EPYC 7502 CPUs. The specifics of the hardware are detailed
in Table 2.

Throughput is measured on samples of simulated ‘“min-
imum bias” events produced with the full LHCb detector
simulation under nominal Run 3 conditions. Throughput is
benchmarked as a function of the number of pp collisions
in the event to study the scalability of the Looking Forward
algorithm in different running conditions.

Physics benchmarking is carried out using full LHCb
detector simulation under Run 3 conditions. The basic
performance metrics are described in [22] and recapitulated
here for convenience. Reconstructed tracks are matched
to ground truth information in the simulated samples to
determine whether they represent a genuine charged particle
trajectory. It is required that more than 70% of detector hits
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TABLE 2. GPU and CPU hardware used to benchmark the HLT1
throughput. A comparison is presented for three NVIDIA graphic cards
(GeForce RTX 3090, RTX A5000 and GeForce RTX 2080 Ti) and an AMD
EPYC 7502 CPU. The number of cores, the maximum frequency, the cache,
the dynamic random-access memory (DRAM) and the thermal design
power (TDP) are shown.

Unit #cores | Max freq. | Cache DRAM TbP

[GHz] [MiB - L2] | [GiB] (W]
%1;(050030 10496 | 1.69 6 éﬁ)DRﬁX 320
RTX A5000 8192 1.69 6 ?;)DRG 230
E%f?i%cso o || 4332 1.54 6 é}lDDRG 250
EPYCTS0Z ||, 335 183 | L, | 180

on a reconstructed track and a ground truth particle match
in order to consider that particle correctly reconstructed. The
algorithm’s efficiency to correctly reconstruct particles is
measured with respect to “‘reconstructible’ charged particles
which leave a minimal number of hits in the tracking detectors
(VELO, UT, FT). The fake rate is defined as the fraction
of reconstructed tracks which are not matched to a ground
truth particle. The efficiency and fake rate are benchmarked
as a function of kinematic and geometric properties of the
particles. The resolution on the reconstructed track momenta
and the resolution on the track slopes are also reported. The
performance of the algorithm for CPU and GPU architectures
is compared by processing the same set of simulated events on
each architecture and comparing the reconstructed quantities
of interest on a track-by-track basis between the two.

V. PROPAGATION OF TRACKS IN LHCB’'S MAGNETIC
FIELD

In order to accurately reconstruct charged particle trajectories
it is essential to have an accurate model of their bending in the
experiment’s magnetic field. The general equation of motion
of a charged particle with momentum p, charge ¢ and velocity
¥ in a magnetic field B is

dp

de
which leads to the following equations in the three dimen-
sions considering the momentum components py, py, and p;:

gV x B,

dpy

dz = CI(tsz - By)v

dp

o = 4Bx — 1By,
v4

dp,

d_Z = C]([xBy - tyBx).

d
Here t, = py/p; = g—)zc and ty = py/p; = g are the track
slopes.
The two differential equation for the tracks slopes in the
x-z and y-z planes respectively are

dee ¢ 2
d—;‘ = [;,/1 + 12 + 12(tetyBy — (1 4 17)By + 1,By),
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dr
d_zy _ g J1412 4+ 12((1 + 2By — 1ctyBy — 1:B.).

The LHCb magnetic field has been mapped [23], [24] in
a series of dedicated measurement campaigns. Its dominant
component is By, so that tracks traversing the magnet are
deviated almost entirely in x, with deviations in y being
smaller than the detector resolution in most cases. Assuming
therefore that B, ~ 0, B, ~ 0 then for small |z;| and |#,| the
earlier equations can be approximated keeping only the first
order terms, leading to

d>x ¢

— = X~ —gBy,
dz z p
dy 1

Y _ b 0.

dzz2 2

The y-z equation results in a simple linear model,

¥(z) = yo + (2 — 20),

where yy is the y coordinate at a given reference position zg.
For the x-z track projection, the By dependence on z can be
parameterised at first order as

By(2) ~ By + B1(z — z0)

in the magnetic field tails within the FT acceptance, assuming
a linear decrease of the absolute value of the By, component
along the z direction. This in turn leads to the following
dependence of the track’s x position as a function of z, within
the FT acceptance

x(2) = x0 + (2 — 20)

+ 5 Bole = )1+ dRatioz — ), (1)
where xo is the coordinate at a reference position zg and
the quantity dRatio = 3%0 is roughly constant in the region
where the tracks are extrapolated. This parameterization
avoids the slowdowns due to real-time usage of the LHCb
magnetic field maps, such as memory access, copying to
GPU, GPU memory size consumption, ...by keeping the
precision required by the HLT1 reconstruction.

The track fit model within the FT acceptance region
depends linearly on five adjustable parameters: two related
to the y-z projection, yo and ¢, and three related to the x-z

projection, xg, t, and Bo%, similarly as what is in [25].

VI. ALGORITHM LOGIC
The Looking Forward algorithm begins with tracks which
have been reconstructed by the search by triplet [26]
algorithm in the VELO and the CompassUT [27] algorithm
in the UT. The track state used to define the parameters in
Equation (1) is calculated at the downstream end of the UT
detector.

The Looking Forward algorithm is composed of four main
steps:

1) Defining the search windows opening: search win-

dows tolerances are evaluated in each SciFi layer
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extrapolating the input VELO-UT tracks to reduce the
number of hit combinations;
2) Triplet seeding: triplet of hits are combined using the
x-layers information;
3) Extending triplets to other layers: triplets are
extended to the other layers and a track fit is performed;
4) Quality filter: candidates are filtered and selected
thanks to a track quality factor based on the
fit x2.
After these four steps, the calculation of the momentum of the
particle and evaluation of the track states are performed. The
overall methodology is summarised in the diagram shown in
Figure 2.

VELO ut SciFi
Search by‘fiple‘} »‘ CompassUT }» LookingForwardJ »

_ T
_—— T
_— T

Search Triplet L> Triplet : . |_> Momentum
{ windows } l—> { seeding ] extension Quaitiyfiltse evaluation

FIGURE 2. Diagram of the long track reconstruction at the first high-level
trigger at LHCb. Tracks are reconstructed before the magnet by the search
by triplet [26] and CompassUT [27] algorithms, respectively in the VELO
and UT detectors. They are then extrapolated to SciFi detector with the
Looking Forward algorithm, which is divided into four reconstruction
steps culminated by a momentum evaluation step.

A. DEFINING THE SEARCH WINDOWS

Defining the search windows in the FT is a necessary step
to reduce the number of hit combinations. Each SciFi layer
contains an average number of hits of np;; ~ 400 which
are combined into triplets, reaching a maximum number of
combinatorics of npjs X npirs X npjrs multiplied by the number
of input tracks. In order to reduce the algorithm complexity,
search windows are defined in each SciFi layer using the input
track information.

The track’s slope in the non-bending plane is assumed
constant, t;'elo = t_‘lf T. The t, information defines whether
the particle is traveling in upper or lower half of the FT,
since tracks emerging from the VELO are unlikely to cross
both halves of the FT. This allows one half of the FT hits
to be removed from consideration, immediately reducing the
computational burden.

A fast momentum estimation is the so-called pt-kick
method [28], [29]. The effect of the magnetic field between
two detectors is parametrised as an instantaneous kick to
the momentum vector at the center of the magnet, Zpending,
as illustrated in Figure 3. The momentum kick, Ap is defined
as

Aﬁ:q-/dixé,

with an integral of B the magnetic field along the path
followed by the track.

Since, as discussed earlier, the bending can be assumed to
occur only in the x plane with B, ~ 0, B; ~ 0 and for small
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FIGURE 3. An illustration of the p;-kick method [29].

|z | and [ty], this simplifies to
q 1
P q-[ldlx Bl
t Iy i
x( LA o ), @)
Ji+, 42, i+ 42,

A

with 1, ; (txs) and ty; (¢, ) respectively the x and y initial
(final) slopes of the track’s segments. In this way, it is
sufficient to know the initial and final track slopes to have
an estimate of the particle’s momentum. Alternatively, given
a VELO-UT track and an assumed momentum, the pr-kick
method can be used to define search windows in the FT and
further reduce the number of hits considered for a specific
input track. The values of m are stored in a lookup
table and used by the Looking Forward algorithm for fast
processing.

The extrapolated center of the search windows for each
VELO-UT track is defined in every FT layer i as xémap,
yéxtrap, and is calculated by extrapolating the track from the z-
position of the center of the magnet with the pr-kick method.
The size of the search windows in the x layers is defined as:

left
Xmin = Xextrap — Xtol — Xa5ym

right
Xmax = Xextrap 1 Xtol + Xasym
with [Xmin, Xmax] the search window region in X, Xy the
. . left/right S
window size or tolerance factor, and xasym -~ a magnetic field
asymmetry factor. The xo) factor defines the search window

size as:
2000 GeV/c
+ -

p

as a function of the particle’s momentum p. The last term,
xﬁ%‘gm, takes into account the fact that the magnetic field
is not a pure dipole, but is affected by fringe effects mainly

away from its center. It is defined as:

Xtol = 150 mm

left 100 mm, ifg=+1&MUOR g=—1& MD
aym =1 0 mm, otherwise
right 100 mm, ifg=-1&MUORg¢g=+1&MD
am 0 mm, otherwise
3)

VOLUME 12, 2024

depending on the charge of the particle ¢ and the polarity of
the magnet (MU or MD).

The center of the search window in the u and v layers
is defined by extrapolating the track as a straight line from
the neighbouring x layer. This extrapolation is corrected by
a *sin5° factor of the u and v layer, while a tolerance of
4800 mm around the center defines the search window for
the hits.

The maximum number of hits allowed in the search
window for any single layer is defined to be n}‘;"iitf;dow, whose
values depending on the sequence is reported in Table 3. This
limit constraints the number of combinations passed to the
next stage and consequently the memory consumption of the
algorithm. If there are more than nmrs‘dow hits in a given search
window, the hits kept are chosen symmetrically around the
center of the window.

B. TRIPLET SEEDING

Once the search windows have been defined, the pattern
recognition begins by forming triplets of hits (hg, k1, h2) from
the x layers. Two configurations of layers are used for this
search: either the first layer of each T-station or the last layer
of each T-station. First, all possible hit doublets are formed
for each VELO-UT track from the first and last station (%,
hy). Two conditions are used to filter doublet candidates:

1) Ifthe VELO-UT input track has momentum < 5 GeV/c,
the bending of track from the VELO to the UT is
required to be in the same direction as the bending of
the track from the VELO to the FT doublet;

2) A maximal tolerance in the x-opening at the z position
of the magnet Zpending is defined as a function of the
momentum pY1°UT of the VELO-UT track and on the
doublet’s slope ¢3°UPet It varies from 8 to 40 mm.
The difference in the straight line extrapolation of the
VELO-UT track and the FT doublet to the center of the
magnet is required to be smaller than this tolerance.

The filtered doublets are upgraded to triplets by adding the
hit in the corresponding second T-station using a straight line
extrapolation corrected by

d § -
xTxPeCte =z - t)gho hy) + (xo — I)Eho hy) | 20) - le ,
where fop ected i< the extrapolated x-position of the £ hit, z;

and x; are the z- and x-positions of the respective hits, tﬁho_hZ)

is the slope in the bending plane between the hg and A hits
and K, is a sagitta-like correction factor.

Because of the residual magnetic field in the T-stations the
value of K, is different depending on whether the first or
last T-station layers are being used: K)film = 1.00177513 and
K1 =1.00142634.

expected .

The hit with x-value closest to x; is added to form the
triplet candidate if the Xt%ip]et = (xilit — )cf'xloemd)2 < Thiplets

where Tiiplet 1S a tolerance reported in Table 3. The maximum

number of selected triplets is a configurable parameter.

A parameter scan shows that the optimal number in current
track

LHCb data-taking conditions is Miriplets = 12 triplets per
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VeloUT track. If the maximum number is exceeded, the
12 candidates with the smallest xéplet are selected.

C. EXTENDING TRIPLETS TO OTHER LAYERS
Triplets are extended to the remaining FT layers in order to
form full track candidates. A track candidate must contain
at least 9 hits, with at least one hit in the u or v layers
per T-station. This threshold is chosen to keep the fake rate
manageable.

The extrapolation is performed using Equation 1. Tracklets
are first extended to the three missing x layers, computing the
expected x-position of the hit in layer i:

3P () = ay + 1, - dzi + e - dz - (1 + dRatio - dz))
@

where the values of a,.t,c, and dRatio are evaluated using
the position information from the triplet hits. The effect of
the magnetic field is parametarized [29] as a function of dz; =
zi — ZF, the difference between the z-position of the i layer
and a reference plane at 7' = 8520 mm. For each x-layer i,
the hit with x-value closest to x®*P*td js added to the triplet if
Xf,. = ()cl!1it — )c?XpeC[ed)2 < T, where the T, tolerance factors
are reported in Table 3.

Each tracklet candidate is then extended looking for hits
in the u and v layers, where Equation 4 is corrected for the
= sin 5° angle of those layers. Hits are again added according
to a x 2 tolerance listed in Table 3. However for the u and v
layers the tolerance is a function of the track’s slopes in order
to allow more generous windows for more peripheral tracks
in both x and y.

TABLE 3. Parameters and tolerances used in the forward reconstruction.
The tolerance relative to the y-position Ty has a much larger value
compared to the x-position due to the fact that the information only
comes from the u and v layers and therefore has a poorer resolution. Tty
represents the y-z slope difference tolerance when performing the mean
squared fit in the y direction. The maximum number of hits per search
window and triplets considered for the same input tracks are also
reported.

parameters | Forward Forward no-UT
ﬂriplet 8.0 2.0

Tx 2.0 0.5

Tuw 50 (ty +ty) 15 -(ts +ty)
T, 0.02 0.003

Ty 800 800

Tg 0.5 0.5

npindow 1737 64

Niriglers | 12 20

D. QUALITY FILTER
The reconstructed tracks are filtered in order to reduce the
fake rate. First, a linear least square fit in the y-direction is

performed on the candidates evaluating the tyeXpeCted slope and
)? based on the expected and

X2 value X)?l- _ (y?it i y;expected

measured y-positions of the u and v hits. The difference in
the measured and expected slopes in the non-bending plane
is required to be less than a tolerance T;, whose value is given
in Table 3.
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The total x and y quality factors are determined as:

Nx hits X2 Nuyy nits X2
X; MVj
Qx = Z T_l + T
= " j=0 "%
Ny hits 2
_ Xyi 5
Oy = =t )
—~ Ty
i=0

Here szi and vai are the x2 values evaluated previously for
each respective hit normalized by their tolerances 7 and 7,
while X}%»fit is the y-fit x2 normalized to its tolerance Ty.

Each track is assigned an overall quality factor

Qx Qy

0= (nDoFx + nDoFy) + C(nhits), (6)
where nDoF',_y is the number of fit degrees of freedom in the
x and y directions and C(npjs) is a multiplicative parameter
dependent on the number of hits on the track candidate. The
values of C(npijts) are reported in Table 4 and favor tracks
made out of a greater number of hits. The number of degrees
of freedom nDoF, when performing the fit in the x-z plane
is nDoF, = n%% — 3 as only information from the three
x-layers is used. In the y-z plane, nDoF, = ny; . — 2 as only
two uv-hits are used for the linear fit.

Track candidates are accepted as reconstructed if their
quality factor is lower than the tolerance Ty given in Table 3.
If more than one candidate is found for a given VELO-UT
track, the one with lowest value of Ty is kept.

TABLE 4. Values of the multiplicative parameter C(nyjs) as a function of
the number of hits on the track candidate.

Thits C(nhm) value
9 5.0
10 1.0
11 0.8
12 0.5

E. NO-UT TUNING

The fact that the UT tracker was not installed in time for the
2022 data-taking required the forward tracking to be retuned
to extrapolate tracks directly from the VELO to the FT. Since
VELO tracks do not have a charge or momentum estimate,
their search windows must be double-sided and significantly
wider than those of the VELO-UT tracks.

The VELO input tracks are extrapolated as a straight line
directly to the various FT layers. As the tracks momenta
are unknown, they are set to a minimum value (maximum
allowed curvature) which is a tunable parameter of the
algorithm. The baseline no-UT thresholds are either a
momentum of 5 GeV or a transverse momentum of 1 GeV.
This transverse momentum threshold is converted into a
momentum threshold using the VELO track slopes, and the
tighter of the two momentum thresholds is used to determine
the search window. The VELO track ¢, slope is still used to
determine which half of the FT, lower or upper, is used when
extending the track to the various layers. Figure 4 shows a
scheme of the search window strategy.
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FIGURE 4. Scheme of the search window strategy for the forward tracking
in the absence of the UT. A small overlap of 1 cm is allowed between the
two windows to account for very high momentum tracks, which are
expected to travel in a straight line.

The tolerance of the search window is evaluated with the
following polynomial approximation [30]

1
Xiol = Vel |:€0 + teer + eaty) + 17(c3 + ti(ca + c5ty)

1 1

+ pvm(cﬁlx + C7}m):| )
where pVel° is the assumed VELO track momentum, c; are
the coefficients defined in Table 5, and #, and #, are the
slopes in the x-z and y-z plane of the VELO input track. The
polynomial approximation is used to determine a curvature
correction assuming a minimum momentum. It is applied
instead of the more common Runge-Kutta method [31],
which provides a higher precision but is too computationally
demanding for our requirements.

TABLE 5. Polynomial coefficients tuned on simulation [30] approximating
the curvature of a VELO track with an assumed minimum momentum.

<o C1 Cc2 C3
4824.3 426.3 7071.1  12080.4
C4 C5 C6 cr
14077.8  13909.3 93153  3209.5

The double-sided x-layer search windows are defined as

xrl;frf: T= Xextrap — Xtols
xﬁg{ T= Xextrap 1 Xoverlap;
xrlri’égHT = Xextrap — Xoverlap;
xrlrella('jHT = Xextrap T Xtol- ®)

Here Xextrap is the VELO track’s straight line extrapolation
x-position in the layer, xi, the window tolerance defined in
Equation 7, and Xoverlap = 5 mm is an overlap factor between
the two windows. The overlap is necessary in order to ensure
that hits on very high momentum tracks are considered for
both charge assumptions, minimizing inefficiencies in these
cases.

The u and v layer search windows are computed analo-
gously to Equation 8, with a tolerance of xio; = 1200 mm.
The extrapolation to these layers is similarly analogous to the
case where UT information is used.

The tunable parameters reported in Table 3 are optimised
for no-UT configuration. The limit of hits for each search

window

window is set to njc = 64 hits, symmetrically around
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the center of each window. It is double that of the forward
tracking with the UT because of the much larger search
windows. In order to compensate the higher number of
combinations, tighter X2 thresholds are defined in the next
section to handle the fake rate.

The triplet seeding is analogous to the algorithm which
uses UT information, with the combinations performed
separately for each charge assumption. The x tolerance at the
z position of the magnet is fixed to 10 mm in the baseline
no-UT tuning since the algorithm is primarily searching for
higher momentum tracks which bend less. The maximum
number of selected triplets is increased to ngf‘glléts =
20 because of the wider search windows. From this point on
the algorithm follows the same steps as for the case with UT
information, with generally tighter x 2 tolerance requirements
which improve the computational performance and reduce
the fake rate. The charge and the momentum evaluations
are performed with the pr-kick method, as explained in the
following.

F. CALCULATION OF MOMENTUM AND TRACK STATES

The evaluation of the track momentum is obtained using
the Equation (2). Here the term associated to the integrated
magnetic field along the track trajectory is parameterised
according to a fourth order polynomial expansion as a
function of dSlope = ¢fT — ¢Y¢l° the measured variation of

the track slope in the bending plane. The value of | B xdL
is evaluated with a dedicated parameterisation of fourth order
; ; = 7 Velo ,Velo
polynomial expansion f B xdL =F(™° 1,77, dSlope),
where the coefficients of the polynomial function F
depend on a given track’s entry slope direction in the

field:

X

4
F(ty%, 1Y%, dSlope) = z cidSlope’ ©))
i=0

In order to determine c;—o,1,2,3,4 as a function of t;/ ey“’, aset

of toy tracks are generated. These toy tracks equi-populate
the acceptance of tX ‘;10, and have a flat g/p spectrum in each
region of tX i,lo. Each parameter c¢; is fitted with dedicated two
dimensional polynomials ¢; = >, ci™ (ryeloy 1yelo "
The expansion is done up to a seventh degree (k + m <
6) to ensure a full LHCb acceptance coverage for the
parameterisation. The composition of polynomials are done
to ensure the B field symmetries are respected selecting only
even/odd combinations of m, k. The fits to the parameters c;

are shown in Figure 5.

C

VIl. PERFORMANCE

The algorithm is developed and optimised to achieve a
tracking efficiency for long tracks with momentum above
5 GeV and pr above 1 GeV around 90 % by keeping the
overall HLT1 throughput budget per GPU card higher than
105 kHz. The throughput of the HLT1 sequence is evaluated
using a sample of simulated minimum bias pp collisions
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value
CZ

value
[9

FIGURE 5. Fits determining the fourth order expansion polynomial terms
for ¢;. The c; values from the polynomial expansion allow to parameterise
the q/p of tracks given their entry slope in the dipole magnet and the
observed change in slope after traversing the dipole magnet region.

which represent the collisions and detector response in real
data. It is shown in Figure 6 for both GPU and CPU
architectures, as well as the breakdown of this throughput
among algorithms. The measured throughput of the HLT1
sequence on a NVIDIA A5000 GPU card is 130 kHz and
around six times higher than on AMD EPYC CPU servers.
The Looking Forward algorithm employs around 20 %
of the total HLT1 sequence, running at a throughput of
650 kHz. Within the forward tracking sequence, the largest
time fraction is occupied by the triplet seeding step employing
a 70 % fraction of the whole algorithm.

The forward tracking algorithm optimised on a multi-core
CPU and employed by LHCb at the HLT2 stage achieves
a higher efficiency of around 95 %, however, running with
a throughput of 10 kHz per CPU node [32]. The superior
parallelization of the Looking Forward algorithm allows the
reconstruction of tracks with a speed almost 60 times larger
compared to the alternative version optimised for CPUs,
accepting a minor loss in physics efficiency [33].

Physics performance is evaluated on a standard sample
of simulated B — ¢(K+K ™ )¢(K+K™) decays, which has
historically been the decay mode of choice for benchmarking
the performance of LHCb tracking algorithms. The efficiency
for tracks produced in the decays of beauty hadrons, as well
as the fake rate, is shown in Figure 7 as a function of
particle transverse momentum, Figure 8 as a function of
particle momentum and in Figure 9 as a function of particle
pseudorapidity. The efficiency plateaus is above 90% at
high transverse momenta or momenta when integrated in the
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NVIDIA GeForce RTX 3090 (GPU)
NVIDIA RTX A5000 (GPU)
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FIGURE 6. The throughput of the reference HLT1 sequence for three
different NVIDIA GPU cards and a dual-socket AMD EPYC 7502 CPU server.
The breakdown of the HLT1 throughput is shown among the algorithms in
the sequence including reconstruction, selection and decoding of the
detectors information algorithms. The timing fraction of the substeps of
the forward tracking are shown in blue ordered by their execution time.
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FIGURE 7. The efficiency and fake rate of the Looking Forward algorithm
as tuned for the reference HLT1 sequence, plotted as a function of
particle py. The different components are described in the figure legend.
The distribution of reconstructible charged particles, normalised to unit
area, is shown as a shaded histogram to give an idea of the relative
physics importance of different kinematic regions.

pseudorapidity range 2 < n < 5. Except at the edges of
the algoright acceptance, the fake rate is generally flat as a
function of both pseudorapidity, transverse momentum and
momentum.
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FIGURE 8. The efficiency and fake rate of the Looking Forward algorithm
as tuned for the reference HLT1 sequence, plotted as a function of
particle momentum. The different components are described in the figure
legend. The distribution of reconstructible charged particles, normalised
to unit area, is shown as a shaded histogram to give an idea of the
relative physics importance of different kinematic regions.
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FIGURE 9. The efficiency and fake rate of the Looking Forward algorithm
as tuned for the reference HLT1 sequence, plotted as a function of
particle pseudorapidity. The different components are described in the
figure legend. The distribution of reconstructible charged particles,
normalised to unit area, is shown as a shaded histogram to give an idea
of the relative physics importance of different kinematic regions.

The resolution on track momenta and track slopes is shown
in Figure 10 as a function of particle momentum. Resolutions
below 1% for both momentum and track slopes are achieved
for the great majority of tracks.

The efficiency and throughput results are shown for
different nm‘;dow values in Figure 11. The throughput
increases as nmzdow and the search window size decreases,
as less hit combinations are computed, while the total
tracking efficiency decreases. If more hit combinations are
allowed, enlarging the search window and n}"l‘;itrs‘dow, the
efficiency increases however it reaches a plateau above
nl‘fiigd"w = 64 as the algorithm does not achieve the precision
required to select the right track candidate among many
combinations. The working point of nl"lviit‘;dow = 32 is
chosen to the reference as it optimises both efficiency and
throughput.

The scalability of this reference configuration is tested
by measuring the efficiency and fake rate as a function of
the number of pp collisions in a simulated event, as shown

in Figure 12. While efficiency degrades, and the fake rate
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FIGURE 10. The momentum and track slope at the last SciFi detector
layer resolutions of the Looking Forward algorithm as tuned for the
reference HLT1 sequence, plotted as a function of particle p. The different
components are described in the figure legend.
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FIGURE 11. The efficiency and throughput results for different "m’;dow

number of hits in the search window values. The nindoW yariable is
proportional to the search window size. The efficiency is evaluated for
tracks with momentum above 5 GeV and p; above 1 GeV and the
throughput is measured on a RTX A5000 GPU card using the reference
HLT1 sequence.

increases, with an increasing number of collisions, this
deterioration is gradual and limited in absolute size. In order
to benchmark throughput in the same way, dedicated samples
of events containing a specific number of pp collisions are
created from standard LHCb simulation samples. The results
are shown in Figure 13. The throughput decreases gradually
as function of the number of pp collisions, as the number of
tracks to be reconstructed in an event increases as a function
of it.

We have profiled the forward subsequence of algorithms
with the Nsight Compute profiler. The subsequence is
dominated by triplet seeding, consisting in 74% of the
subsequence. Triplet seeding has an arithmetic intensity
of 29.78, making it compute bound. We observe a low
GPU compute throughput of 33%. The reason behind this
inefficiency are stalls in the gangs of threads (warps)
scheduled by the CUDA scheduler and can be solved issuing
more warps in the kernel call. We are implicitly solving this
by running several streams concurrently, which cannot be
detected unfortunately by Nsight Compute, as it runs kernels
in isolation.

114207



IEEE Access

A. Bailly-Reyre et al.: Looking Forward: A High-Throughput Track Following Algorithm for Parallel Architectures

g f I y
=

2 oo . T

< 0‘8 — +_§_,—o—._._. -

— L —— -

=, - —'—'—0—:-*—.-4}-.+ .
5

s 0.6 : . ]

0 C LHCb Simulation ]
13

st B, =0 ]

= [ S ]

o 04r § efficiency E

i § fake rate ]

02 # of PVs distribution ]

L P

ol W . h

0 5 10 15

# of PVs

FIGURE 12. The efficiency and fake rate of the Looking Forward algorithm
as tuned for the reference HLT1 sequence, plotted as a function of the
number of pp collisions in the event. The different components are
described in the figure legend.
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FIGURE 13. The throughput of the reference HLT1 sequence on the RTX
A5000 card as a function of the number of pp collisions in the event.

Out of the three parameters that impact occupancy, block
size and shared memory are reportedly already optimized for
this architecture. However, an area of possible improvement
is register utilization, which limits the occupancy of warps to
70% of what would be theoretically achievable on the A5000
Streaming Multiprocessors. Our kernel requires 72 registers
currently, and we are considering reformulations of its critical
sections to improve it.

Memory access patterns do not seem to be an issue. We are
loading hits in a coalesced manner onto shared memory, and
we save tracks upon request by every thread. Triplet seeding
only requires fp16 precision for arithmetic, and thus we use
fp16 to reduce shared memory utilization in this kernel. As hit
data comes in fp32, this results in higher memory pressure
than required. If fp16 were reused across other algorithms,
it would be sensible to store hit data in fp16 in addition to
fp32, however as it stands only triplet seeding can benefit
from fp16 and so it is better to pay the arithmetic price once
in a non-memory bound kernel. Using fp16 allows us to use
hal £-2 vectorized instructions on the GPU, processing two
combinations at a time and leading to an efficient formulation
that maximizes throughput.

The compatibility of physics results on GPU and CPU
architectures is investigated by comparing the momentum
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and slopes of reconstructed tracks and is shown in Figure 14
for the reference tuning. The momentum relative difference
is below 0.3 % for a wide range of momenta while the track
slopes differences around 0.01 %, matching the per-mille
level agreement required, as mentioned in the introduction.
The compatibility is found to be insensitive to the specific
algorithm tuning and to whether UT information is used or
not.
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FIGURE 14. The relative difference between track parameters
reconstructed on the A5000 GPU and EPYC 7502 CPU architectures,
normalised to the results on the GPU architecture. Around 0.3% of tracks
are found on only one architecture and are discarded for this comparison.
The different parameters which are compared are described in the figure
legend.

The 2022-2023 LHCb data-taking provided an inadvertent
test of the Looking Forward algorithm’s robustness because
the UT detector could not be installed in time to participate.
It was therefore necessary to reoptimize the algorithm to
function without UT information, by extrapolating directly
from the VELO to the FT as described in the previous section.
This logic is analogous to that of the original LHCb forward
tracking, used for data-taking from 2009 to 2012, which
also extrapolated directly from the VELO to the stations
downstream of the magnet. It was however thought [34]
that such an approach would be impossible for HLTI
under Run 3 conditions because of the much greater event
rate and number of pp collisions per event. Nevertheless
it is proved possible [35] to use the algorithm’s tunable
parameters to achieve an overall throughput of ~130 kHz
for the HLT1 sequence as a whole, thus validating its
fundamental robustness. The Looking Forward ‘“‘no-UT”
employs around 40 % of the HLT1 throughput, twice the
amount of the nominal algorithm as more hit combinations
are computed due to the lack of the UT information. The
physics performance of a “no-UT”” Looking Forward tuning
is compared to that of the reference tuning in Figure 16 as
function of momentum and in Figure 15 as a function of pr.
The fake rate roughly triples for the same efficiency, which
is expected since the UT hits are essential in discriminating
between correct and false matches of VELO and FT track
segments. Nevertheless the fake rate remains below 15% for
most tracks. The momentum and track slopes resolutions are
shown in Figure 17 which can be compared to Figure 10 and
shows only a modest degradation.
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FIGURE 15. The efficiency and fake rate plotted as a function of particle
pr for the with-UT and no-UT Looking Forward configurations. The
different algorithms are described in the figure legend. The distribution of
reconstructible charged particles, normalised to unit area, is shown as a
shaded histogram to give an idea of the relative physics importance of
different kinematic regions.
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FIGURE 16. The efficiency and fake rate plotted as a function of particle
momentum for the with-UT and no-UT Looking Forward configurations.
The different algorithms are described in the figure legend. The
distribution of reconstructible charged particles, normalised to unit area,
is shown as a shaded histogram to give an idea of the relative physics
importance of different kinematic regions.

g C T T T T T ]
=14f —+
2 12F S =
= o . ]
S 1F —.— . .
4 F —— LHCb Simulation
= 0.8 e—r—— Forward no UT -
2 F Bi—>60 ]
g 0.6 § presolution =
= E—e— ¢ tx resolution 3
5048, 4ty resolution E
S0k —— p distribution | 3
s = =
oL P T s - = O [V 8

0 20 40 60 80 100

p [MeV]

FIGURE 17. The momentum and track slope at the last SciFi detector
layer resolutions of the Looking Forward algorithm as tuned for the no-UT
HLT1 sequence, plotted as a function of particle p. The different
components are described in the figure legend.

To exploit the second GPU card installed by LHCb in
2023, tradeoffs between computational cost and physics
performance are studied in HLT1 by implementing a best long
track reconstruction similarly on how tracks are reconstructed
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in HLT2 [8]. This algorithm first reconstruct tracks with
the Looking Forward method, then flags all the unused hits
in the detector and finally reconstruct with SciFi seeding
and matching GPU-optimised strategy [36]. As shown in
Figure 18, the seeding and matching method performs
better at lower momenta while the forward one at higher
momenta. The best long track reconstruction tries to exploit
the advantages of both approaches.
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FIGURE 18. The efficiency and fake rate plotted as a function of particle
momentum for the forward and seeding & matching configurations. The
different algorithms are described in the figure legend. The distribution of
reconstructible charged particles, normalised to unit area, is shown as a
shaded histogram to give an idea of the relative physics importance of
different kinematic regions.
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FIGURE 19. The efficiency and fake rate plotted as a function of
momentum of particles for the forward and best long track
reconstruction in HLT1 and HLT2. The different algorithms are described
in the figure legend. The distribution of reconstructible charged particles,
normalised to unit area, is shown as a shaded histogram to give an idea
of the relative physics importance of different kinematic regions.

The overall HLT1 sequence throughput is reduced by
around 30 % reaching 90 kHz, with all the additional resource
usage allocated to the long track reconstruction. This is an
extreme scenario and not necessarily representative of how
the collaboration will use its resources, but rather provides
an upper bound on these tradeoffs. Figure 19 shows the
efficiency and fake rate as a function of particle momentum,
comparing the Looking Forward algorithm with the best
long track reconstruction configurations implemented in
HLT1 and HLT2. The best long track sequence improves
the tracking efficiency of the HLT1 reconstruction at low
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momentum. The long tracking efficiency of HLT2 remains
higher as lower momentum requirements are applied when
performing the reconstruction and a full Kalman filter is
exploited to improve the track resolution.

VIil. PROSPECTS AND CONCLUSION

We have presented Looking Forward, a new algorithm
exploiting the track following approach and optimised on
parallel GPU architectures. We developed the algorithm in
order to maximise the throughput while achieving the best
physics performance.

The method extrapolates tracks reconstructed before the
LHCb dipole magnet to SciFi tracker after the magnet. The
algorithm parellalises the search for hits in SciFi detector over
the input tracks. The hits found in this way are combined
in parallel to form candidate tracklets, which are then
combined to the input tracks. The method achieves a 90 %
tracking efficiency across a large spectrum of momenta and a
momentum resolution below 1 %. The measured throughput
on a A5000 card is ~130 kHz.

The algorithm features tunable parameters which can be
adapted on the physics requirements. The absence of the UT
subdetector during the 2022 data-taking provided a stress test
to the algorithm which was adapted to handle the missing
information. The method in such configuration maintains the
physics and computational performances in a sub-range of
tracks with momentum greater than 5 GeV/c and transverse
momentum greater than 1 GeVic.

The algorithm was included and commissioned during
the 2022 LHCb data-taking, and planned to be used in
production in the coming years. We will continue exploring
techniques to obtain better performances in the current and
upcoming hardware generations.
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