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Background: The established GAseous Detector with GErmanium Tagging (GADGET) de-
tection system is used to measure weak, low-energy [-delayed proton decays. It consists of the
gaseous Proton Detector equipped with a MICROMEGAS (MM) readout to detect protons and
other charged particles calorimetrically, surrounded by the Segmented Germanium Array (SeGA)
for high-resolution detection of prompt ~-rays.

Purpose: To upgrade GADGET’s Proton Detector to operate as a compact Time Projection
Chamber (TPC) for the detection, 3D imaging and identification of low-energy [-delayed single-
and multi-particle emissions mainly of interest to astrophysical studies.

Method: A new high granularity MM board with 1024 pads has been designed, fabricated, in-
stalled and tested. A high-density data acquisition system based on Generic Electronics for TPCs
(GET) has been installed and optimized to record and process the gas avalanche signals collected
on the readout pads. The TPC’s performance has been tested using a 2*°Rn a-particle source and
cosmic-ray muons. In addition, decay events in the TPC have been simulated by adapting the
ATTPCROOT data analysis framework. Further, a novel application of 2D convolutional neural
networks for GADGET II event classification is introduced. The optimization of data throughput
is also addressed.

Results: The GADGET II TPC is capable of detecting and identifying a-particles, as well as
measuring their track direction, range, and energy. The extracted energy resolution of the GAD-
GET II TPC using P10 gas is about 5.4% at 6.288 MeV (*?°Rn a-events), computed using charge
integration. Based on a systematic simulation study, we estimated the detection efficiency of the
GADGET II TPC for protons and a-particles, respectively. It has also been demonstrated that the
GADGET II TPC is capable of tracking minimum ionizing particles (i.e. cosmic-ray muons). From
these measurements, the electron drift velocity was measured under typical operating conditions. In
addition to being one of the first generation of micro pattern gaseous detectors (MPGDs) to utilize
a resistive anode applied to low-energy nuclear physics, the GADGET II TPC will also be the first
TPC surrounded by a high-efficiency array of high-purity germanium ~-ray detectors.
Conclusions: The TPC of GADGET II has been designed, fabricated and tested, and is ready for
operation at the Facility for Rare Isotope Beams (FRIB) for radioactive beam-line experiments.

1. INTRODUCTION:ASTROPHYSICAL
MOTIVATION

Type I X-ray bursts are short-lived bursts of X-rays
detected by space-based X-ray telescopes that can last
from a few seconds to a few minutes. The mechanism
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behind these bursts is not fully understood, but they are
thought to be caused by thermonuclear runaways occur-
ring on the surfaces of neutron stars accreting hydrogen
and helium from close binary companions. The occur-
rence of these X-ray bursts is dependent on the mass,
temperature, accretion rate, and magnetic field of the
neutron star [1]. These factors along with nuclear reac-
tion and decay rates play a crucial role in influencing the
behavior and characteristics of X-ray bursts. The nuclear
reactions in models of Type I X-ray bursts take place at
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temperatures that peak in the range of 1-2 GK. For these
temperatures, the range of center-of-mass energies that
contribute most to the reaction rates (the Gamow win-
dow) is between 100 and 400 keV for the lower masses (A
< 20) and up to 1 MeV or higher for the higher masses
(A > 20). The cross sections of these reactions are very
difficult to measure directly at astrophysical energies be-
cause they involve radioactive beams limited by intensity.
Therefore, indirect methods including §-delayed charged
particle emission by implanting radioactivity in Si detec-
tors have been introduced to probe such reaction rates
[2-5]. This approach is not ideal for studying these astro-
physically interesting decays with energies below 400 keV
due to the presence of a large - background and sum-
ming. To further reduce the S-background, novel gaseous
detectors such as AstroBox and the GAseous Detector
with GErmanium Tagging (GADGET) were developed
[6-8]. The position-sensitive readouts of these detectors
were based on a micro pattern gaseous amplifier detector
(MPGD) technology. The precursor nuclei are produced
by nuclear reactions and thermalized in the gas volume
of the detector; the subsequent emission of charged par-
ticles ionizes the gas. The ionization electrons created
in the event are drifted toward the position-sensitive gas
avalanche readout by a uniform electric field, and ampli-
fied by a strong avalanche electric field within the MPGD
gas gap. Calorimetric measurements with these systems
were successfully proven to detect weak and low energy -
delayed charged particle branches (without particle iden-
tification) [6-8].

GADGET is an operational system at
the National Superconducting Cyclotron Laboratory
(NSCL),/FRIB consisting of the gaseous Proton Detector
surrounded by the Segmented Germanium Array (SeGA)
of High Purity Germanium (HPGe) v-ray detectors. It
has been used at the NSCL for calorimetric measure-

detection

ments of low-energy [-delayed protons in cases where
particle identification is not needed [9-12]. For example,
this system has been used by Budner et al. [9] to study
the B-decay of 3*Cl to probe the 3°P(p, v)3'S reaction
leading to the measurement of a 260-keV resonance which
represents the weakest S-delayed, charged-particle inten-
sity ever measured below 400 keV. Friedman et al. [10]
have reported a measurement of the branching ratios of
the 22 Al B-delayed protons as a probe of the key (204-keV
center-of-mass) 22Na(p,7)?*Mg resonance strength using
GADGET. Sun et al. [11] have used GADGET to study
the proton-v coincidences from the B-decay of 2°Si. This
system has also been used to study the $-decay of ''Be
to search for exotic decay modes including B~ -delayed
proton emission and dark decay of the neutron [12].

The present work details an expansion of GADGET’s sci-
entific capabilities through a technical upgrade of GAD-

GET’s Proton Detector to operate as a Time Projec-
tion Chamber (TPC), enabling 3D track imaging, par-
ticle identification and the detection of multiple parti-
The first experiment with GADGET 11
seeks to determine the thermonuclear reaction rate of
the *O(a,7y)'9Ne reaction, which has long been regarded
as one of the most important thermonuclear reactions in
Type I X-ray bursts [13-16]. At hot CNO cycle break-out
temperatures, the rate of this reaction is strongly domi-
nated by a single resonance with a center of mass energy
of 506 keV corresponding to a '°Ne state having an exci-
tation energy of 4034 keV [17] . It is technically infeasible
to measure the strength of this resonance directly with
current facilities due to the need for a very intense and
low-energy beam of radioactive >O. However, it is pos-
sible to determine the resonance strength indirectly from
the spin, lifetime and branching ratio (I',/T") of the 4034
keV state. Since the spin and lifetime are well known
the resonance strength can be constructed from I', /T’
[18-20]. Attempts have been made to measure I'y, /T us-
ing direct reactions to populate the 4034 keV state and
search for the a-particle emission, resulting in an evalu-
ated strong upper limit of 4x10~% [17]. The goal with
GADGET 11 is to measure a finite value for T, /T’ and
hence the reaction rate at FRIB. These measurements
proceed via the 2°Mg(Bpa)t®O decay sequence using (-
delayed proton emission to populate the 4034 keV '9Ne
state followed by a rare a emission [14, 21]. We are also
planning to investigate the second and third most im-
portant reactions in Type I X-ray bursts [15]: *°Cu(p,
7)%Zn and °Cu(p, a)®°Ni, both of which will be stud-
ied simultaneously using the A-decay of °Ga to 69Zn.
In addition to the program on Type I X-ray bursts, the
unique sensitivity of GADGET II can be used to investi-

cle emissions.

gate important reactions in other astrophysical scenarios
and to search for exotic decays.

A newly designed position-sensitive MICROMEGAS
(MM) board has been implemented. The high-
granularity readout plane consists of 1024 square pads,
1016 of which are used for tracking reconstruction, while
8 are used as vetos. A high-density Generic Electronics
for TPCs (GET) data acquisition system [22] has been
installed to cover an electronic channel per pad [23, 24].
This increases the number of measurement pads by over
a factor of 200 as compared to the Proton Detector which
had only 5 measurement pads. The higher granularity of
the upgraded readout allows for better 3D reconstruction
of charged particles emitted from radioactive decays in-
side the detector volume. In this work the performance of
the TPC has been investigated using an a-particle source
(?%8Th) and cosmic-ray muons. A dedicated ATTPC-
ROOT data analysis framework based on the FairRoot
package was used to compare experimental data with



simulations[25-28)].

The paper is organized as follows: A brief overview of
the TPC and operating principles is followed by a de-
tailed description of individual components in Sect. 2.
The performance of the GADGET II TPC using cosmic
ray muons and radioactive sources is demonstrated in
Sect. 3. The optimization of the TPC data throughput is
discussed in Sect. 4. The ATTPCROOT framework used
to simulate the events of interest, and the VGG16 Con-
volutional Neural Network (ConvNet) used to facilitate
the identification of real events in the data is described
briefly in Sect. 5. The summary and outlook for this ini-
tial experimental campaign using the GADGET II TPC
is provided in Sect. 6.

2. DETECTOR DESCRIPTION
2.1. Overview

The GADGET II TPC, shown in Figure 1, is a cylin-
drical gaseous detector, operated in a mode in which the
radioactive ions of interest are thermalized inside the gas
volume and allowed to decay. lonization electrons cre-

FIG. 1. A photograph of the GADGET II TPC setup in a
test space off the beam line.

ated by electrically charged decay products are drifted
by a uniform electric field towards the position-sensitive
MM-based gaseous amplifier [6]. Online experiments at
FRIB are operated in implant-decay cycles. The delayed
charged particles are typically detected during the “beam
off” mode. During the “beam on” mode an electrostatic
gating grid [8] is activated to remove the large ionization
originating from the beam. TABLE I lists some of the
nominal operating parameters of the GADGET II TPC.
The following subsection describes the individual compo-
nents in detail.

TABLE 1. :
TPC.

Nominal operating parameters of GADGET II

TPC parameters

No: of measurement pads
Pad size

Pad plane area

No: of veto pads

Total veto pad area
Length of drift region
Amplification gap

1016

2.2 x 2.2 mm?
50.24 cm?

8

28.26 cm?

400 mm

128 pm

Gating grid parameters

No: of gold plated copper wires
Diameter
Wire separation

60
20 pm
2 mm

GET parameters

Electronic sampling frequency
Signal shaping time

Event rate

GET gain

50 MHz
502 nsec
1 kHz
1 pC

Gas amplifier parameters

Typical gas composition
Gas pressure

Gas gain

Drift field

Amplification field

Drift velocity

P10(90%Ar+10% CH,)
800 Torr

40 for 22°Rn a-particles
150 V/cm

30 kV /cm

5.44 +0.03 cm/pusec

Temperature 25°C
Micromesh parameters

Resistance 10 MQ/square

Capacitance (calculated) 287 nF

Mesh - Anode separation 128 pm

2.2. Resistive MICROMEGAS

The GADGET II TPC readout board is based on a
resistive-anode MM, which also serves as an end cap
for the detector’s gas volume. While MPGDs with re-
sistive electrodes are widely employed in high-energy
physics and other fields, resistive-anode MM are novel
in low-energy nuclear physics [29]. The GADGET 1I
TPC resistive-anode MM board was custom-designed
and manufactured at CERN. The anode is charaterized
by a resistivity of 10 M) per square, which protects the
front-end electronics [30] from sporadic disrupting dis-
charges. The MM comprises a stainless steel micromesh,
with 18 pym wire diameter and 45 pm micromesh open-
ing. This micromesh underwent calendaring, leading to a
30 pm thickness and 45% optical transparency. The mi-
cromesh is held by insulating pillars at 128 pm above the
anode plane and is kept at ground voltage. Avalanche
amplification of the electrons occurs at typical electric
field strength of approximately 30 kV/cm established
aross the 128 pm amplification gap between the mi-
cromesh and the resistive anode. The resistive anode



lies on top of a thin layer of 50 ym Polyimide, which is
fastened to the segmented readout plane by a thin layer
of glue, as shown in Figure 2. The Polyimide and glue
act as dielectrics in a two dimensional RC network. The
resistance within this network is determined by the sur-
face resistivity of the anode, achieved by evaporating a
thin and uniform layer of diamond like carbon (DLC).
The capacitance, on the other hand, is determined by
the relative permittivity of the glue and Polyimide, as
well as the separation between the anode and readout
plane. Effectively, the resistive anode evenly spreads a
deposited charge cluster [31]. In the specified geometry,
charge dispersion is minimal and is confined to a single
pad, covering an area of 4.84 mm?.
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FIG. 2. Schematic of the resistive MM structure.

The anode is divided into 1024 sections, forming a cir-
cular area with a diameter of 10 cm on a PCB frame that
runs parallel to the micromesh. To enhance the adhesion
of the Polyimide layer supporting the resistive layer, the
pads are deliberately oxidized. There are 1016 measure-
ment pads of 2.2 x 2.2 mm? in the circular array, each
with a small square shape and a total area of 50.24 cm?.
The array is also encircled by 8 larger veto pads, hav-
ing an area of 28.26 cm?. This arrangement allows for
vetoing of charged particles that might escape the active
volume and deposit only part of their energy in the active
volume. Figure 3 a) and Figure 3 b) show the front and
rear view, respectively, of the installed MM at one end
of the TPC.

2.3. GET System

Due to the large number of pads on the segmented
readout board, a high-density data acquisition system
is required. The GET system was chosen for this pur-
pose, which is a scalable and generic electronics system
that was originally designed for gas-filled detector appli-
cations in nuclear physics including TPCs. The GET
system has an electronics architecture based on a versa-

V8 V1

V5 B va4

FIG. 3. a) Schematic front view of MM board depicting the
1016 measurement pads in the central region and the 8 veto
pads (marked as V1 to V8). b) Rear end cap view of the in-
stalled MM board with 8 multi - pin connectors of 144 chan-
nels which is further attached to T-Zap boards (not shown).

tile Application Specific Integrated Circuit (ASIC) design
with several modes of acquisition. The 256 channel ASIC
and ADC (AsAd) front-end card hold 4 AGET (ASICS)
chips and ADCs that perform the first concentration of
the data from 64 input channels to one analog output
see Figure 4). A small Field Programmable Gate Ar-
ray (FPGA) is also implemented to handle the slow con-
trol of the chips and monitor the currents, voltages and
temperature. A concentration board (CoBo) originally
designed for 4 AsAd boards holds an FPGA to handle
the clock distribution, removal of data below threshold,
and the data flow. An internal clock of the system is
in the Multiplicity Trigger and Time (MuTanT) module.
The MuTanT also provides triggering which may be gen-
erated by the total multiplicity and/or by an external
trigger. More details on the GET data acquisition sys-
tem are found in Ref. [22]. Figure 4 shows the schematic
overview of the GET system highlighting all of the main
components and the designed mesh trigger (Sect. 2.5)
used for the data acquisition system. For the first ex-
periment with GADGET II at FRIB, 4 CoBos are used
to read out all 1024 channels of the MM. While a single
CoBo can effectively read out all 1024 channels of MM,
this 4 CoBo configuration was chosen to address a data
throughput limitation, which is thoroughly explained in
Sect. 4.

—~

2.4. AsAd Box Design and T-Zap Boards

In order to integrate the front-end electronics for the
GET system with the TPC, the AsAd Box was designed.
One side of the AsAd Box consists of 4 triangular PCB
boards, called T-Zap boards, which were custom designed
and fabricated at CERN. These 4 T-Zap boards connect
directly to the MM to transmit signals from the TPC to
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Schematic overview of the GET system with a single yTCA (Micro Telecommunications Computing Architecture)

chassis, 4 CoBos (Concentration Boards) and a MuTanT (Multiplicity Trigger and Time).

the AsAds. The 4 AsAd boards connect perpendicularly
to the T-Zap boards, with each one accommodating a
total of 256 signals from MM pads. All of these compo-
nents are housed in a box made of copper plates that act
as a Faraday cage to reduce the pickup of external elec-
tromagnetic noise. Figure 1 shows the assembled AsAd
Box configuration including the T-Zaps. This configu-
ration was chosen to place the AsAd boards as close as
possible to the MM.

2.5. Mesh Trigger

A data acquisition trigger for the GADGET II TPC
(see Figure 4) signals the arrival of the charge at the
MM mesh. The ionization electrons drift toward the MM
mesh. These electrons cross the mesh and amplifier in
the gas gap between the mesh and the resistive anode.
The movement of the avalanche charges (electrons toward
the resistive anode and the ions toward the mesh) gen-
erates signals on the resistive anode (transferred to the
segmented pad plane by capacitive coupling) and on the
mesh. Both signals (on the mesh and on the anode) have
an identical pulse height but possess opposite polarity -
negative on the resistive anode and positive on the mesh.
By grounding the mesh (see Figure 2) through a low
impedance charge amplifier (modified Canberra model
2006) a trigger logic signal is generated via a fast ampli-
fier and leading-edge discriminator. All particle tracks
above threshold entering the active volume thus gener-
ate a mesh trigger. The signal-to-noise ratio (S/N) for
the mesh signals using an a-particle source (see 3.1)
was measured to be 16. Further, as described in Sect. 4

an anti-coincidence circuit was introduced to reduce the
mesh trigger rate using the veto pad signals.

3. GADGET II TPC PERFORMANCE

3.1. «-Particle Source Test

A first performance evaluation of the TPC was carried
out by irradiating the drift volume from within using a-
particles, while the detector volume was filled with P10
gas mixture at 800 Torr. A 1 uCi 228Th source was in-
stalled in the gas inlet line leading to the generation of
220Rn (T1/2 = 55.4 s), which occasionally escapes the
thin window of the sealed source due to recoil from al-
pha emission, mixes with P10 gas in the inlet line and
then flows into the detector. The 22°Rn decays to 2'6Po
emitting a-particles having an energy of 6.288 MeV (with
99.886% branching ratio [32]). 2!Po subsequently decays
by emission of a 6.778 MeV «-particle (with 99.9981%
branching ratio [33]).

To establish a clean track analysis any signals on pads
outside the locality of the main track in a particular event
are removed. This is achieved by using two different out-
lier detection algorithms (Hotelling and Squared Predic-
tion Error (SPE)) in a pipeline fashion [34]. Hotelling
calculates distances between data points and their mean
based on variance, marking points farther from the mean
as potential outliers. SPE computes squared prediction
errors for each point using a statistical model, flagging
points with high SPE values as potential outliers. Charge
collection in a pad (point) is removed only when both al-
gorithms agree that a point is an outlier. Figure 5 and



Figure 6 shows the projected 2D images of the 22°Rn al-
pha tracks on the pad plane, before and after eliminating
outliers, respectively. Figure 7 shows a 3D reconstruction
of an alpha track inside the TPC.
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FIG.5. Label a) and b): Projected 2D MM pad plane images
of ??°Rn alpha tracks, while c¢) and d) depict *'°Po alpha
tracks within the GADGET II TPC. The diffusely illuminated
pads refer to the outlier points.

Principal Component Analysis (PCA) is used to fit
tracks by identifying lines and planes that best approx-
imate the data through least squares optimization. The
first principal component maximizes the variance of data
points along it, while the second principal component,
orthogonal to the first, minimizes variance [35]. In this
analysis, the first and second principal components cor-
respond to the length and width of a track, respectively.
After extracting the length of a given track, the charge
is integrated over all pads and then converted to energy.
The resulting energy spectrum for 22°Rn alphas can be
seen in Figure 8. After gain matching pads using signals
induced from pulses on the mesh, an energy resolution
of 5.4% was achieved for events with an angle range be-
tween 0° to 70° with respect to the pad plane. This is
consistent with other quoted TPC energy resolutions [36—
39]. However, the energy resolution of TPCs in general is
variable depending on the different gain matching proce-
dures and operating parameters (gas, pressure, drift volt-
age etc.) [37, 38]. Additionally, the quoted values in Ref.
[37] correspond to a smaller angular range with respect
to the pad plane, which improves the energy resolution
at the cost of statistics. The 6.778 MeV «-peak appears
weaker compared to the 6.288 MeV a-peak because the
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FIG. 6. Label a) and b): Projected 2D MM pad plane images
of #*°Rn alpha tracks, while c¢) and d) depict *'®Po alpha
tracks within the GADGET II TPC after outlier removal..

216Po may be positively charged from ??°Rn « decay and
drift to the cathode, where a-particles emitted into the
inactive cathode from 2'%Po decay are lost. After extract-
ing the energy for an ensemble of events, a range versus
energy plot has been generated (see Figure 9) which is
crucial for particle identification.

There are two predominant features that appear in the
range versus energy plot. The dense region where the
6.288 MeV and 6.778 MeV a-particles reside is marked
as Region 1. For most of the events inside Region 1 a-
particles deposit their full energy in the active volume
and have expected ranges for 6.288 MeV and 6.778 MeV
a-particles. The events lying in the region marked as Re-
gion 2 are signatures of the so called “wall effect” where
decays happen near the upstream or downstream end of
the TPC and the a-particle tracks terminate in the in-
active anode or cathode after partial energy deposition
in the active region. Events with tracks traversing the
volume projected by the veto pads have been eliminated
by using an anti-coincidence condition (as discussed in
Sect. 4).

3.2. Cosmic-ray muon events

The GADGET II TPC’s detection capabilities have
also been tested via cosmic-ray muon measurements. For
the muons with tracks perpendicular to the MM, there
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FIG. 7. a) 3D hit pattern representation of a ??°Rn alpha
track inside the GADGET II TPC. b) Magnified in image of
220Rn alpha track inside the GADGET II TPC. Here, the z-
coordinate is chosen arbitrarily as the absolute z position of
the decay event inside the TPC is unknown. The numbers
(11, -11, 45 and -6) on the axis label are the lengths of the X,
Y and Z axes in cm.
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FIG. 8. Aggregate **°Rn energy spectrum (blue), with a fit
(red) demonstrating 5.4% energy resolution at 6.288 MeV.
The higher energy peak is from the 2'Po 6.778 MeV a-
particle.
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FIG. 9. Aggregate range versus energy histogram of **°Rn
and 21°Po a-particles for events with an angle range between
0° to 70° with respect to the pad plane.

are only 27 electron-ion pairs per pad formed from the
resulting ionization in the drift zone based on the cos-
mic muon stopping power in P10 [40]. Thus, detection of
minimum-ionizing cosmic-ray muons is a clear signature
of a good signal to noise ratio on the pads.

To tag and locate a cosmic-ray muon, two plastic scintil-
lators (BC408), each attached to a photo multiplier tube
(PMT), were placed above and below the drift chamber
of the TPC [41]. The scintillators are 2.5 cm wide and
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FIG. 10.  Label a)-b): Two examples of tracks of cosmic

muons detected in the GADGET II TPC.

40 cm long and have a thickness of 2 mm. Logic signals
from the PMTs were generated to produce a coincidence
signal when a cosmic muon was detected in both scin-
tillators. This coincidence signal was sent to the CoBo
as a trigger for the data acquisition system (instead of
using the mesh trigger described in subsection 2.5). For
these measurements the the amplification field was in-
creased to 44 kV /cm to achieve sufficient gain. A sample
of the tracks recorded by this method is shown in Fig-



ure 10. These cosmic-ray muon measurements are useful
to study the effect of the diffusion of the ionization elec-
trons in the gas. During beam-line experiments using
the TPC, there is no global external trigger that yields
information on where a decay happened inside the TPC.
So, by extracting the width of the cosmic muon tracks
from the timing distribution as a function of distance,
the absolute position of the charged particle event («
and p) versus width can be calibrated. For this purpose
the whole drift length of detector was scanned in steps
of 5 cm to extract the widths of the cosmic muon tracks
as a function of distance. The widths (W) of the cosmic
muon tracks as a function of drift length is modeled using
following function [42]:

W=A+B-C" (1)

where A is a constant representing the track width, B
is a constant representing the amount of diffusion that
occurs, C is a constant representing the rate of diffusion,
and x is the drift distance in the gas. The width of cosmic
muon tracks increases with greater drift distance due to
electron diffusion. Figure 11 illustrates this relationship,
showing that tracks near the upstream end (cathode) ap-
pear wider compared to those near the downstream end
(anode).
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Further, the drift velocity was extracted from the slope of
the drift time versus distance from the MM by fitting the
data using a straight line. Figure 12 shows that this fit
yields a drift velocity of 5.44 4+ 0.03 cm/usec. The maxi-
mum possible drift time for primary ionization electrons

in a 40-cm drift region is therefore 7.352 + 0.041 usec.
These values are consistent with the previous measure-
ments performed with the original GADGET detection
system using a particle-gamma coincidence method [8].
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FIG. 12. Linear fit (red) of the drift time versus distance

measurements for cosmic muons. The drift velocity of 5.44 +
0.03 cm/pusec is extracted from the slope of this fit.

4. TPC DATA THROUGHPUT OPTIMIZATION

A limitation of the GET-based data acquisition sys-
tem is the data throughput, namely the amount of data
it can acquire and process per unit time. This affects the
overall detection rate capability of the TPC. The first ex-
periment with GADGET II at FRIB seeks to determine
the thermonuclear reaction rate of the 1°O(a,v)°Ne re-
action, requiring the acquisition of [-delayed particles
(protons and alpha particles from 2°Mg and ?°Na daugh-
ter decays, respectively) at an event rate of thousands
of particles per second. The GET system originally pur-
chased for GADGET II to operate at NSCL with lower
beam delivery rates is not able to handle such high event
rates. This limitation is principally due to the bottle-
neck in the single CoBo that is used to concentrate and
transfer data to the computer. This bottleneck results
in a significant dead time for event rates above 1 kHz.
The data throughput limitation can be improved by four
methods: 1) increasing the number of CoBos, 2) fine tun-
ing the parameter settings (channel hit readout, thresh-
old etc.) and in particular reducing the number of time
bins recorded in each trace, 3) implementing an active
veto trigger, and 4) implementing upgraded CoBos.

To address this bottleneck issue, it has been tested
and established (using a random pulse generator and «
- decay events from 22°Rn decay) that increasing the



number of CoBos leads to a roughly linear increase
in data throughput. For high event rate experiments,
data throughput can also be improved by fine tuning
the parameter settings (channel hit readout, threshold
etc.) and in particular reducing the number of time bins
recorded in each trace from a default readout depth of 512
to 64 time bins [43]. Figure 13 shows the data throughput
as a function of event rate for different time binnings and
CoBo configurations. Using a four-CoBo configuration
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FIG. 13. Data throughput as a function of event rate for
different time binnings and CoBo configurations.

coupled with a reduced readout depth of 64 time bins,
demonstrates a notable enhancement in data through-
put. These results are in agreement with the findings
presented in Ref. [22]. The data throughput can be
further improved by implementing an active veto trigger
where any events with tracks that hit the veto pads are
discarded before being stored. To effectively manage a
high event rate involving thousands of particles per sec-
ond, the implementation of an active veto trigger system
proves to be extremely beneficial, enabling beam rates up
to an order of magnitude higher, or more, but depend-
ing on the case. The design of an upgraded version of
the original CoBo is in progress and this will increase the
throughput per CoBo by improving the GET bandwidth
by a factor of 2. For the first beam-line experiment with
GADGET II, the four-CoBo configuration has been suc-
cessfully implemented along with the active veto trigger.
This method will reduce the total data rate by about an
order of magnitude which allows full use of the available
beam for this particular case.

5. GADGET II SIMULATION

To facilitate data analysis, the ATTPCROOT [25-28]
framework was adapted to work with the GADGET II
geometry. Monte Carlo simulations using the ATTPC-
ROOT framework have been performed to determine the
behavior of charged particles in the TPC using a P10 gas
mixture at 800 Torr. The response of the full GADGET
II TPC is simulated using a-events (from 22°Rn decay)
and proton-a events (from 2°Mg decay) of different en-
ergies. These simulations will be useful in the analysis of
the experimental data from the GADGET II setup. This
simulated data will also be used to train a ConvNet (see
subsection 5.3) to identify the proton-alpha coincidence
events of interest.

5.1. Simulated *° Mg and ***Rn Decay Events

ATTPCROOT is a ROOT based framework which re-
quires external libraries (FairSoft and Fair Root) and a
set of physics generators originally developed to simulate
and analyze data from the Active Target Time Projec-
tion Chamber (AT-TPC) and its prototype detectors [25—
28]. Using this framework a user can unpack and analyze
data, as well as create a customized geometry of interest
for performing realistic simulations on an event-by-event
basis using a virtual Monte Carlo package. Each gener-
ated event can correspond to a particular decay sequence.
These simulations are performed using the Geant4 toolkit
[44]. The identical format of real and simulated data
makes this useful not only for simulating data but also for
analyzing experimental data on equal footing. Once the
simulated data is created, pulse shape analysis is used to
process the readout from the pad planes. Pattern recog-
nition algorithms can be used to evaluate each event,
and the trajectories of the particles in the detector can
then be tracked. More information about this simulation
package and digitization can be found in Ref. [25-28, 45].
For the first experiment with the GADGET II system,
20Mg decay events have been simulated. These simu-
lations relied on the GADGET II TPC geometry and
utilized 2°Mg decay probabilities as input data. These
simulations also consider the effects of electron diffusion
and charge dispersion. Diffusion arises from the move-
ment of electrons through the gaseous medium, while
charge dispersion is a result of the presence of a thin
DLC coating on our MM pads (as discussed in sub sec-
tion 2.2). The 2°Mg(Bpa)*®O events of interest will have
a unique 3D topology in the TPC. The proton energies
will be roughly 1.2 MeV based on Doppler broadening
analysis of the 4034-keV ~-ray peak [21]. For these sim-
ulations, a P10 gas mixture at atmospheric pressure was
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FIG. 14.  Panel (a) and (b)-ATTPCROOT simulation of
the GADGET II TPC for 2°Mg(8pa)*®0, 3D render and 2D
projection. Panel (¢) and (d)-ATTPCROOT simulation of
the GADGET II TPC for **°Rn a-decay, 3D render and 2D
projection.

considered. The protons will be identified by their char-
acteristic Bragg curves and have a range of 3.7 cm. The
a particles will deposit 506 keV of total energy in very
short (<4mm), dense tracks at the point of proton emis-
sion. Figure 14 (a) shows a simulated event of interest
inside the active volume of the TPC and the projection
of a proton-a track on the pad plane is depicted in Fig-
ure 14 (b). ??Rn a-decay events were also simulated as
shown in Figure 14 (¢) and Figure 14 (d), respectively.

5.2. Simulated detection efficiency of GADGET II
TPC

The detection efficiency of the GADGET II TPC filled
with P10 gas mixture at 800 Torr for protons and « par-
ticles has been projected through ATTPCROOT simula-
tions, utilizing a realistic experiment scenario: the decay
of 9Ga. For the ®°Ga decay, LISE-++ simulations [46]
were employed to generate a 3D thermalized beam dis-
tribution using a primary beam of °°Ge on a '2C target
at FRIB facility, the Advanced Rare Isotope Separator
(ARIS) [47], and a beam-energy degrader. Due to the
short half life and relatively long timescales for Brown-
ian motion, this distribution was used as a source distri-
bution of protons and a-particles. In these simulations
B-particles were not included. The efficiency was then
calculated by determining the ratio of events with tracks
that hit the measurement pads excluding the veto pads
(discussed in sub section 2.2) and the wall effect events
to the total number of simulated events. Figure 15 illus-
trates the simulated efficiency curve for protons and a-
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particles across an energy range from 0.1 to 8 MeV. Upon
acquiring experimental beam data, the measured three-
dimensional beam distribution will be utilized to evaluate
efficiency for each experiment. The precise distribution
of x-y hits on the pad plane yields the convolution of the
beam distribution and diffusion. Furthermore, the drift
time can be determined through the timing of particle-y
coincidences, to measure the z-distribution [§].

100
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—— alpha

80

60

Efficiency (%)

40

20
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FIG. 15. Simulated efficiency of the GADGET II TPC filled
with P10 gas at 800 Torr to detect protons and a-particles
for the case of %°Ga decay with FRIB beam.

5.3. VGG16 Convolutional neural network

Convolutional neural networks (ConvNets) are deep
learning algorithms that are ideal for image classification.
One such ConvNet is the VGG16 model [48-50]. The
VGG16 has 16 weighted layers, over 130 million parame-
ters, and has been trained on millions of images. To lever-
age this powerful algorithm, fine-tuning of this model is
being conducted. This involves freezing the weights of
the early layers in the network, and developing a custom
classifier that is appended to the existing architecture.
It is only the custom classifier weights that are updated
during the training/validation stage. The full 3D topol-
ogy of the events of interest need to be considered for
proper classification. However, the use of 3D ConvNets
is computationally expensive. To ameliorate this, a pro-
cess known as early data fusion is implemented. This
allows condensation of the relevant 3D track information
into a single 2D image with strong features for a 2D Con-



FIG. 16. Label a)-d): Images generated for the VGG16 Con-
vNet using simulated data from ATTPCROOT. Each image
contains a 2D projection of a track on the pad plane with
relative charge density, the integrated charge as a function of
time, and the total integrated charge in the form of an en-
ergy bar. The images include: a) 500 keV alpha, b) 1200 keV
proton c¢) 1700 keV proton-a event, and d) 2000 keV proton-
a-event from the decay of 2°Mg.

vNet. This involves appending the feature space of 2D
image with three separate data modalities, namely, the
2D projection of the track with the relative charge den-
sity, the time projection, and the integrated charge in
the form of an “energy bar” (Figure 16). Subsequently,
the ConvNet is entrusted with determining the relation-
ship between these features during training. This model
has undergone training and testing using simulated data
from 2°Mg events (protons, alphas, and proton-alphas),
achieving a training and testing accuracy of 100%. The
ConvNet will be trained on a combination of simulated
and manually labeled real data for identifying events of
interest in unseen experimental data. The operation of
GADGET II and the success of its first science exper-
iment do not necessarily depend on this tool. Instead,
this tool is specifically designed to reduce the labor re-
quired in rare event searches. More details on this will
be communicated in a subsequent publication.

6. SUMMARY AND FUTURE OUTLOOK

A compact TPC employing a MPGD has been built
to measure low energy charged particles from S-delayed
charged particle emitters of interest to nuclear astro-
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physics and searches for rare decays. This system is a
substantial upgrade to the Proton Detector of the original
GADGET system, incorporating a new high granularity
resistive MM board with 1024 pads. The resistive part of
this technology has been introduced for the first time in
low-energy nuclear physics experiments with the primary
benefit of providing added protection of the electronics
from the large ionization generated by heavy ion beams.
To accommodate the large number of electronics chan-
nels, the high-density GET electronics data acquisition
system was implemented. For the GADGET II detection
system, the number of measurement pads has increased
by a factor of over 200 providing the needed spatial res-
olution to construct 2D images of multi -particle decay
events. The third spatial dimension is obtained by mea-
suring the relative electron drift time in the chamber.
These combined measurements provide a 3D reconstruc-
tion of the decay events. This enables measurement of
the range and total charge providing total kinetic energy,
particle ID and detection of multi-particle emissions. The
GET electronics data acquisition system was tested us-
ing a random pulse generator and a-decay events from
220Rn taking into account the data throughput modifi-
cations. The functionality of the GADGET II TPC has
been tested using a ?2*Th (??°Rn) source and the ag-
gregate energy resolution is found to be 5.4 % at 6.288
MeV. In addition, the detection capabilities of the TPC
have been tested with cosmic-ray muon measurements,
and the effect of diffusion as a function of distance from
the MM has been studied. With these measurements,
the electron drift velocity has also been extracted. The
TPC has been simulated using the ATTPCROOT data
analysis framework based on the FairRoot package for
20Mg and 2?°Rn decay events. Additionally, a novel
method has been introduced for leveraging a 2D ConvNet
for event classification with GADGET II. ATTPCROOT
simulations have been used to produce efficiency curves
for protons and a-particles.

For beam-line experiments, the high efficiency and high
resolution HPGe arrays like SeGA [51] and FRIB Decay
Station’s DeGAi [52] will be integrated with the GAD-
GET II TPC for detailed studies of the coincidences be-
tween gamma rays and charged particle emissions. Both
germanium arrays use a 250 MHz XIA Pixie-16 Digi-
tal Data Acquisition System (DDAS) module [53]. The
data streams from the GET electronics for the TPC and
DDAS for the germanium detectors will be combined us-
ing time stamps. In order to improve the data through-
put in future, the next generation of CoBos will be in-
stalled offering improved data throughput by a factor 2.
For experiments focusing on calorimetric measurements
of low-energy [-delayed protons, particularly in cases
where particle identification is not needed, one can also



revert to the original GADGET detection system with
the benefit of simplicity. Additionally, the TPC will be
tested with different gas mixtures and gas pressures. The
GADGET II scientific campaign is currently in progress
including research on nuclear astrophysics and searches
for exotic decays.
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