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Abstract:
A large-volume Time Projection Chamber (TPC) is the main tracking and particle identification

(PID) detector of the ALICE experiment at the CERN LHC. PID in the TPC is performed via specific
energy-loss measurements (d𝐸 /d𝑥), which are derived from the average pulse-height distribution
of ionization generated by charged-particle tracks traversing the TPC volume. During Runs 1 and
2, until 2018, the gas amplification stage was based on multiwire proportional chambers (MWPC).
Signals from the MWPC show characteristic long negative tails after an initial positive peak due
to the long ion drift times in the MWPC amplification region. This so-called ion tail can lead to
a significant amplitude loss in subsequently measured signals, especially in the high-multiplicity
environment of high-energy Pb–Pb collisions, which results in a degradation of the d𝐸 /d𝑥 resolution.
A detailed study of the signal shapes measured with the ALICE TPC with the Ne-CO2 (90-10) and
Ar-CO2 (90-10) gas mixtures is presented, and the results are compared with three-dimensional
Garfield simulations. The impact of the ion tail on the PID performance is studied employing the
ALICE simulation framework and the feasibility of an offline correction procedure to account for
the ion tail is demonstrated.

Keywords: Time projection chamber (TPC), gaseous detectors, multiwire proportional chamber
(MWPC), signal shapes

ArXiv ePrint: xxxxx

http://arxiv.org/abs/xxxxx


Contents

1 Introduction 1

2 Measurements with the ALICE TPC 2

3 Characterization of the ion tail 4
3.1 Signal shape dependencies 4
3.2 Simulations 8

4 Impact of the ion-tail correction on the PID performance 10

5 Conclusions 13

1 Introduction

A charged particle traversing the gas in a TPC [1–5] leaves a trace of ionization along its trajectory.
The ionization electrons drift to the end plates, where gas amplification takes place. In conjunction
with the recorded drift time of the electrons, the TPC provides a complete 3D image of the ionization
deposited in the active detector volume.

The ALICE TPC [4] is divided into two halves by a central drift electrode, and readout
chambers are located at the end plates on both sides. Each end plate is subdivided into 18 azimuthal
sectors. Each sector is subdivided into small inner readout chambers (IROCs) and larger outer
readout chambers (OROCs). During Runs 1 and 2 (until 2018) at the CERN Large Hadron Collider
(LHC) and for the ALICE TPC, the amplification was provided by multiWire proportional chambers
(MWPC) [6] with cathode pad readout. Inside the amplification region, defined by the cathode
wires, the anode wires, and the pad plane (see figure 10 of ref. [4]), avalanche signals are generated
by the ionization electrons. A gating grid is located between the cathode wires and the drift region
to prevent positive ions generated during the amplification process from entering the drift volume
and causing field distortions.

The ions produced in the amplification process that are moving around the anode wires induce a
current on the pads, which is picked up by the readout electronics, amplified further, and shaped with
shaping time of about 190 𝑛𝑠 [5]. These ions drift away from the anode wires in different directions,
at much lower drift velocities than the electrons, and are eventually collected at the pad plane, the
cathode wires, or the gating grid [7]. Their slow drift results in a very long signal tail with negative
polarity. This extended tail, along with the associated average baseline shift and fluctuations, leads
to a significant degradation of the measured specific energy loss (d𝐸 /d𝑥) and consequently of the
particle identification (PID) performance of the TPC. The effect was reproduced at the digitization
level in simulations based on the official ALICE simulation framework. The effect was corrected
during offline reconstruction of the data recorded with the TPC. We have included in this paper a
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discussion of the PID performance of the correction procedure based on simulated data, while more
detailed information regarding collision data can be found in ref. [8].

The first detailed study of the ion tail was performed using cosmic tracks and is described in
ref. [7]. In this paper we perform a more differential study of the ion-tail characteristics by analyzing
ionization tracks generated by the ALICE TPC laser calibration system [9]. Moreover, we extended
the simulation studies to a full three-dimensional model.

2 Measurements with the ALICE TPC

The laser calibration system is used to generate 336 straight tracks parallel to the pad plane at
known locations in the drift volume of the TPC (see figure 49 of ref. [4]). In each half of the TPC,
six broad laser beams illuminate 24 bundles of micro-mirrors positioned nearly equidistantly along
the drift-time direction. Within each bundle, seven narrow beams are reflected into the TPC. The
projections of the laser tracks on the pad plane (𝑥, 𝑦 coordinates) and on the time axis (𝑧 coordinate)
are shown in figure 1 and figure 2, respectively.
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Figure 1. The (𝑥, 𝑦) projection of the ideal laser positions (left) and the reconstructed laser tracks (right).
The pattern repeats eight times along the entire length of the TPC, four times on each side (A and C) of the
central electrode.

The laser system uses a pulsed UV laser beam with a wavelength of 266 nm from an Nd:YAG
laser. It is designed to provide 100 mJ per pulse of 5 ns duration at a repetition rate of 10 Hz. The
data analysed in this publication were taken in dedicated standalone calibration runs where the event
readout was triggered by the laser system. This mode of operation provides the flexibility to read all
data without suppression of the baseline for the individual electronics channels, and to tune several
external parameters, such as the anode wire voltage, the number of events, and the laser intensity.

There are several challenges in the signal shape analysis. Since the characteristic ion tail spreads
over tens of microseconds, and the magnitude of the undershoot is comparable to the electronics
noise, a data set with low track density is required such that the signal tail is not distorted. In
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3. The E�ect of the TPC Signal Shape
Distortions on the Particle Identification
and its Correction

The most relevant correction of the charge measurement in the TPC in a high-multiplicity
environment is found to be the so-called “Ion-tail” and “Common-mode” e�ects which
cause significant baseline shifts and fluctuations. Below the nature of these e�ects in view
of the investigation of the TPC signal characteristics is described in detail. Results are also
crosschecked with three-dimensional Garfield simulations. Following the detailed analysis
of the TPC signal shape, an o�ine correction procedure for ion-tail and common-mode
e�ects, as well as two alternative online correction approaches for common-mode e�ect
only, are discussed.

3.1. “Black” laser data for the TPC signal shape analysis

As explained in Section 2.2, the mirror charge induced on the pads by the ions produced
in the avalanche creates the pad signal. This signal is subsequently shaped in the FEE
and finally the zero-suppression is applied to cut the electronic noise in order to reduce
the data size for online data handling and storage. For the study of signal shape the
so-called “black” data is used, which is the pad signal after shaping and before the zero-
suppression. An example black event with an additional pedestal shift of 50 ADC is shown
in Figure 3.1.

There are several challenges in the signal shape analysis. Since the characteristic
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Figure 3.1.: A non-zero-suppressed TPC laser signal from a single pad.

41

Figure 2. TPC laser signals on a single pad before pedestal subtraction and zero suppression over the
entire drift time. The peaks at 36 `s, 68 `s, and 95 `s correspond to the second, third, and fourth laser
bundles, respectively, while the peak at 98 `s corresponds to the central electrode signal originating from
photoelectrons released from the central drift electrode. The first laser bundle closest to the pad plane is
located at 13 `s but no signal is evident on this pad in this event.

addition, a high-statistics sample is needed to ensure good resolution of the tail shape. For these103

reasons cosmic tracks were used in the past [7]. Laser data were not initially considered due to the104

repetitive structure of the laser tracks along the time axis and the shorter distances between the laser105

layers (⇠ 30 `s) compared to a typical signal tail (⇠ 40 `s for inner and ⇠ 80 `s for outer readout106

chambers). However, the finite resolution in the angle of the laser mirrors in the (G, H) plane results107

in pad regions where at least one of the four laser signals is not recorded. These regions could108

then be used to inspect signals where the long ion tail was undistorted by subsequent large positive109

laser signals. The example in the right panel of figure 3 shows a signal at 38 `s whose tail does not110

overlap with the subsequent laser pulse at 68 `s, but is instead on the adjacent pad due to the above111

mentioned slight misalignment of the laser track positions. The six distinct hotspots on the left plot112

correspond to laser clusters originating from di�erent laser tracks. Here, a cluster is defined as an113

accumulation of charge signals detected within a search window of five bins each in pad and time114

direction, as illustrated in figure 4.115

Signal generation is well understood and implemented into the Garfield simulation package,116

which allows accurate modeling of the signal response, including primary ionization, electron drift,117

di�usion, and signal induction on di�erent electrodes [7, 10]. The simulated drift paths and the118

corresponding signal shapes for individual ions produced in the vicinity of the anode wire are shown119

in figure 5. Ions moving towards the pad plane add positively to the signal tail, whereas ions drifting120

away contribute negatively. Thus, the slight increase of the signal between 45 and 62 `s in the right121

panel of figure 3 results from ions collected at the pad plane, and the dip at around 76 `s is caused122

by ions collected on the cathode wires.123

The mobility of the electrons is about three orders of magnitude larger than the mobility of the124

ions, therefore electrons are essentially instantaneously removed from the amplification region. As125

a consequence, the signal induced on the cathode pads is characterized by a fast rise due to the ions126

generated at the high field in the vicinity of the anode wire and by a long tail due to the slow drift127

in the low-field region. While the maximum amplitude of the ion tail is about 1% of the fast-signal128
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Figure 2. TPC laser signals on a single pad before pedestal subtraction and zero suppression over the
entire drift time. The peaks at 36 𝜇s, 68 𝜇s, and 95 𝜇s correspond to the second, third, and fourth laser
bundles, respectively, while the peak at 98 𝜇s corresponds to the central electrode signal originating from
photoelectrons released from the central drift electrode. The first laser bundle closest to the pad plane is
located at 13 𝜇s but no signal is evident on this pad in this event.

addition, a high-statistics sample is needed to ensure good resolution of the tail shape. For these
reasons cosmic tracks were used in the past [7]. Laser data were not initially considered due to the
repetitive structure of the laser tracks along the time axis and the shorter distances between the laser
layers (∼ 30 𝜇s) compared to a typical signal tail (∼ 40 𝜇s for inner and ∼ 80 𝜇s for outer readout
chambers). However, the finite resolution in the angle of the laser mirrors in the (𝑥, 𝑦) plane results
in pad regions where at least one of the four laser signals is not recorded. These regions could
then be used to inspect signals where the long ion tail was undistorted by subsequent large positive
laser signals. The example in the right panel of figure 3 shows a signal at 38 𝜇s whose tail does not
overlap with the subsequent laser pulse at 68 𝜇s, but is instead on the adjacent pad due to the above
mentioned slight misalignment of the laser track positions. The six distinct hotspots on the left plot
correspond to laser clusters originating from different laser tracks. Here, a cluster is defined as an
accumulation of charge signals detected within a search window of five bins each in pad and time
direction, as illustrated in figure 4.

Signal generation is well understood and implemented into the Garfield simulation package,
which allows accurate modeling of the signal response, including primary ionization, electron drift,
diffusion, and signal induction on different electrodes [7, 10]. The simulated drift paths and the
corresponding signal shapes for individual ions produced in the vicinity of the anode wire are shown
in figure 5. Ions moving towards the pad plane add positively to the signal tail, whereas ions drifting
away contribute negatively. Thus, the slight increase of the signal between 45 and 62 𝜇s in the right
panel of figure 3 results from ions collected at the pad plane, and the dip at around 76 𝜇s is caused
by ions collected on the cathode wires.

The mobility of the electrons is about three orders of magnitude larger than the mobility of the
ions, therefore electrons are essentially instantaneously removed from the amplification region. As
a consequence, the signal induced on the cathode pads is characterized by a fast rise due to the ions
generated at the high field in the vicinity of the anode wire and by a long tail due to the slow drift
in the low-field region. While the maximum amplitude of the ion tail is about 1% of the fast-signal
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next laser track along the time axis. The example in the right panel of Fig. 5 shows a signal at 38 `s77

whose tail does not overlap with the signal at 68 `s, which is slightly shifted to the adjacent pad78

due to the above-mentioned imperfections of the laser track positions. The six distinct hotspots on79

the left plot correspond to laser clusters originating from di�erent laser tracks. Here, a cluster is80

defined as a concentrated deposition of charge detected within a search window spanning 5 bins in81

the pad direction and 5 bins in the time direction, as illustrated in Fig. 9.
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Figure 5. Left: Non-zero suppressed TPC signals for 25 pads as a projection onto the pad-time plane. Right:
Pad signal indicated by the two solid black lines in the left panel. The signals are integrated over 1000 laser
events. The sharp dip at ⇠68 `s corresponds to the common-mode signal which is explained in Ref [8].

2. ALICE, A Large Ion Collider Experiment

charge within a search window of 5 bins in pad and 5 bins in time direction.
In Figure 2.12 a cluster, created by a laser track, before pedestal subtraction and

zero-suppression is shown. Because the distribution of primary electrons arriving at the
anode wires cannot be considered as point-like, the size and shape of a cluster depend on
the di�usion and the track inclination which both spread the ionization in the gas.

In order to reconstruct particle tracks, the space point of each cluster has to be deter-
mined. For this, first the local position of a cluster is calculated as the center of gravity
in 5 � 5 pad-time matrix with maxima at the central bin using the following equations

Ct =

�
t,b mtbrt�
t,b mtb

, Cp =

�
t,b mtbrp�
t,b mtb

(2.1)

where rt, rp are the positions of the bins in time and pad direction, weighted by the bin
content mtb of the corresponding bin, and Ct, Cp are the center of gravity coordinates in
time and pad directions, respectively. Each pad and its local coordinate are well defined
in the O�ine Calibration Data Base (OCDB) with respect to its specific pad number.
Accordingly, the center of the pad with the nearest integer number to the Cp is taken
to be the center of gravity to obtain the local (x, y) position of the cluster. Second, the
z position of the cluster is evaluated from the time-bin and the default drift velocity
information, which is also retrieved from the OCDB. Lastly, the final space point of the
cluster is calculated making use of the coordinate transformations given in Appendix B.
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Figure 2.12.: A laser cluster before pedestal subtraction and zero-suppression.

(maximum value among all digits in a cluster) of a cluster is used in the calculation of
specific energy loss measurement dE/dx in the TPC gas. One should also note that, high
particle density in the TPC results in an increase in the number of closely spaced tracks,
thus overlapping clusters in pad-time space. These clusters are identified using the width
of clusters. The characteristics of a cluster are listed in Table 2.4
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Figure 6. A laser cluster before pedestal subtraction and zero-suppression.
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Signal generation is well understood and integrated into the Garfield simulation package,83

which allows accurate modeling of the signal response, including primary ionization, electron drift,84

di�usion, and signal induction on di�erent electrodes [7, 10]. The simulated signal shapes for85

individual ions produced at the vicinity of the anode wire are shown in Fig. 7. Ions moving towards86

the pad plane add positively to the signal tail, whereas ions drifting backward contribute negatively.87

Thus, the dip in the right panel of Fig. 5 at around 76 `s is formed by ions collected on the cathode88

wires, and the slight increase from 45 `s to 62 `s results from ions collected at the pad plane.89

The mobility of the electrons is several orders of magnitude larger than the mobility of the ions.90

Therefore electrons are immediately removed from the amplification region. As a consequence,91
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charge within a search window of 5 bins in pad and 5 bins in time direction.
In Figure 2.12 a cluster, created by a laser track, before pedestal subtraction and

zero-suppression is shown. Because the distribution of primary electrons arriving at the
anode wires cannot be considered as point-like, the size and shape of a cluster depend on
the di�usion and the track inclination which both spread the ionization in the gas.

In order to reconstruct particle tracks, the space point of each cluster has to be deter-
mined. For this, first the local position of a cluster is calculated as the center of gravity
in 5 � 5 pad-time matrix with maxima at the central bin using the following equations
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time and pad directions, respectively. Each pad and its local coordinate are well defined
in the O�ine Calibration Data Base (OCDB) with respect to its specific pad number.
Accordingly, the center of the pad with the nearest integer number to the Cp is taken
to be the center of gravity to obtain the local (x, y) position of the cluster. Second, the
z position of the cluster is evaluated from the time-bin and the default drift velocity
information, which is also retrieved from the OCDB. Lastly, the final space point of the
cluster is calculated making use of the coordinate transformations given in Appendix B.
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Figure 2.12.: A laser cluster before pedestal subtraction and zero-suppression.
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thus overlapping clusters in pad-time space. These clusters are identified using the width
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Figure 3. Left: Charge clusters from laser tracks in the pad-time plane. Right: signal shape as a function of
time on a single pad indicated by the two solid black lines in the left panel. The signal is summed over 1000
laser events. The sharp dip at around 68 `s corresponds to the common-mode signal which is explained in
ref. [8].
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charge within a search window of 5 bins in pad and 5 bins in time direction.
In Figure 2.12 a cluster, created by a laser track, before pedestal subtraction and

zero-suppression is shown. Because the distribution of primary electrons arriving at the
anode wires cannot be considered as point-like, the size and shape of a cluster depend on
the di�usion and the track inclination which both spread the ionization in the gas.

In order to reconstruct particle tracks, the space point of each cluster has to be deter-
mined. For this, first the local position of a cluster is calculated as the center of gravity
in 5 � 5 pad-time matrix with maxima at the central bin using the following equations
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where rt, rp are the positions of the bins in time and pad direction, weighted by the bin
content mtb of the corresponding bin, and Ct, Cp are the center of gravity coordinates in
time and pad directions, respectively. Each pad and its local coordinate are well defined
in the O�ine Calibration Data Base (OCDB) with respect to its specific pad number.
Accordingly, the center of the pad with the nearest integer number to the Cp is taken
to be the center of gravity to obtain the local (x, y) position of the cluster. Second, the
z position of the cluster is evaluated from the time-bin and the default drift velocity
information, which is also retrieved from the OCDB. Lastly, the final space point of the
cluster is calculated making use of the coordinate transformations given in Appendix B.
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Figure 2.12.: A laser cluster before pedestal subtraction and zero-suppression.

(maximum value among all digits in a cluster) of a cluster is used in the calculation of
specific energy loss measurement dE/dx in the TPC gas. One should also note that, high
particle density in the TPC results in an increase in the number of closely spaced tracks,
thus overlapping clusters in pad-time space. These clusters are identified using the width
of clusters. The characteristics of a cluster are listed in Table 2.4
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Figure 4. A laser cluster before pedestal subtraction and zero-suppression.

pulse height, its extended duration means the ion-tail integral is comparable to that of the initial129

positive signal. Consequently, subsequent signals on the same readout pad that are close in time130

are strongly a�ected by signal overlap, resulting in a significant reduction of the signal quality. In131

particular, in high-multiplicity scenarios some fraction of the pad signal may fall below the zero132

suppression threshold and may be lost (see for example figure 6 of ref. [8]). Hence, the study133

of the signal shape dependencies played a crucial role in improving the calibration of energy-loss134

measurements in the TPC, as elaborated in ref. [8].135

3 Characterization of the ion tail136

3.1 Signal shape dependencies137

To investigate the signal shapes thoroughly, we first performed a scan of approximately 0.5 million138

pads in the TPC to identify all signals with undistorted tails. We then improved the signal-to-noise139
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Figure 3. Left: Charge clusters from laser tracks in the pad-time plane. Right: signal shape as a function of
time on a single pad indicated by the two solid black lines in the left panel. The signal is summed over 1000
laser events. The sharp dip at around 68 𝜇s corresponds to the common-mode signal which is explained in
ref. [8].
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Figure 5. Left: Non-zero suppressed TPC signals for 25 pads as a projection onto the pad-time plane. Right:
Pad signal indicated by the two solid black lines in the left panel. The signals are integrated over 1000 laser
events. The sharp dip at ⇠68 `s corresponds to the common-mode signal which is explained in Ref [8].
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charge within a search window of 5 bins in pad and 5 bins in time direction.
In Figure 2.12 a cluster, created by a laser track, before pedestal subtraction and

zero-suppression is shown. Because the distribution of primary electrons arriving at the
anode wires cannot be considered as point-like, the size and shape of a cluster depend on
the di�usion and the track inclination which both spread the ionization in the gas.

In order to reconstruct particle tracks, the space point of each cluster has to be deter-
mined. For this, first the local position of a cluster is calculated as the center of gravity
in 5 � 5 pad-time matrix with maxima at the central bin using the following equations
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(2.1)

where rt, rp are the positions of the bins in time and pad direction, weighted by the bin
content mtb of the corresponding bin, and Ct, Cp are the center of gravity coordinates in
time and pad directions, respectively. Each pad and its local coordinate are well defined
in the O�ine Calibration Data Base (OCDB) with respect to its specific pad number.
Accordingly, the center of the pad with the nearest integer number to the Cp is taken
to be the center of gravity to obtain the local (x, y) position of the cluster. Second, the
z position of the cluster is evaluated from the time-bin and the default drift velocity
information, which is also retrieved from the OCDB. Lastly, the final space point of the
cluster is calculated making use of the coordinate transformations given in Appendix B.
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Figure 2.12.: A laser cluster before pedestal subtraction and zero-suppression.

(maximum value among all digits in a cluster) of a cluster is used in the calculation of
specific energy loss measurement dE/dx in the TPC gas. One should also note that, high
particle density in the TPC results in an increase in the number of closely spaced tracks,
thus overlapping clusters in pad-time space. These clusters are identified using the width
of clusters. The characteristics of a cluster are listed in Table 2.4
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Signal generation is well understood and integrated into the Garfield simulation package,83

which allows accurate modeling of the signal response, including primary ionization, electron drift,84

di�usion, and signal induction on di�erent electrodes [7, 10]. The simulated signal shapes for85

individual ions produced at the vicinity of the anode wire are shown in Fig. 7. Ions moving towards86

the pad plane add positively to the signal tail, whereas ions drifting backward contribute negatively.87

Thus, the dip in the right panel of Fig. 5 at around 76 `s is formed by ions collected on the cathode88

wires, and the slight increase from 45 `s to 62 `s results from ions collected at the pad plane.89

The mobility of the electrons is several orders of magnitude larger than the mobility of the ions.90

Therefore electrons are immediately removed from the amplification region. As a consequence,91
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charge within a search window of 5 bins in pad and 5 bins in time direction.
In Figure 2.12 a cluster, created by a laser track, before pedestal subtraction and

zero-suppression is shown. Because the distribution of primary electrons arriving at the
anode wires cannot be considered as point-like, the size and shape of a cluster depend on
the di�usion and the track inclination which both spread the ionization in the gas.

In order to reconstruct particle tracks, the space point of each cluster has to be deter-
mined. For this, first the local position of a cluster is calculated as the center of gravity
in 5 � 5 pad-time matrix with maxima at the central bin using the following equations
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where rt, rp are the positions of the bins in time and pad direction, weighted by the bin
content mtb of the corresponding bin, and Ct, Cp are the center of gravity coordinates in
time and pad directions, respectively. Each pad and its local coordinate are well defined
in the O�ine Calibration Data Base (OCDB) with respect to its specific pad number.
Accordingly, the center of the pad with the nearest integer number to the Cp is taken
to be the center of gravity to obtain the local (x, y) position of the cluster. Second, the
z position of the cluster is evaluated from the time-bin and the default drift velocity
information, which is also retrieved from the OCDB. Lastly, the final space point of the
cluster is calculated making use of the coordinate transformations given in Appendix B.
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(maximum value among all digits in a cluster) of a cluster is used in the calculation of
specific energy loss measurement dE/dx in the TPC gas. One should also note that, high
particle density in the TPC results in an increase in the number of closely spaced tracks,
thus overlapping clusters in pad-time space. These clusters are identified using the width
of clusters. The characteristics of a cluster are listed in Table 2.4
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charge within a search window of 5 bins in pad and 5 bins in time direction.
In Figure 2.12 a cluster, created by a laser track, before pedestal subtraction and

zero-suppression is shown. Because the distribution of primary electrons arriving at the
anode wires cannot be considered as point-like, the size and shape of a cluster depend on
the di�usion and the track inclination which both spread the ionization in the gas.

In order to reconstruct particle tracks, the space point of each cluster has to be deter-
mined. For this, first the local position of a cluster is calculated as the center of gravity
in 5 � 5 pad-time matrix with maxima at the central bin using the following equations

Ct =
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(2.1)

where rt, rp are the positions of the bins in time and pad direction, weighted by the bin
content mtb of the corresponding bin, and Ct, Cp are the center of gravity coordinates in
time and pad directions, respectively. Each pad and its local coordinate are well defined
in the O�ine Calibration Data Base (OCDB) with respect to its specific pad number.
Accordingly, the center of the pad with the nearest integer number to the Cp is taken
to be the center of gravity to obtain the local (x, y) position of the cluster. Second, the
z position of the cluster is evaluated from the time-bin and the default drift velocity
information, which is also retrieved from the OCDB. Lastly, the final space point of the
cluster is calculated making use of the coordinate transformations given in Appendix B.
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(maximum value among all digits in a cluster) of a cluster is used in the calculation of
specific energy loss measurement dE/dx in the TPC gas. One should also note that, high
particle density in the TPC results in an increase in the number of closely spaced tracks,
thus overlapping clusters in pad-time space. These clusters are identified using the width
of clusters. The characteristics of a cluster are listed in Table 2.4
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Figure 4. A laser cluster before pedestal subtraction and zero-suppression.

pulse height, its extended duration means the ion-tail integral is comparable to that of the initial129

positive signal. Consequently, subsequent signals on the same readout pad that are close in time130

are strongly a�ected by signal overlap, resulting in a significant reduction of the signal quality. In131

particular, in high-multiplicity scenarios some fraction of the pad signal may fall below the zero132

suppression threshold and may be lost (see for example figure 6 of ref. [8]). Hence, the study133

of the signal shape dependencies played a crucial role in improving the calibration of energy-loss134

measurements in the TPC, as elaborated in ref. [8].135
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3.1 Signal shape dependencies137

To investigate the signal shapes thoroughly, we first performed a scan of approximately 0.5 million138

pads in the TPC to identify all signals with undistorted tails. We then improved the signal-to-noise139
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Figure 4. A laser cluster before pedestal subtraction and zero suppression.

pulse height, its extended duration means the ion-tail integral is comparable to that of the initial
positive signal. Consequently, subsequent signals on the same readout pad that are close in time
are strongly affected by signal overlap, resulting in a significant reduction of the signal quality. In
particular, in high-multiplicity scenarios some fraction of the pad signal may fall below the zero
suppression threshold and may be lost (see for example figure 6 of ref. [8]). Hence, the study
of the signal shape dependencies played a crucial role in improving the calibration of energy-loss
measurements in the TPC, as elaborated in ref. [8].

3 Characterization of the ion tail

3.1 Signal shape dependencies

To investigate the signal shapes thoroughly, we first performed a scan of approximately 0.5 million
pads in the TPC to identify all signals with undistorted tails. We then improved the signal-to-noise
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38 3. Signal shape and read-out optimization

multiplication process takes place close to the anode wires. These wires are at a high volt-
age producing a strong electrical field gradient in their vicinity. This is the place, where
the avalanche process amplifies the number of electrons by a few orders of magnitude
(gain) by means of producing new electron-ion pairs.

Tracks, their ionization potential in a given gas, the electron drift in the direction of
the read-out chambers and the induced signal (on pads or wires) can be simulated using
Garfield [39]. An example of electron and ion paths within an I-ROC geometry is plotted
in figure 3.2.
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Figure 3.2: Tracks, clusters and electron drift as simulated with Garfield
for a TPC I-ROC geometry. Electrons (yellow) drift towards the anode wire,
ions (red) drift outwards. Left: electrons drift without di↵usion. Right: elec-
tron drift with di↵usion (via MC).

The electrons are immediately collected by the anode wire, whereas the positive ions
drift in opposite direction. Depending on their angular starting position, they drift to-
wards the pad plane, the cathode wire or even the gate wires. Since the ion mobility is
several orders of magnitude smaller than the mobility of the electrons, the signal induced
in the pads is characterized by a fast rise in the order of a few ps (due to the electrons)
and a slow decay in the order of a few µs (due to the slow ions). The so called ion-tail
is manifest in form of later peaks (� 20 µs) which are usually smaller than 1 % in com-
parison with the immediate pulse due to electrons. A typical signal as detected on the
ALICE TPC read-out is shown in figure 3.3.

The ion-tail of the ALICE TPC read-out was characterized and detailed simulations
were performed in order to understand the mechanism behind the shaping. Details re-
garding both topics are given in the following sections. Section 3.3 contains an analysis
on how to minimize the ion-tail characteristics in order to improve the signal quality and
the compression factor for high track densities.

3.2. Signal shape simulations 41

in the past years [45–47] where mostly the ions, produced in the electron avalanche region
were used in order to quantify the avalanche size, the signal and the gain.

In [48] a first attempt was made to explain the variations of the ion-tail characteristics
present in the MWPC geometry of the ALICE TPC detector. The present work presents
a more detailed approach in order to quantify the influence of di↵erent gap sizes and gain
(voltage) settings on the signal shape. Several tracks were simulated and the average
signals were compared to the measurements as presented in figure 3.5. Figure 3.2 shows
an example of a single simulated event. The ‘wiggly’ lines represent the electrons drifting
to the anode wires while the smooth lines show ions drifting from the anode wires to the
cathode wires, the gate wires and the pads. In this simulation the avalanche is assumed
to be very localized, so the ions are starting to drift from the wire surface at the point
where the incoming electron arrives. The angular electron-arrival distribution around the
anode wire is Gaussian (� ⇡40�) and is basically independent of the anode voltage (gain)
settings but depends on the chamber geometry [49].

By positioning single ions at di↵erent angles around the anode wire, the signal con-
tribution from the di↵erent ion drift paths can be obtained as shown in figure 3.6. If the
ions reach the pads, the signal is positive. If the ions drift to a cathode wire or a gate
wire, the induced signal is negative.
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Figure 3.6: Ion tracks (left) and induced signals (right) from single ions of di↵erent
angular positions to the multiplication wire.

It turns out that for all the di↵erent voltage and gain settings, the simulated signal
shows an undershoot and the ‘high’ plateau visible in the measured signals is not repro-
duced. As seen in figure 3.2, if no di↵usion is assumed, no ion is able to drift towards
the pad plane, therefore no positive plateau can be reached. Even when including the
di↵usion of the electron, most ions in the simulated event move to the cathode wires.
On average, this only causes an undershoot (negative plateau). We, therefore, have to
conclude that the spread of the electron-arrival positions at the wire, even due to di↵u-
sion, cannot explain the positive plateau seen in the measured signals (see figure 3.5). We
must, therefore, assume that the electron avalanche is spreading around the wire. This
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present in the MWPC geometry of the ALICE TPC detector. The present work presents
a more detailed approach in order to quantify the influence of di↵erent gap sizes and gain
(voltage) settings on the signal shape. Several tracks were simulated and the average
signals were compared to the measurements as presented in figure 3.5. Figure 3.2 shows
an example of a single simulated event. The ‘wiggly’ lines represent the electrons drifting
to the anode wires while the smooth lines show ions drifting from the anode wires to the
cathode wires, the gate wires and the pads. In this simulation the avalanche is assumed
to be very localized, so the ions are starting to drift from the wire surface at the point
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Figure 3.6: Ion tracks (left) and induced signals (right) from single ions of di↵erent
angular positions to the multiplication wire.

It turns out that for all the di↵erent voltage and gain settings, the simulated signal
shows an undershoot and the ‘high’ plateau visible in the measured signals is not repro-
duced. As seen in figure 3.2, if no di↵usion is assumed, no ion is able to drift towards
the pad plane, therefore no positive plateau can be reached. Even when including the
di↵usion of the electron, most ions in the simulated event move to the cathode wires.
On average, this only causes an undershoot (negative plateau). We, therefore, have to
conclude that the spread of the electron-arrival positions at the wire, even due to di↵u-
sion, cannot explain the positive plateau seen in the measured signals (see figure 3.5). We
must, therefore, assume that the electron avalanche is spreading around the wire. This

Figure 5. Left: the drift curves of ions originating from the avalanche close to the anode wire. Ions collected
on the pad plane, cathode wire, and gating grid are shown with red, purple, and green curves, respectively,
while ions escaping back into the drift volume are shown in blue. Right: corresponding ion signals induced
on the cathode pads [7].

ratio by doubling the number of events per run to 2000, compared to the default 1000 for a stand-
alone laser run. In addition, we increased the laser intensity to obtain larger pulse heights, achieving
signal amplitudes of about 800 ADC at a noise level of about 1 ADC. Furthermore, we identified
an additional high-frequency electronic noise which we filtered using the Fast Fourier Transform
feature within the ROOT framework [11]. The result after elimination of the high-frequency noise
is depicted in figure 6.

There are several aspects that determine the shape of the ion tail: the gas mixture, the electrode
geometry, the field configuration, and the position of the given readout pad with respect to the
center-of-gravity of the charge cluster.

We first investigated the dependence on the gas mixture. Figure 7 shows the ion-tail signal
shapes in the Ar-CO2 (90-10) and Ne-CO2 (90-10) gas mixtures, where significant differences
are observed. The primary ionization in Ar-CO2 is about two times higher than in Ne-CO2 [12].
Therefore, the gas gain for Ar-CO2 had to be kept correspondingly lower to keep the amplitudes of
the fast-signal pulses the same for the two gas mixtures. This resulted in a significant change in the
avalanche spread around the anode wires, which in turn altered the number of ions directed towards
the drift volume as opposed to those collected at the pad plane. This is reflected in a difference
between the ratios of the integral of the negative ion tail (“𝑄−

tot") and the integral of the positive
signal (“𝑄+

tot"). For the Ar-CO2 the 𝑄−
tot/𝑄+

tot ratio was 0.68, while for the Ne-CO2 mixture it is
much lower at 0.27. In addition, the shift of the second minimum, from ∼ 26 𝜇s for Ne-CO2 to
∼ 45 𝜇s for Ar-CO2, can be explained by the different ion arrival times at the cathode wires due to the
different ion mobilities, which are ∼ 3.13 cm2/Vs and ∼ 1.61 cm2/Vs, respectively (see ref. [13]),
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Figure 6. (Color Online) The ion-tail signal of a central pad for the IROC geometry before (red curve) and
after (green curve) the removal of the high-frequency noise.

which uses the current data for the ion mobility calculations). These values are consistent with the
ion mobility measurements reported elsewhere [14]. For the remainder of the paper, we analyzed
signal shapes generated in the Ne-CO2 gas mixture due to their superior statistical quality.
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Figure 7. (Color Online) Normalized pad signals of the central pads for the IROC geometry with a zoom
into the y-axis for Ar-CO2 (90-10) (red) and Ne-CO2 (90-10) (green) gas mixtures. The Ne-CO2 data have a
factor of 20 larger statistics than the Ar-CO2 data, where no removal of high-frequency noise was performed.

The ALICE TPC employs different wire geometries for IROCs and OROCs, where the differ-
ence lies in the gap sizes between the cathode wires, anode wires, and pad plane (see figure 10
of ref. [4]). In figure 8, normalized signals are shown for IROC and OROC geometries where
the 𝑄−

tot/𝑄+
tot ratio and consequently the gain and the avalanche spread around the anode wire are

similar. Due to the larger distances between the anode-wire plane and the cathode-wire plane as
well as between the anode-wire plane and the pad plane, which lead to larger ion drift times, the
time positions of the local maximum and of the second minimum shift to larger values in the case
of the OROC geometry.
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Figure 8. (Color Online) Normalized pad signals of the central pads with a zoom into the 𝑦-axis for IROC
and OROC geometries, for the anode voltage settings of 1270 V and 1490 V respectively.

Since the ion drift velocity increases with higher fields, the anode wire voltage also has an
effect on the position of the local minima, as shown in the left panel of figure 9. However, the
more dominant effect reveals itself in a change of the avalanche spread around the anode wire. An
increase in the anode wire voltage not only leads to higher gains but also an earlier start of the
avalanche, and hence an enlarged angular spread of the avalanche around the anode wire. This
increases the number of ions arriving at the pad plane, as shown as red solid lines in figure 5. As
a consequence, the second local maximum at about 15 𝜇s is enhanced and the 𝑄−

tot/𝑄+
tot ratios are

reduced with increasing anode voltage, as shown in figure 9.
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Figure 9. (Color Online) Normalized pad signals of the central pads for the IROC geometry with a zoom
into the 𝑦-axis for different anode voltage settings. Left: ion-tail shape. Right: the 𝑄−

tot/𝑄+
tot ratio of the

signal as a function of anode voltage.

While the anode voltage, wire geometry, and gas mixture remain fixed parameters during
collision-data taking, there is another strong dependence that must be taken into account: the
distance of a given pad from the center-of-gravity (COG) of the cluster, which varies for every
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measured signal. Each pad within a given cluster receives a different fraction of ions produced
during amplification, as well as a different magnitude of induced mirror charge due to the avalanche
spread around the anode wires. This leads to differences in the shape of the ion tail of each pad in
the cluster, as shown in figure 10, where a dramatic change in the 𝑄−

tot/𝑄+
tot ratio is observed when

moving from the most central pads to the more peripheral ones.5 10 15 20 25 30 35 40
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Figure 10. Normalized pad signals for the IROC geometry with a zoom into the y-axis measured at different
distances to the center-of-gravity (dcog) of the cluster (anode voltage = 1270 V). Left: Ion-tail shape where
solid green and red curves indicate the most central (dcog= 0𝑚𝑚) and peripheral (dcog= 16𝑚𝑚) pad
signals, respectively. Right: the 𝑄−

tot/𝑄+
tot ratio of the signal as a function of distance to the center-of-gravity

of the cluster.

3.2 Simulations

In its original implementation, Garfield was designed to model two-dimensional chamber geometries
made of wires and planes where the exact fields are known. However, for three-dimensional
configurations, the dielectric media and complex electrode shapes are difficult to handle with
analytic techniques. To cope with this problem, Garfield is interfaced with the neBEM (A nearly
exact Boundary Element Method) [15] program, which provides the field maps as the basis for the
calculations of Garfield. The three-dimensional wire and pad geometry of the ALICE TPC IROC
created using the neBEM program is shown in figure 11. In addition to the pads that are analysed
in the simulation, two pads were added on each side to avoid boundary effects.

The drift path of the ions, and hence the ion signal induced on the pads, depends on their
distribution around the anode wire. To this end, an electron cloud with Gaussian density profile is
generated outside the amplification region. The electrons are then drifting through the wire grids
to the anode wires, neglecting diffusion, as shown on the left panel of figure 12. The arrival points
of the electrons at the anode wire are used to estimate the ion distribution around the wire, see
figure 12, right panel.

Reasonable agreement between the data and Garfield simulations is achieved, as shown in
figure 13. In particular, the pad position dependence is reproduced. However, the simulated signal
shapes exhibit a sharp negative spike. The smearing of these spikes in the real data can be attributed
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to the fluctuations in wire positions, which are assumed to be Gaussian and are in the range of
𝜎geom ∼ 50 𝜇m [5, 7].

Furthermore, there is a striking difference in the timing of the negative spike: it appears at about
22 𝜇s in the simulations and 26 𝜇s in the data. This is mainly due to the lack of information in the
literature about the identity of the drifting ions in a Ne-CO2 (90-10) gas mixture. Therefore, in our
current simulation we have opted for a simplified approach, considering only the presence of noble
gas ions (Ne+) and neglecting the influence of the quencher (CO2) as a reasonable approximation. In
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Figure 13. Comparison of the measured and simulated signal shapes for the IROC geometry in five pads of
a cluster where pad number 3 is the center of the cluster. Upper panel: pulse shape. Lower panel: ion tail.
Left: data. Right: Garfield simulation.

ref. [13], it is shown that CO2 cluster mobilities, rather than that of Ne+, can describe the observed
data. Eventually, by accounting for variations in wire positions and ion distributions around the
anode wires, as well as using the measured ion mobility, we have achieved an excellent agreement
between simulation and data, as shown in figure 14. Note that this analysis covers only one type
of topology (i.e., cluster shape) where the track is parallel to the pad plane. Since high-precision,
undistorted signals are very difficult to obtain using collision data, one can use such a data-driven
approach to cover all different track topologies by relying on the three-dimensional simulations,
mainly tuning the ion distributions around the anode wires.

4 Impact of the ion-tail correction on the PID performance

The PID performance of the ALICE TPC is deteriorated as a consequence of the ion tail. A quan-
titative study is performed employing the ALICE TPC simulation framework where the observed
ion tail shapes are implemented into the simulation. Collisions of Pb ions are generated using
the HĲING event generator [16] and propagated through the detector setup using GEANT4 [17]
transport software. During the reconstruction of the simulated data, the total charge of each cluster
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Figure 14. Comparison of the normalized pad signal for the IROC geometry to the Garfield simulations in
a Ne-CO2 (90-10) gas mixture for the most central pad of a cluster. The simulation result is scaled to match
the measured ion drift velocity and also smeared, taking the fluctuations of the wire positions into account.

within a given track was corrected by accounting for the baseline shift which was simulated with
realistic ion tail shapes.

The baseline shift estimate is based on the normalized pad signals obtained from the laser data
mentioned above. The corrected pad signals for a given cluster are approximated with the following
vector operation:

Scorr = Sin + 𝛼IT · 𝑄tot · Snorm, (4.1)

where Scorr and Sin are the corrected and input pad signals, respectively, 𝑄tot is the integral of the
positive part of the input pad signal, Snorm is the normalized pad signal for the given relative pad
position to the center-of-gravity of cluster, and𝛼IT is a fudge factor accounting for the missing charge
and clusters due to zero suppression. After cluster finding the coordinates of the center-of-gravity,
𝑄tot and 𝑄max of each cluster are available but detailed signal shape information for individual pads
is not retained. To address this, the shape of a specific cluster is estimated using the "pad response
function" characterized by a Gaussian shape in both time and pad direction for simplicity. This
approach allows a straightforward calculation of the relative position of each pad along with its
associated 𝑄tot. Eventually, the estimated baseline shift is incorporated into each cluster as missing
charge. Applying such a correction to each individual cluster cannot restore signals that fall below
the zero suppression threshold. However, it can restore the lost amplitude for the detected signals.
On the other hand, it should be noted that certain imperfections are unavoidable. For example, the
normalized signal shapes are generated by laser tracks that are parallel to the pad plane. Therefore,
variations in the cluster shape due to track angles cannot be accounted for.

As a measure of the PID performance we use the so-called separation power 𝑆𝑒, 𝜋 between
electrons and minimum-ionizing pions:

𝑆𝑒, 𝜋 =
|𝜇𝜋 − 𝜇𝑒 |

1
2 (𝜎d𝐸/d𝑥,𝑒 + 𝜎d𝐸/d𝑥, 𝜋)

, (4.2)

where 𝜇𝑖 and 𝜎d𝐸/d𝑥,𝑖 are the average d𝐸 /d𝑥 signal and d𝐸 /d𝑥 resolution of particle 𝑖 (electron 𝑒 and
pion 𝜋) within a given momentum range, respectively. The separation power inherently incorporates
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information about the d𝐸 /d𝑥 resolution and serves as the main parameter for evaluating the PID
performance of the TPC. Figure 15 provides a visual illustration of how separation power is
calculated, using a small statistics test of a HĲING simulation implemented with the GEANT4
TPC detector setup for central Pb–Pb collisions.

2.2. Time Projection Chamber (TPC)

respectively, where Si,j is the separation between particle types i and j, µi(p) is the dE/dx
signal of particle i at momentum p and MIP stands for the minimum-ionizing particles
(pions at p ⇡ 400 MeV/c). Since the best particle identification performance is required
in the relativistic-rise region, a quantitative separation power estimate is usually done
between minimum-ionizing particles and particles on the Fermi plateau. However, in case
of lack of su�cient statistics at the Fermi plateau (in particular for quick performance
checks), electrons at p ⇡ 300 MeV/c are used instead. Since the separation power intrin-
sically contains the dE/dx resolution information, it is used as the main quantity for the
PID performance checks. Figure 2.16 shows an illustration of a separation power calcu-
lation for a small statistics test of HIJING simulation with GEANT3 implementation of
the TPC detector setup for central Pb–Pb collisions.
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Figure 2.16.: (Top) dE/dx spectrum of simulated central Pb–Pb events obtained via HIJING simulation
with GEANT3 implementation of the TPC detector setup, where electrons are enhanced
by embedding � conversions in order to obtain su�cient statistics for the fit. Dashed lines
depict the momentum range where the separation power calculation is performed. (Bottom)
The projection of the marked area of the left plot on the dE/dx axis. Red dashed line for
the ⇡ fit, green solid line for the e fit. Resulting separation power is 6.4 ± 0.04.

37

Figure 15. Upper panel: the d𝐸 /d𝑥 spectrum of simulated central Pb–Pb events obtained via HĲING
simulation with GEANT4 implementation of the TPC detector setup, where electrons are enhanced by
embedding 𝛾 conversions in order to obtain sufficient statistics for the fit. Dashed curves depict the momentum
range where the separation power calculation is performed. Lower panel: the projection of the marked area
of the upper plot on the d𝐸 /d𝑥 axis.The Gaussian fits for pions and electrons are shown by red dashed and
green solid lines, respectively. The resulting separation power is 6.4 ± 0.04.

The electron-pion separation power and the mean d𝐸 /d𝑥 position of the minimum ionizing
pions as a function of multiplicity are shown in figure 16. The number of primary particles in the
collision is used as the multiplicity estimator. The reference simulation data without ion tail show a
slight decrease with increasing multiplicity, which is due to the merging of clusters at high detector
occupancies. On the other hand, the ion-tail effect leads to a decrease of approximately 13% in the
MIP position and about 22% in separation power, as shown in figure 16. These effects are almost
completely recovered by an offline procedure where the known ion-tail shapes are used to correct
each signal according to the properties of the preceding signals. The remaining imperfections can be
attributed to signals that are lost during the zero suppression. These signals can not be recuperated
with the offline correction, because the offline correction is applied on the cluster level after zero
suppression.
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(Top)	dE/dx	spectrum	of	simulated	central	Pb–Pb events	obtained	via	HIJING	simulation	with	GEANT3	implementation	of	
the	TPC	detector	setup,	where	electrons	are	enhanced	by	embedding	γ conversions	in	order	to	obtain	sufficient	statistics	
for	the	fit.	Dashed	lines	depict	the	momentum	range	where	the	separation	power	calculation	is	performed.	(Bottom)	The
projection	of	the	marked	area	of	the	left	plot	on	the	dE/dx	axis.	Red	dashed	line	for	the	π	fit,	green	solid	line	for	the	e	fit.	
Resulting	separation	power	is	6.4	± 0.04.	

3.5. Implementation of the ion-tail and common-mode e↵ects into the ALICE simulation
framework
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Figure 3.27.: Separation power (left column) and mean dE/dx position (right column) results of a HI-
JING simulation including common-mode and ion-tail e↵ects. Achieved performances for
common-mode e↵ect only (upper panel), ion-tail e↵ect only (middle panel) and both ef-
fects together (lower panel) are shown as a function of the multiplicity (number of primary
tracks).

Here one should note that the additional noise contribution as a result of the common-
mode e↵ect, as shown in Figure 3.28, requires a higher zero-suppression threshold, which
results in more missing charge. This e↵ect reveals itself in the mean dE/dx position,
where a fudge factor of 1 can recover only half of the total reduction.

Moreover, lost clusters as a function of multiplicity are also investigated as shown in
Figure 3.29. As expected they can not be recovered by this procedure. For the highest
multiplicity events, the common-mode e↵ect alone leads to an additional cluster loss of
about 3.5%, while the ion-tail e↵ect alone 4.5% and accordingly the two e↵ects together
8%. Since the common-mode signal causes an average baseline shift, it results in less

61

Figure 16. Left: mean d𝐸 /d𝑥 position of minimum-ionizing pions and separation power obtained from a
HĲING simulation including the ion-tail effect. The red and green symbols show the achieved performance
before and after offline correction as a function of the event multiplicity, respectively. The black symbols
show the performance without any tail.

5 Conclusions

A detailed study of signal shapes in the MWPCs of the ALICE TPC was carried out using data
recorded with the laser calibration system. It was found that the signals have a characteristic long
negative ion tail after the main positive signal. The tail strongly depends on the gas mixture, the
electrode geometry, the field configuration, and the position of a particular pad signal with respect
to the center-of-gravity of the cluster. The characteristic signal shape was verified for the first time
with three-dimensional Garfield simulations. Ion tails of this nature can be found in all MWPC-
based TPCs and it is important to consider them when operating in high multiplicity environments
to achieve good tracking and PID performance, as demonstrated through a comprehensive detector
simulation that incorporates these ion tails. The results obtained have not only extended the
understanding of the signal shape dependencies, but also significantly improved the performance
of the offline correction procedure for Pb–Pb collision events, as reported in ref. [8].

Acknowledgements

The ALICE TPC Collaboration acknowledges the support of the following funding agencies: Fun-
dação de Amparo à Pesquisa do Estado de São Paulo (FAPESP), Brasil; Ministry of Science and
Education, Croatia; The Danish Council for Independent Research | Natural Sciences, the Carlsberg
Foundation and Danish National Research Foundation (DNRF), Denmark; Helsinki Institute of
Physics (HIP) and Academy of Finland, Finland; Bundesministerium für Bildung, Wissenschaft,
Forschung und Technologie (BMBF), GSI Helmholtzzentrum für Schwerionenforschung GmbH,
DFG Cluster of Excellence "Origin and Structure of the Universe", The Helmholtz International
Center for FAIR (HIC for FAIR) and the ExtreMe Matter Institute EMMI at the GSI Helmholtzzen-
trum für Schwerionenforschung, Germany; National Research, Development and Innovation Office,
Hungary; Nagasaki Institute of Applied Science (IIST) and the University of Tokyo, Japan; Fondo de

– 13 –



Cooperación Internacional en Ciencia y Technologí a (FONCICYT), Mexico; The Research Coun-
cil of Norway, Norway; Ministry of Science and Higher Education and National Science Centre,
Poland; Ministry of Education and Scientific Research, Institute of Atomic Physics and Ministry
of Research and Innovation, and Institute of Atomic Physics, Romania; Ministry of Education,
Science, Research and Sport of the Slovak Republic, Slovakia; Swedish Research Council (VR),
Sweden; United States Department of Energy, Office of Nuclear Physics (DOE NP), United States
of America.

References

[1] G. Charpak, F. Sauli, and W. Duinker, “High-accuracy drift chambers and their use in strong magnetic
fields,” Nucl. Instrum. Meth. 108 (1973) 413–426.

[2] L. Rolandi, “The ALEPH time projection chamber,” AIP Conf. Proc. 108 (1984) 110–122.

[3] J. A. Macdonald, ed., Proceedings, 1st Workshop on Time Projection Chamber (TPC 1983):
Vancouver, British Columbia, Canada, June 23-25, 1983, vol. 108. 1984.

[4] J. Alme et al., “The ALICE TPC, a large 3-dimensional tracking device with fast readout for
ultra-high multiplicity events,” Nucl. Instrum. Meth. A 622 (2010) 316–367, arXiv:1001.1950
[physics.ins-det].

[5] ALICE Collaboration, G. Dellacasa et al., “ALICE: Technical design report of the time projection
chamber,” CERN-OPEN-2000-183, CERN-LHCC-2000-001 (1, 2000) .

[6] F. Sauli, “Principles of operation of multiwire proportional and drift chambers,” tech. rep., Geneva,
1977. https://cds.cern.ch/record/117989. CERN, Geneva, 1975 - 1976.

[7] S. Rossegger and W. Riegler, “Signal shapes in a TPC wire chamber,” Nucl. Instrum. Meth. A 623
(2010) 927–930.

[8] M. Arslandok, E. Hellbär, M. Ivanov, R. H. Münzer, and J. Wiechula, “Track Reconstruction in a
High-Density Environment with ALICE,” Particles 5 no. 1, (2022) 84–95, arXiv:2203.10325
[physics.ins-det].

[9] ALICE Collaboration, G. Renault, B. S. Nielsen, J. Westergaard, and J. J. Gaardhoje, “The Laser
calibration system of the ALICE time projection chamber,” Czech. J. Phys. 55 (2005) 1671–1674,
arXiv:nucl-ex/0511014.

[10] “Garfield - simulation of gaseous detectors.” http://garfield.web.cern.ch/garfield/.

[11] R. Brun and F. Rademakers, “ROOT: An object oriented data analysis framework,” Nucl. Instrum.
Meth. A 389 (1997) 81–86.

[12] Particle Data Group Collaboration, R. L. Workman and Others, “Review of Particle Physics,” PTEP
2022 (2022) 083C01.

[13] Y. Kalkan, M. Arslandok, A. F. V. Cortez, Y. Kaya, I. Tapan, and R. Veenhof, “Cluster ions in
gas-based detectors,” JINST 10 no. 07, (2015) P07004.

[14] A. Deisting, C. Garabatos, and A. Szabo, “Ion mobility measurements in Ar − CO2, Ne − CO2, and
Ne − CO2 − N2 mixtures, and the effect of water contents,” Nucl. Instrum. Meth. A 904 (2018) 1–8,
arXiv:1804.10288 [physics.ins-det].

[15] “A nearly exact boundary element method (neBEM),”. http://nebem.web.cern.ch/nebem/.

– 14 –

http://dx.doi.org/10.1016/0029-554X(73)90518-1
http://dx.doi.org/10.1063/1.34309
http://dx.doi.org/10.1016/j.nima.2010.04.042
http://arxiv.org/abs/1001.1950
http://arxiv.org/abs/1001.1950
http://dx.doi.org/10.5170/CERN-1977-009
https://cds.cern.ch/record/117989
http://dx.doi.org/10.1016/j.nima.2010.07.061
http://dx.doi.org/10.1016/j.nima.2010.07.061
http://dx.doi.org/10.3390/particles5010008
http://arxiv.org/abs/2203.10325
http://arxiv.org/abs/2203.10325
http://dx.doi.org/10.1007/s10582-006-0057-y
http://arxiv.org/abs/nucl-ex/0511014
http://garfield.web.cern.ch/garfield/
http://dx.doi.org/10.1016/S0168-9002(97)00048-X
http://dx.doi.org/10.1016/S0168-9002(97)00048-X
http://dx.doi.org/10.1093/ptep/ptac097
http://dx.doi.org/10.1093/ptep/ptac097
http://dx.doi.org/10.1088/1748-0221/10/07/P07004
http://dx.doi.org/10.1016/j.nima.2018.07.008
http://arxiv.org/abs/1804.10288
http://nebem.web.cern.ch/nebem/


[16] M. Gyulassy and X.-N. Wang, “HĲING 1.0: A Monte Carlo program for parton and particle
production in high-energy hadronic and nuclear collisions,” Comput. Phys. Commun. 83 (1994) 307,
arXiv:nucl-th/9502021.

[17] GEANT4 Collaboration, S. Agostinelli et al., “GEANT4–a simulation toolkit,” Nucl. Instrum. Meth.
A 506 (2003) 250–303.

– 15 –

http://dx.doi.org/10.1016/0010-4655(94)90057-4
http://arxiv.org/abs/nucl-th/9502021
http://dx.doi.org/10.1016/S0168-9002(03)01368-8
http://dx.doi.org/10.1016/S0168-9002(03)01368-8

	Introduction
	Measurements with the ALICE TPC
	Characterization of the ion tail
	Signal shape dependencies
	Simulations

	Impact of the ion-tail correction on the PID performance
	Conclusions

