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Chapter 6

HL-LHC configuration and operational challenges

Andrea Apollonio, Xavier Buffat, Roderik Bruce, Riccardo De Maria,

Massimo Giovannozzi, Giovanni Iadarola, Anton Lechner, Elias Métral,

Guido Sterbini, Rogelio Tomás and Markus Zerlauth

CERN,

Esplanade des Particules 1, 1211 Meyrin, Switzerland

Recently, the operational configuration of the HL-LHC along its first
Run has been carefully established to reach nominal performance. This
chapter presents the key beam and machine parameters together with
the most critical operational challenges. The contents of this chapter
reflect the project situation prior to experience from the LHC Run 3.

1. Proton parameters and machine optics

The HL–LHC operational scenario for Run 4 is continuously evolving fol-

lowing changes in the hardware configuration, findings in beam dynamics,

and schedule updates.1–3 The latest HL-LHC Interaction Region (IR) lay-

out is shown in Fig. 1 compared to the current LHC. The larger aperture

quadrupoles next to the Interaction Point (IP) and the Crab Cavities (CC)

allow to reduce the IP beam size while compensating for the loss of

geometric overlap during collisions, hence maximizing luminosity. Other

key HL-LHC hardware upgrades are described in the following.

The installation of new sextupoles (MS10) in the dispersion suppressor.

The loss of Dynamic Aperture (DA, see Sec. 2.3) of about 0.5 σ for not

having MS10 is acceptable for optics with β∗ ≥ 20 cm in IP1 and IP5, which

is the current assumption for Run 4. However, at β∗ = 15 cm, considered

for possible new Run 4 scenarios, the DA loss is larger and these sextupoles

are mandatory.4–6 Figure 2 shows the machine optics at β∗ = 15 cm.

This is an open access article published by World Scientific Publishing Company. It is
distributed under the terms of the Creative Commons Attribution 4.0 (CC BY) License.
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Fig. 1. A schematic comparison of the right side of the interaction region in Points
1 and 5 between LHC (top) and the HL-LHC (bottom). Black boxes represent main

magnets and red boxes linear and non-linear correctors. Black filled boxes represent

fixed absorbers while gray filled boxes represent collimators. The HL-LHC has large
aperture magnets up to D2, a cold D1 and separated D2-Q4 to host the crab cavities.
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Fig. 2. Plot of the Twiss parameters of the HL-LHC at β∗ = 15 cm. Peak β-function

reaches 20 km in the triplet and about 600 m in the arcs around Point 1 and 5. This
enhances the sensitivity to field imperfections.

Low impedance upgrade of the secondary Carbon Fiber Composite (CFC)

collimators. Most of these collimators are being replaced with Mo-coated

collimators, made of Molybdenum-graphite, to guarantee beam stability.

Beam experiments in Run 3 should determine if the low impedance colli-

mator upgrade should be carried out in full, whether a reduction in the

number of upgraded units would be feasible.

The Hollow Electron Lens (HEL). The HEL is an advanced tool for

active control of the diffusion speed of halo particles, which will serve to

mitigate losses from fast processes. Due to resource limitations the HEL

will not be ready for Run 4. A primary collimator gap at 8.5 σ is considered
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the main mitigation against halo issues in the absence of the HEL. The need

for additional mitigation measures in Run 4, such as reducing the bunch

charge, will need to be evaluated with dedicated measurements in Run 3.

Figure 3 shows a schematic view of the Run 4 operational cycle including

key beam parameters and luminosity. The abrupt jumps in bunch intensity

and emittances during the collision adjustment process, just before 2.5 h,

correspond to the intensity loss and emittance growth budgets assigned

for the interval between injection and the start of collisions; however, here

they are pessimistically lumped when collisions are established. The slow

horizontal emittance growth at injection is due to intra-beam scattering
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Fig. 3. A schematic view of the Run 4 HL–LHC physics cycle showing energy cycle,
number of bunches, protons per bunch (ppb), transverse emittances (Batch Compression

Merging and Splitting beam case), and luminosity (top to bottom) versus time until the
beam dump.
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(IBS). The luminosity starts with a step at 2.5×1034 cm−2s−1 followed by a

linear ramp to meet cryogenic requests. The bunch intensity and emittance

evolution during physics include burn-off, IBS, synchrotron radiation (SR)

damping, and emittance growth from CC noise. Emittance growth from

luminosity burn-off has a small effect on the integrated luminosity of HL–

LHC of approximately 1%, not included here, and should be further studied

for more accurate predictions.7

Assuming no limitations to the beam parameters in Run 4, the potential

HL–LHC performance ramp-up is given in Fig. 4, allowing to integrate

above 715 fb−1 over the 4 years of operation. The minimum β∗ in Run 4

is tentatively kept to 20 cm but 15 cm is being considered.

In the first year of operation, bunch intensity is assumed to match the

updated Run 3 expectation of 1.8×1011 ppb with minimum β∗ = 30 cm and

without CCs in physics (but commissioning them with dedicated machine

time). Crossing angle is assumed to be about 450 µrad as validated with

DA simulations. It is foreseen to steadily reduce the crossing angle during

the physics fill as the bunch population decays to maximize performance

and reduce the peak radiation dose to the triplet magnets.

The beam-based IR non-linear corrections are expected to require

considerable commissioning time and iterations between the different mag-

net types. Therefore, it is assumed that optics commissioning in the first

years will only include correction magnets up to the octupolar order, leav-

ing the commissioning of the decapolar and dodecapolar correctors for the

years with lower β∗. Simulations have confirmed that DA is sufficient at

β∗ = 30 cm without decapolar and dodecapolar IR corrections. Moreover,
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Fig. 4. Peak and integrated luminosity during Run 4.
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HL-LHC configuration and operational challenges 99

techniques to speed-up the optics commissioning including high-order cor-

rections are being developed and will require dedicated machine experi-

ments in Run 3.

Bunch intensity could be limited in Run 4 due to the absence of the

HEL or if RF voltage limitations are encountered at injection. Taking

these aspects into account, a minimum bunch intensity of 1.8 × 1011 ppb

is estimated to be easily achievable. Further studies are ongoing to investi-

gate the maximum bunch intensity feasible with the current RF system. If

bunch charge is limited to 1.8 × 1011 ppb at injection, the fill shortens by

more than 2 hours and the levelling time by more than 3 hours with respect

to the baseline shown in Fig. 3. Annual integrated luminosity (assuming

160 days) is reduced from 242 to 194 fb−1, reducing the Run 4 expected

integrated luminosity by about 20% for the case with ϵ = 2.5 µm. Figure 5

shows the annual integrated luminosity versus bunch charge at injection

in the range between 1.8 × 1011 ppb and the baseline value. Mitigation

measures imply reducing β∗ or the crossing angle. The first requires that

the MS10 sextupoles are installed during Long Shutdown 3 (LS) to guar-

antee sufficient lifetime. The latter requires that long-range beam-beam

compensators, not yet in the baseline, are installed.
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Fig. 5. Annual integrated luminosity versus bunch charge at injection in Run 4.

In the following the most critical operational challenges are reviewed.

2. Proton operational challenges

2.1. Heat load and e-cloud

The LHC and HL-LHC cryogenic magnets are equipped with actively

cooled beam screens, which intercept beam induced heating mainly due to

 T
he

 F
ut

ur
e 

of
 th

e 
L

ar
ge

 H
ad

ro
n 

C
ol

lid
er

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 3
1.

18
.3

4.
94

 o
n 

09
/0

7/
23

. R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



100 A. Apollonio, X. Buffat, R. Bruce, M. Giovannozzi, G. Iadarola et al.

synchrotron radiation, impedance and e-cloud effects. During the LHC

Run 2 large heat loads were observed on the beam screens during oper-

ation with the nominal bunch spacing of 25 ns. In particular, the heat

loads in some of the arcs reached levels close to the design cooling capacity

of 8 kW/arc. In all sectors, the heat-loads were significantly larger than

expected from impedance and synchrotron radiation.8–10

By analyzing the heat load data collected during Run 2 and comparing

them against models and simulations, it was possible to conclude that a

dominant fraction of the observed heat loads is due to electron cloud ef-

fects, as a result of a larger than expected Secondary Electron Yield (SEY)

of the beam screen surfaces. During the LS2 (2019–2022) surface analy-

ses were conducted of beam screens extracted from the accelerator, which

identified specific surface modifications associated with the magnets show-

ing the highest heat load, namely the presence of cupric oxide (CuO) and

a very low carbon concentration. These modifications are associated with

a larger SEY and therefore with a stronger e-cloud.11

Numerical simulations can be used to estimate the arc heat loads ex-

pected for the HL-LHC beam parameters. Figure 6 shows the arc heat

loads expected for the most critical LHC arc (S81) as a function of the

bunch intensity. The predictions are made assuming for each cryogenic cell

the SEY estimated from heat load measurements collected during Run 2.

It can be observed that the heat load contributions from e-cloud are not

expected to increase significantly for intensities above 1.8× 1011 p/bunch.

Such a feature has been confirmed experimentally using short bunch trains

at the end of Run 2.12

Fig. 6. Expected heat loads at 7 TeV as a function of the bunch intensity for the most
critical arc of the LHC (to be compared to the available cooling capacity of 10 kW/arc).
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HL-LHC configuration and operational challenges 101

During Run 2, the LHC cryogenics has been operated in an optimized

configuration (using one cold-compressor unit to serve two consecutive sec-

tors). The cryoplants feeding the high-load sectors have been recently char-

acterized by the cryogenics team, and they were found to perform better

than their design specifications, being able to deliver 10 kW/arc. Assum-

ing that the cryoplants can reliably provide such a cooling capacity and

that no degradation of the SEY will take place after Run 2, the HL-LHC

nominal beam configuration is expected to be compatible with the limits

defined by the cryogenic system. In case these conditions are not met, sur-

face treatments will need to be performed in order to reduce the SEY of the

beam-screen surfaces. Alternatively, hybrid filling patterns could be used

to partially mitigate the performance loss.13

2.2. Beam instabilities

Once the machine is well scrubbed, the main limitation due to beam in-

stabilities occurs at flat top, mostly because of the impedance of the col-

limators. Indeed, to maintain the cleaning efficiency, the collimators move

closer to the beam during the energy ramp, following the adiabatic damping

of the transverse emittances. This significantly increases their impedance.

At the same time the reduction of the physical emittance of the beam re-

duces the effectiveness of the Landau octupoles. These magnets located in

the arcs generate a spread in the transverse tunes, thus stabilising the so-

called weak head-tail instability driven by the machine impedance via the

mechanism of Landau damping. The strength of the damping is however

limited by the maximum strength of the octupole magnets and by their

detrimental impact on the beam lifetime.14 In order to allow for the high-

est beam brightness without exceeding those limits, new collimators were

designed with the goal of maintaining the robustness to radiation, while

reducing their resistivity and consequently their impedance. While the

LHC collimators are based on CFC jaws, the new primary and secondary

collimators are based on Molybdenum-Graphite blocks. The secondary col-

limators feature in addition a Molybdenum coating15 in order to optimise

their impedance. Along with this technological improvement, it is neces-

sary to master the various mechanisms that affect Landau damping taking

into account the operational constraints.

Non-linear magnetic components in the final focusing quadrupoles can

significantly impact the tune spread when the beams are squeezed at the

IP. Since this contribution may enhance or cancel the tune spread driven
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by the Landau octupoles in an uncontrolled manner, the measurement and

correction of these non-linearities is critical to maintain the beam stabil-

ity.16 Linear coupling can severely reduce the tune spread driven by the

octupoles.17 This mechanism caused several instabilities leading to beam

aborts during the first run of the LHC. With the implementation of an

online coupling measurement and correction tool, this instability was no

longer observed. A tight control of linear coupling will be needed for the

HL–LHC.14

The beam-beam interactions also affect the beam stability, mainly

through their impact on the tune spread.14 The polarity of the octupoles

is chosen to interact constructively with the long-range beam-beam inter-

actions which dominate in the phase from the end of the ramp to the start

of collision. This phase is indeed the most critical for beam stability, since

afterwards the head-on collisions generate a much larger tune spread which

efficiently suppresses all expected instabilities. Configurations featuring an

offset between the beams in the order of the transverse rms beam size re-

quire a special attention due to the very specific non-linear behaviour of

the beam-beam force in this range. Yet no performance limitations are

expected due to this effect in the HL–LHC.

The relation between instabilities arising with a latency of several min-

utes and noise acting on the beam was both observed and explained.18

This mechanism of loss of Landau damping puts tight constraints on the

noise of existing and new equipment. In addition, this mechanism favours

shortening of the most critical phase, i.e. between the end of the ramp

and the establishment of collisional orbits. The operation with a combined

ramp and squeeze as well as β∗ levelling is therefore greatly beneficial, by

reducing to the minimum the phase of the β∗ squeeze with non-colliding

beams.

2.3. Beam lifetime

The expected performance of the HL–LHC relies not only on very challeng-

ing beam parameters, e.g. beam intensity and emittance, to be achieved at

the start of the luminosity production, but also on preserving those param-

eters throughout the luminosity production period of the fill. The beam

lifetime is the figure of merit to quantify the time constant of the beam in-

tensity decay. In an ideal collider, the beam lifetime should be dominated

by the burn-off losses induced by luminosity.

The approach assumed at the time of the LHC design19 evolved quite
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HL-LHC configuration and operational challenges 103

strongly after the beginning of the operations. Indeed, the original

paradigm based on well-separated, quasi-static, and sequential changes to

the ring optics has been replaced, following also the implementation of the

so-called Achromatic Telescopic Squeeze (ATS) optics,20 by rapid and par-

allel changes to the machine configuration, encompassing, as an example,

squeeze of the insertion optics and variation of the strength of the Lan-

dau octupoles to fight collective instabilities. A similar approach has been

extended to the stage when the beams are put in collision, when several lu-

minosity levelling options have been already implemented, such as levelling

by varying the parallel separation and the crossing angle of the beams at

the interaction points.

This dynamic environment is applied to a system in which nonlinear

effects perturb the beam motion, be them generated by the unavoidable

magnetic field errors stemming from the superconducting magnets or the

strong beam-beam interactions. Nonlinear effects induce resonance exci-

tation, which, combined with IBS, synchrotron radiation, luminosity ef-

fect,21,22 and with other time-dependent perturbations, lead to emittance

growth or degradation of the beam lifetime, finally affecting the collider

performance in terms of luminosity evolution.

Possible sources of time-dependent perturbations are the ripples in the

power converters of the various magnet families, perturbations coming from

the UPS connected to the machine electronics, or from specific devices, e.g.

CC,23 transverse damper,24 HEL,25,26 etc. In the HL–LHC, the revolution

frequency is about 11.24 kHz, and a noise spectrum with frequency larger

than about 1 kHz can affect the beam lifetime. As an example, the power

converter ripples may introduce pseudo-random effects in the beam dynam-

ics, thus creating a diffusive behaviour of the beam distribution leading to

emittance growth and losses that affect the beam lifetime. For these rea-

sons, important efforts are devoted to scrutinize the limiting circuits of the

machine27–29 with the goal of devising mitigation measures to the ripples

on existing and new power converters. As an example, in Fig. 7 we report,

starting from the measured LHC transverse noise spectra of the beams,

the simulated impact on Beam 1 (B1 - the clock-wise beam) and Beam 2

(B2 - the counter-clock-wise beam) intensity decay. The simulations are in

agreement with the observed lifetime difference of the two beams in LHC.

In this light, the design studies for the HL–LHC have tackled a series of

new challenges. Since the LHC design, the concept of DA, i.e. the extent

of the phase-space region in which bounded motion occurs, has been used

as the key figure of merit to scrutinize the suitability of the field quality

 T
he

 F
ut

ur
e 

of
 th

e 
L

ar
ge

 H
ad

ro
n 

C
ol

lid
er

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 3
1.

18
.3

4.
94

 o
n 

09
/0

7/
23

. R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



104 A. Apollonio, X. Buffat, R. Bruce, M. Giovannozzi, G. Iadarola et al.

Fig. 7. Intensity evolution in the absence of power supply ripple (black), including
the measured power supply ripple spectrum of Beam 1 (blue) and Beam 2 (red) (the

parameters used for the numerical simulations are listed in Ref. 28).

of the various magnet families.19,30 To make such a rather abstract, i.e.

not directly observable using the machine diagnostic, figure of merit better

suited to the analysis of the actual collider performance, a link between DA

and beam lifetime has been established31 and used also to derive models

for the luminosity lifetime.32,33 Experimental methods to determine the

DA in a circular accelerator34 were developed (note that a qualitative DA

estimate was obtained by displacing the beam close to the DA border,35)

together with improved tracking capability leveraging on the potential of

the Graphical Processing Unit hardware.36,37

It is worth noting that a consistent approach to the determination of the

beam lifetime has to be complemented by means and tools to determine the

evolution of the beam distribution, which is of paramount importance to as-

sess emittance growth and beam losses. Therefore, new emphasis has been

put on the long-term numerical tracking (e.g. about 30 min, corresponding

to 2 × 107 turns in the LHC) and the derivation of diffusive models, bas-

ing this framework on a fundamental theorem of the theory of dynamical

systems, i.e. Nekhoroshev theorem.38–40 This led to a number of successful

analyses of beam measurement taken at top energy in the LHC41,42 and

to a possible revision43 of the so-called collimator scans that are used to

determine the diffusion coefficient for the LHC beam dynamics.44,45 This

research is currently in full development and future steps include the de-

velopment of diffusive models for systems with two degrees of freedom and

the possibility of extracting information on the diffusion coefficient from

dedicated tracking simulations. Accurate information on the evolution of
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HL-LHC configuration and operational challenges 105

the beam distribution over realistic time scales would then be obtained

by solving the Fokker-Planck equation with the diffusion coefficient deter-

mined by direct tracking. This approach would have also the advantage

that solving Fokker-Plank equations over a time scale compatible with the

actual machine cycle is certainly more affordable, in terms of CPU power

required, than carrying out element-by-element tracking simulations over

the same time scale.

2.4. Machine availability

Large-scale research infrastructures and in particular circular colliders such

as the LHC represent a major challenge in terms of equipment reliability, as

many ten thousand accelerator and infrastructure components must oper-

ate simultaneously and continuously for many hours to produce the desired

physics output. For HL-LHC, the nominal fill length (including the leveling

period) will be in the order of 7.5 hours, which will be interleaved with a

turn-around time of at least 2.5 hours to bring back the beams into colli-

sions after a machine failure or a deliberate termination of the prior physics

fill. Therefore, in addition to the accurate and reliable control of proton

and ion beams, with twice and five times the stored beam energy of the

nominal LHC design respectively, machine operation in the HL-LHC era

will also require further improvements of the already outstanding machine

availability that was steadily improved during the first two operational

runs.46 During the three final years of its second operational run, the LHC

managed to produce particle collisions during almost half the time devoted

to high-intensity proton operation, while the remaining time was equally

shared between equipment failures and regular operational time (such as

the injection of beams from the injectors or the energy ramps). This is

an unprecedented achievement for such a complex machine, which in addi-

tion is using many novel technologies that were never used at such indus-

trial scales before. One of the main reasons for this achievement is that

dependability considerations were a fundamental part of every equipment

design from the very beginning. This is in particular the case for the back-

bone of the machine protection system, for which state of the art reliability

engineering methods were employed to guarantee meeting both, the chal-

lenging reliability as well as availability targets. The second, equally impor-

tant ingredient is a continuous identification and documentation of the root

causes of down-time arising during the operational periods of the accelerator

equipment. A dedicated tool, the so-called Accelerator Fault Tracker (AFT)
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has been developed to this end, allowing to identify and quantify the impact

of recurring equipment failures on machine operation and trigger targeted

consolidation activities to mitigate these weaknesses. Examples are major

consolidation or displacement activities for electronics installed close to the

accelerator which have shown weaknesses to radiation induced effects, the

optimization of interlock levels across numerous protection systems based

on beam operation experience and the preventive replacement of several

thousands of local power supplies with unsatisfactory reliability. Another

important ingredient is the development of more and more powerful opera-

tional tools, both for the diagnostic of the machine state as well as for the

automation of recurrent operations and adjustments, which ensure repeata-

bility while avoiding as much as possible human errors in the execution of

the complex operational sequences. Following these continued efforts, LHC

availability has today reached a level where it is dominated on one hand by

the availability of its injector complex, and on the other hand by a few, but

often long stops in the infrastructure systems necessary for the operation

of the large superconducting magnet system as shown in Fig. 8. The full

injector complex underwent a major upgrade program during the second

long shutdown (LS2),47 the impact of which on overall availability will only

become visible during the upcoming Run 3. Failures in particular in the

cryogenic system on the other hand will, despite often minor root causes,

require many hours to recover nominal operating conditions as employing

redundancy techniques is only possible to a very limited extent in such

large-scale industrial systems.

As the complexity of the LHC will further increase with the deploy-

ment of the HL-LHC upgrade, it is therefore important to maintain and

even further improve the availability for HL-LHC operation as shown in

Fig. 9. This is not only true for the newly installed machine compo-

nents, but also for the remaining parts of the machine which are based on

components that will approach the end-of-life at the time of the HL-LHC

era. Pursuing preventive maintenance and consolidation activities as well

as further improvements of intervention procedures are therefore a neces-

sity, limiting as much as possible the need of physical access to the tunnel

to perform corrective actions.

2.5. Energy choice and beam-induced magnet quenches

The LHC has been designed for a center of mass collision energy of 14 TeV,

and all superconducting main dipole magnets have been individually
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Fig. 8. Downtime of the LHC as a function of the root cause failure during the last
year of Run 2 in 2018.

Fig. 9. Yearly luminosity reach of the LHC as a function of premature beam dumps

and the average downtime caused. The availability figures reached during a typical
Run 2 year (2016) are highlighted along with the HL-LHC target and possible negative

performance impacts.
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qualified beyond their nominal energy of 7 TeV before their installation

in the LHC tunnel. Recent experience after thermal cycles of the machine

(which are required to allow for the extended maintenance periods at the

end of a typically 3–4 yearlong operational run) show that most main dipole

magnets will require a (re-)training quench to reach their nominal current

again (see Fig. 10). Combined with secondary quenches due to electromag-

netic and thermal coupling this results in an unexpectedly large number of

(re-)training quenches that are necessary to restore the operating energy.

Fig. 10. Circuit current as a function of number of (re-)training quenches in LHC sector

81. During Run 2, the machine was operated at 6.5 TeV, while the 2021 commissioning
campaign pushed the sector to achieve the 6.8 TeV energy equivalent.

In addition to the considerable amount of time that needs to be spent

for the magnet training, repeated quenches of magnets also represent a cer-

tain risk for the mechanical and electrical integrity of the superconducting

elements, potentially requiring the repetition of a thermal cycle if major

non-conformities arise during the training campaign. For these reasons,

the operational energy for LHC Run 3 has been limited to 6.8 TeV, further

postponing the commissioning of the entire LHC to nominal energy until

a future operational run. Experience has however shown that operation at

lower beam energies, while decreasing peak luminosity, can be beneficial for

the overall physics output of the machine as the loss in peak performance

is largely compensated by the gain in machine availability when operating

with increased margins. This is true for many accelerator systems such

as power converters, cryogenic equipment, etc., but also for their interplay

with the high intensity particle beams, such as the increased likelihood

of beam induced quenches of superconducting magnets when operating at

higher beam energies. Controlling the losses of highly energetic particles in

a superconducting accelerator is a challenging task, especially for localized

loss events which can be caused by fast beam instabilities or interactions

of the proton beams with dust particles (UFOs). The latter were the main
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reason for beam-induced quenches in Run 2,48 and they are expected to re-

main the primary source of transient beam loss events in future runs. When

entering the beam, dust particles get rapidly ionized and are repelled from

the circulating protons within a few turns of the beams. While most events

are harmless, a small fraction of dust particles can still induce sufficient

beam losses to perturb beam operation. This fraction will, however, in-

crease in future runs due to more challenging operational conditions.

An efficient protection of the magnets against beam-induced quenches

requires an in-depth understanding of the underlying physics of the energy

deposition mechanisms as well as the quench limits of the different super-

conducting magnets. Both have been extensively simulated and empirically

studied during the first two operational runs of the LHC, allowing a good

compromise between beam loss protection settings and beam-induced mag-

net quenches to be defined. Figure 11 shows the maximum energy density

in dipole coils for different dust events observed at 6.5 TeV in Run 2 (left

plot). The energy density values were obtained by means of particle shower

simulations. Events, which resulted in a quench, are displayed as crosses,

whereas events without quench are represented by dots. As illustrated in

the right plot, the number of quenches in Run 2 would have been higher,

had the operational energy been 6.8 TeV as in Run 3. The energy increase

reduces the quench limit of the main dipole magnets by 20%, while the

same number of lost protons will lead to 7–8% higher energy densities in

the magnet coils. This increased likelihood of beam induced quenches and

in general reduced operational margins will very likely require further op-

timizations of the protection thresholds and strategies as a function of the
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Fig. 11. Maximum energy density in dipole coils for different dust-induced loss events.
Events without quench are shown as blue dots, whereas events with quench are shown
as crosses. The solid line represents the quench level. The left figure illustrates the

actual situation in Run 2 (6.5 TeV), while the right plot shows the expected number of
quenches if the beam energy would have been 6.8 TeV.
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experience gained when operating at increased beam energies approaching

the nominal energy of 7 TeV.

3. Ion operation and challenges

Apart from the main physics programme with proton collisions, the LHC

has also been designed to collide heavy ions. So far, the LHC has typically

operated for about one month per year with heavy-ion beams, mainly fully

stripped Pb nuclei. Initially, the goal was mainly to provide Pb-Pb collisions

to ALICE, which is specialised in heavy-ion physics, but over time all the

LHC experiments have joined the heavy-ion programme.

Operation with Pb ions entails different challenges and limitations from

proton operation. The magnetic fields are the same, however, since the

charge-to-mass ratio is lower, the energy per mass is also lower (2.76 TeV

per nucleon for Pb and 7 TeV per proton in the LHC design scenario). The

Pb ion bunch charge is only about 15% of the proton bunch charge, however,

each 208Pb82+ ion has 82 times higher charge and about 208 times higher

mass than a proton. Because of this, limitations from beam-beam effects

and machine impedances are more relaxed, although IBS and radiation

damping are stronger. Furthermore, the total interaction cross section is

more than 6000 times larger for Pb ions than for protons. This results in a

much larger fraction of ions colliding at every passage through the collision

point, and hence a very rapid burn-off of the beam.

It should also be noted that the interaction cross section is strongly

dominated by ultraperipheral electromagnetic interactions, which occur in

about 98.5% of all collision events. These interactions take place when two

colliding ions pass close to each other without a direct nuclear overlap, as

opposed to the hadronic nuclear interactions where the nuclei physically

overlaps. The hadronic nuclear interactions, occurring only in about 1.5%

of the events, are usually the main object of study of the experiments.

So far four one-month runs have been carried out with Pb-Pb,49–51 and

two runs with proton-Pb collisions. So far, the integrated luminosity for

Pb-Pb collisions (corresponding to the total amount of data collected by

the experiments) is 2.5 nb−1 at ATLAS and CMS, 1.5 nb−1 at ALICE and

0.25 nb−1 at LHCb. It should be noted that an integrated luminosity of

1 nb−1 corresponds to about 5.15×1011 collision events for Pb-Pb. For p-Pb

collisions, an integrated luminosity of about 250 nb−1 has been collected at

ATLAS and CMS, 75 nb−1 at ALICE and 36 nb−1 at LHCb, where 100 nb−1

corresponds to 2.2× 1011 p-Pb collision events.
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It has been planned for the LHC heavy-ion programme to continue in

the future LHC and HL-LHC operation in Run 3 and Run 4, still using

Pb-Pb and p-Pb collisions. The target for the ALICE physics programme

after the proposed upgrade have been set to 13 nb−1 of integrated Pb–Pb

luminosity during the next eight years of operation,52,53 which requires

producing almost nine times more collision events than what has been pro-

duced so far in the first eight years (in about the same amount of time). A

similar increase in p-Pb collision events is also required.

A detailed machine scenario for future heavy-ion operation has already

been devised,54,55 containing the configuration of all relevant accelerator

subsystems. Numerical simulation models of the ion beam evolution, in-

cluding a range of physical effects, are used to study the development of

the luminosity, intensity, and emittance.55 These studies show that the

physics goals are just within reach, however, there is a significant error bar

on the input conditions, such as the achievable intensity and the machine

availability. Therefore, various performance improvements are being stud-

ied, such as decreased beam size at the collision points, or smaller crossing

angles, which would boost the luminosity.55

Dedicated upgrades of the LHC and the injectors are necessary in or-

der to reach these ambitious goals. Firstly, a new method of stacking the

bunches in the Pb beam more closely together will be implemented in the

SPS. This method, called slip-stacking,47 relies on an upgrade of the RF

system in the SPS and allows shortening of the spacing between the bunches

from 75 ns to 50 ns. Hence about 70% more bunches can be fitted in the

LHC, following also optimizations in the pattern of injected bunches into

the LHC. This allows significant increasing of the luminosity, most notably

by more than a factor 6 at ALICE.55 A first demonstration of the slip-

stacking in the SPS was done in 2021.

The higher beam intensity and luminosity entail significant operational

challenges connected to beam losses, where the most serious one is con-

nected to the ultraperipheral electromagnetic interactions. The most com-

mon one is called bound-free pair production (BFPP). It causes the creation

of an electron-positron pair, where the electron is caught in a bound state

at one of the colliding nuclei, hence changing its charge. Therefore, the

magnetic force on the affected ions is reduced, so they follow a dispersive

trajectory and eventually impact on the machine aperture a few hundred

metres downstream of the collision point.56,57 Such beam losses due to

BFPP have been observed both at RHIC58 and at the LHC.59

Losses from BFPP, carrying a total power of up to about 165 W at
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HL-LHC, would heat the impacted magnet such that it loses its supercon-

ducting state (a so-called quench). Quenches must be avoided by all means

during collider operation as the recovery is a lengthy process that reduces

the available time for physics operation. Therefore, these losses will be

mitigated by redirecting them with a local orbit bump into a safe location:

either an empty connection cryostat, or newly installed collimators. This

alleviates the risk of quenches at the luminosities considered for Run 3 and

HL-LHC.59

Electromagnetic dissociation is another ultraperipheral interaction,

where one nucleus emits one or several nucleons, hence changing the charge-

to-mass ratio and the trajectory of the affected ions. These processes are,

however, less hindering for operation, since they either carry only a small

amount of power and can be intercepted by collimators.

Another serious operational challenge comes from the higher beam in-

tensity, and hence higher stored beam energy. It will exceed 20 MJ for

Pb beams, which makes the LHC beams highly destructive, since even mi-

nor beam losses could cause magnet quenches or even damage. Therefore,

beam losses need to be tightly controlled and safely intercepted by a colli-

mation system, consisting of several stages of massive absorbers.60–64 The

same collimation system was used during Run 1 and Run 2 for protons and

heavy ions, but the cleaning process is about two orders of magnitude less

efficient for ions, due to nuclear fragmentation processes inside the primary

collimators. Affected ions, with altered charge-to-mass ratio, can exit the

collimator material and continue through the beam pipe on dispersive tra-

jectories until they are lost.65,66 Therefore, the collimation performance is

more critical for heavy ions than for protons, in spite of lower stored beam

energy, and the inefficiency of the present collimation system risks limiting

the machine availability due to frequent beam aborts.

To overcome this limitation, the future collimation system for heavy ions

is based on a fundamentally different principle, called crystal channeling. A

silicon crystal, only a few millimeters long and bent with curvature of about

50 µ rad, replaces the role of the present massive primary collimators.67,68

Inside the crystal, any intercepted ions are captured in a potential well

between the crystalline planes, a “channel”, where it can propagate with

a strongly reduced probability of interacting with the atoms of the crys-

tal. The bending of the channel causes affected ions to exit the crystal

with an angular kick, strong enough to make it hit so deeply inside the

standard secondary collimators (that are used as absorbers), that the risk

of any secondary ion fragments leaking out is greatly reduced. With this
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technique, the efficiency of the collimation system can be improved suffi-

ciently to safely store the future Pb beams. Following successful tests in

previous LHC runs, new crystal collimators have been installed in the LHC

for operational deployment in Run 3.69

The present heavy-ion physics programme, based on Pb beams, is sched-

uled to continue until the end of Run 4. Starting from Run 5, a new

programme is proposed and under study,53 which relies on upgraded ex-

perimental detectors that can digest a much higher luminosity. In order

to provide this luminosity, the possibility of operating the LHC with ion

species other than Pb is being investigated. Such beams have the poten-

tial of a significantly increased intensity and nucleon-nucleon luminosity,

however, limitations in the injector complex as well as in the LHC require

further studies.
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