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Abstract. The Virtual Research Environment is an analysis platform developed at CERN
serving the needs of scientific communities involved in European Projects. Its scope is
to facilitate the development of end-to-end physics workflows, providing researchers with
access to an infrastructure and to the digital content necessary to produce and preserve a
scientific result in compliance with FAIR principles. The platform’s development is aimed at
demonstrating how sciences spanning from High Energy Physics to Astrophysics could benefit
from the usage of common technologies, initially born to satisfy CERN’s exabyte-scale data
management needs. The Virtual Research Environment’s main components are (1) a federated
distributed storage solution (the Data Lake), providing functionalities for data injection and
replication through a Data Management framework (Rucio), (2) a computing cluster supplying
the processing power to run full analyses with Reana, a re-analysis software, (3) a federated
and reliable Authentication and Authorization layer and (4) an enhanced notebook interface
with containerised environments to hide the infrastructure’s complexity from the user. The
deployment of the Virtual Research Environment is open-source and modular, in order to make
it easily reproducible by partner institutions; it is publicly accessible and kept up to date by
taking advantage of state of the art IT-infrastructure technologies.

1. Introduction
Physicists working at CERN’s Large Hadron Collider (LHC) experiments were historically
among the first scientists to face large amounts of incoming data, and were therefore forced
to find efficient, data-intensive software solutions from an early stage – the implementation
of algorithms for the LHC project started back in the 80’s –, much before the ‘big data’
trend emerged on a global scale. Nowadays, PBs of data are saved every day in the CERN
Data Center; as an example, the LHCb experiment currently selects 10 GBs of the most
interesting LHC collisions each second (after proccessing 4 TBs of data per second in real-
time) for physics analysis [1]. CERN developers have therefore accumulated experience and
expertise in engineering tools for handling, processing and analysing large data volumes. While
High Energy Physics (HEP) sciences have faced these challenges for a long time, non-HEP
sciences are more recently entering the exabyte-scale era [2], and therefore need the ability
to efficiently track and process the generated data while meeting FAIR (Findabile, Accessibile,
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Interoperabile, Reusabile) data principles 1. However, Open Data alone is not sufficient to foster
reuse and reproducibility in physics. It is also essential to capture structured information about
the analysis workflows to ensure the usability and longevity of results [3, 4]. A common problem,
as stated in the literature [5], is that half of the researchers cannot reproduce their own results;
this tragic evidence can be alleviated by preserving data and code via (re-)analysis platforms that
apply logical techniques to describe, illustrate, condense and evaluate data. EU-funded H2020
projects aim to ‘democratise’ data-intensive technologies, allowing different sciences outside
the HEP field – from High Energy Astrophysics to Gravitational Waves searches – to gain
expertise on new solutions, eventually fostering cross-fertilisation of sciences. All in all, scientific
collaborations are becoming more international; as a consequence, common infrastructures that
allow reliable and efficient (i) Federated Data Management and Data Transfer Services, (ii)
Federated Distributed Storage, (iii) Data Processing and Orchestration and (iv) Software and
Analysis Reproducibility are becoming increasingly popular. The Virtual Research Environment
(VRE) tries to encompass all of the above, while placing special attention on the user experience
by providing the scientist with an enhanced notebook interface. The VRE’s configuration can in
addition be flexibly modified to access heterogeneous external resources (storage and computing)
managed by EU partner institutions. The following sections will introduce the scientific value
of the VRE and illustrate its main components.

2. Scientific value
The VRE concept was incubated in the European Science Cluster of Astronomy, Astroparticle
and Particle Physics (ESCAPE 2) project and is currently being developed and deployed within
the EOSC (European Open Science Cloud) Future 3 project, both addressing Open Science
challenges to ensure optimised access, management, organisation, processing and preservation
of the enormous amount of data handled by the experiments. The tools and concepts initially
developed by the ESCAPE work packages, such as the Data Lake (see next section), are hosted
and implemented within the VRE, which aims at demonstrating an interdisciplinary science
example from bottom-up efforts originating from different scientific domains. In fact, the
experiments currently involved in the project come not only from Particle Physics (CERN),
but also from High-energy Astrophysics (CTA [6], FermiLAT [7]), Neutrino Observations
(KM3NET [8], Darkside [9]), Radio Astronomy (SKA [10], LOFAR [11]) and Gravitational
Waves searches (LIGO [12], Virgo [13]).

Many of the aforementioned experiments tackle Dark Matter (DM) exploration from different
perspectives. The problem of imposing limits on the mass of DM is a fundamental question
in physics: Direct Detection methods study the interaction of particles inside underground
detectors, Collider physics produces DM candidates from accelerating protons, Astrophysics
observes distant phenomena in the sky and compares them with the theory to detect abnormal
behaviours, while Indirect Detection methods investigate annihilating DM by looking at its
decay products, such as neutrinos. Figure 1 illustrates this concept and shows how a platform
such as the VRE is a useful place to collect results and to generate combined plots to impose
universal DM mass limits.

3. VRE Components
In its endeavour to homogenise the technological needs of diverse scientific communities, the VRE
consists of (1) a data management framework, (2) access to computing processing resources,
(3) users management through a reliable Authorisation and Authentication Infrastructure

1 https://www.go-fair.org/fair-principles/
2 https://projectescape.eu/
3 https://eoscfuture.eu/



Figure 1. EOSC-Future’s Dark Matter Science Project aims at bringing together
different search approaches (Astrophysics, Theory, Direct Detection, Collider Physics, Indirect
Detection), to ultimately investigate limits on DM mass.

(AAI) and (4) exposure to a user interface to facilitate the interaction with the underlying
infrastructure. Figure 2 graphically illustrates the architecture, supported by CI/CD cycles,
container orchestration and Infrastructure-as-Code (IaC) processes. The VRE’s deployment
is centrally managed on CERN’s Cloud infrastructure (details can be found in Table 1) with
Kubernetes (K8s).

vCPUs RAM (GB) Masters Nodes Remote Storage (TB) CephFS (TB)

184 335.8 3 23 646 1.8

Table 1. The VRE technical components. The first 4 columns refer to the cloud infrastructure
managed with K8s, while the last two columns refer to the total quota of the remote storage
elements and of the shared object storage (CephFS) attached to the processing nodes.

3.1. Data Management, the Data Lake
The data management and storage orchestration for the VRE is largely based on a scientific
software developed at CERN, Rucio [14]. Rucio is an open-source project initially developed by
the ATLAS [15] experiment for managing community data. It provides services and associated
libraries to manage large volumes of data spread across facilities at multiple institutions and
organizations. The VRE Rucio instance is composed of (i) a cloud infrastructure described
in Table 1, where Rucio servers, daemons and webUI, installed through Helm charts, manage
API requests, user authentication, data upload, access, download and replication, (ii) a central
relational database hosted at CERN, providing backup services in case of major disruptions and
(iii) multiple Rucio Storage Elements (RSEs) with quotas varying from 1 to 300 TB, hosted
at each partner institution, supporting various storage technologies (EOS [16], StoRM [17],
dCache [18], DPM [19], XRootD 4) and using diverse back-ends (classic RAID systems, Ceph,

4 https://xrootd.slac.stanford.edu/



Figure 2. A graphical representation of the VRE components, i.e. (1) a federated distributed
storage solution (blue), (2) a computing cluster (red), (3) a federated AAI layer (pink) and (4)
an enhanced notebook interface (purple).

and multi-replica). Data can be accessed through gridFTP, HTTP(S), XRootD and S3 protocols.
Such policy-driven, reliable, distributed data infrastructure, commonly referred to as the Data
Lake [20, 21], is able to deliver data on-demand at low latency to all types of processing facilities.

The main functionalities that Rucio offers are (1) data upload, download and streaming,
executed by exploiting the power of GFAL 5, and (2) third-party asynchronous transfers (between
RSEs) and deletion, achieved instead by CERN’s File Transfer Service (FTS) [22]. The latter
is granted permission to access the various RSEs by Rucio processes called daemons, which are
responsible for any data management action on the infrastructure.

3.2. Computing: Reana cluster
The processing of data in the VRE is managed by an instance of CERN’s reproducible analysis
platform, Reana [23], which allows to run analyses on various computing backends (K8s,
HTCondor, Slurm). Navigating the platform is made intuitive for the scientist, who only needs
to prepare a declarative .yaml file containing instructions on where to find: (i) input data
and parameters, (ii) code, (iii) computing environment and (iv) computational steps needed to
perform a full analysis. In this way, scientists can maintain and compare lists of past runs and
share the results with colleagues. Reana’s workflow distribution on the cluster’s virtual nodes is
managed by default by K8s. However, computationally heavier analysis steps can be dispatched
to High Performance Computers (HPCs) via HTCondor or Slurm, given the assumption the
user has access rights to remote resources. The independence of the Reana framework from
local storage (when calling input data) was implemented by the VRE team by adding a feature
6 that allows user authentication to the Rucio Data Lake as the first step of the Reana analysis

5 https://dmc-docs.web.cern.ch/dmc-docs/gfal2/gfal2.html
6 https://docs.reana.io/advanced-usage/access-control/rucio/



run (represented in Figure 2 by a green thick arrow). In this way, data can be moved between the
Data Lake’s storage elements and the Reana shared storage, located close to the K8s processing
nodes where the analysis steps are distributed.

3.3. Authentication and Authorization Infrastructure
Given the heterogeneous composition of the VRE infrastructure, it is essential to have a single
authentication and authorisation method that comprises all services and grants users the correct
permissions to access them. The VRE’s AAI layer is based on the INDIGO Identity and Access
Management (IAM) service [24]. The VRE IAM instance (inherited by the ESCAPE one) is
deployed on a K8s cluster at INFN-CNAF and supports authentication via EduGAIN, via OIDC
tokens and via X.509 certificates/Virtual Organization Membership Service (VOMS 7) attribute
provisioning services. The token authentication to remote storage elements for data access and
transfer – initially representing the biggest challenge – has been successfully tested on all the
VRE’s RSEs. The IAM authentication to the Reana instance is currently being implemented
and will appear in the next software release version.

3.4. User interface: enhanced notebook service
The online entry point of the VRE is a JupyterHub interface, where scientists can run
preliminary analysis. The user gets authenticated via IAM and selects the desired computational
environment, automatically pulled from the VRE container registry. The software is therefore
already installed in the Jupyterlab session specific to each user pod. Software distribution
services such as the CERN Virtual Machine File System (CVMFS 8) additionally allow software
installation on a CephFS 800GB shared volume compatible with POSIX standards, mounted on
the Jupyterhub node. In order to ensure better data security on the platform and to avoid a user
filling up the shared volume (leading to an interruption of the JupyterLab session for all users),
the JupyterLab interface has been enhanced with a Rucio plug-in 9 (represented in the purple
box of Figure 2). This feature enables the user to browse the data in the Data Lake and make a
copy of it on a CERN RSE of ∼0.5 T, which has been FUSE mounted on the Jupyterhub node
(yellow arrow in Figure 2); the data is therefore stored close to the processing power, minimising
latency. On the other hand, the Jupyterhub node consists of 14GB of RAM and its usage is
limited to an exploratory analysis run; to start larger analyses, it is necessary to connect to
the VRE Reana cluster via the terminal of the Jupyterhub and dispatch the computation to
distributed HPCs.

4. Conclusion
The modular ecosystem of services and tools constituting the VRE represents an European
attempt to demonstrate a bottom-up, FAIR approach to scientific collaboration. The weekly
on-boarding of new members requesting an account to access the VRE (with a total of more
than 200 users) signifies the community need of such novel infrastructure, that encompasses
all the resources needed to easily run an end-to-end analysis. The project has been useful
in contributing to improve the software stack of consolidated technologies inside CERN, such
as Rucio and Reana. The VRE’s applicability to different scientific use cases has been proven
successful: postdocs coming from HEP and astrophysics are already using Reana to preserve their
workflows on the VRE. The deployment of the infrastructure is kept simple and is extensively
documented so it can be used by other institutes as a blueprint: site administrators from
collaborations such as the Einstein Telescope and the Deutsches Zentrum für Astrophysik have

7 https://github.com/italiangrid/voms
8 https://cernvm.cern.ch/fs/
9 https://github.com/rucio/jupyterlab-extension



already demonstrated interest in emulating the VRE at their home institutions. This represents
a fundamental achievement under both sociological and technological aspects for European
collaborations that should address upcoming data management and computing challenges in
the next decade.

Code Availability
The deployment of the VRE infrastructure is still under construction, but the code is available on
the public CERN VRE Github project 10, along with the necessary documentation to reproduce
it. The VRE landing page 11, provides links to the source codes and description of the various
EOSC-Future Science Projects.
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