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A B S T R A C T

Optical data transfer has become ubiquitous in the readout and control systems of High Energy Physics
Experiments. We review the motivations for this and describe the first large-scale deployments of optical
links in the LHC experiments. The current state of the art in the form of the common developments for the
LHC upgrade programmes is then summarised. Finally, new technologies and techniques are reviewed and
confronted with the needs across the broad spectrum of potential future applications in High Energy Physics.
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1. Introduction

High Energy Physics (HEP) experiments generate large amounts of
data that must be transferred from the detector elements placed in the
vicinity of the particle collisions (frontend) to the off-detector control
rooms (back-end). At the same time typically smaller amounts of timing
and control must be transmitted in the opposite direction. Optical data
transmission systems with their potentially very high bandwidths are
very attractive for these applications compared to more traditional
copper signal cables. Further advantages of optical fibres compared
to copper cables are: lower size and mass; lower power; immunity to
electro-magnetic interference; and the fact that the electrical isolation
provided can alleviate grounding issues in the overall system.

Compared to the telecom and datacom industries that drive the
very rapid performance evolution of optical data transmission systems,
applications in HEP experiments often have unusual constraints for the
on-detector systems. In general they must be sufficiently radiation tol-
erant and possibly also be non-magnetic, which often requires customi-
sation and application-specific qualification procedures. In addition,
HEP applications often require placing optoelectronics in inaccessible
locations (such as inside trackers at collider detectors) where they
are typically expected to operate for nominal lifetimes of greater than
10 years. While there has been considerable progress on improving re-
liability for commercial systems, very careful reliability studies remain
essential for HEP applications.

The radiation level expected for the optoelectronics installed in LHC
experiments and their upgrades has been increasing over time. The
typical radiation levels used for the current ATLAS and CMS trackers
and the specifications for the LHC phase 1 and phase 2 upgrades are
shown in Table 1. Even higher radiation levels are expected for a future
100 TeV hadron collider (e.g. FCC pp) and indicative radiation levels
are also given in Table 1.

This review article is structured as follows: Section 2 provides an
overview of optical link deployments in HEP experiments from the
1990s up to the LHC experiments. These deployments are characterised
by their diversity and after reflection by the various groups that had
developed their detector-specific solutions it was realised that a more
effective strategy would be to have a common project to develop a
’one-size fits all’ module for the optoelectronics for the LHC upgrade
programme. This work is summarised in Section 3. We review the R&D
for future systems that has already started in Section 4, with a focus on
Silicon Photonics before concluding in Section 5.

2. Historical review of optical link deployments in HEP

The first application of optical links in an HEP experiment did not
have any requirements on radiation tolerance but developed confidence
in the use of this relatively new technology. The first use of optical
links in an HEP experiment with a large radiation dose and hadron
fluence was the CDF experiment. However, what follows focuses on the
applications in the initially-installed LHC detectors. The much higher
data rates along with the large increase in channel counts in the
LHC detectors compared to previous experiments meant that optical
links were adopted for data transfer throughout all LHC experiments.
Selected examples will be used to illustrate the large variety of optical
link technologies deployed in the LHC experiments. A brief discussion
of some of the lessons learned will conclude this section.

2.1. Pre LHC experiments

2.1.1. SLD
The first large HEP experiment to make extensive use of optical

links was SLD [1], upgraded in 1996. For this application with very
low radiation levels commercial transmitters and receivers were used
at a data rate of 960 Mbps over standard commercial optical fibres.
This first successful deployment of optical data transmission technology

opened the door for what follows.

2

Table 1
Year of commissioning, approximate number of links and indicative radiation levels for
different detectors. The radiation levels for the current ATLAS and CMS detectors refer
to the strip trackers. The radiation levels for the LHC phase 1 (phase 2) upgrade refer to
calorimeters (trackers). The estimated radiation levels for FCC pp come from a simple
scaling of primary particle fluences and expected integrated luminosity compared to
HiLumi-LHC [2].

Detector Year Channel Dose Fluence

Count (kGy(Si)) Neutron Hadron
(neq 1∕cm2) (h 1∕cm2)

SLD 1996 <100 – – –
CDF 2004 600 2 1.3 × 1013 –
LHC 0 2007 200k 100 1 × 1014 1 × 1014

LHC Phase 1 upgrade 2020 80k 10 5 × 1014

LHC Phase 2 upgrade 2026 200k 1000 1 × 1015 1 × 1015

FCC (pp) 2050 TBC 2 × 104 3 × 1016 3 × 1016

2.1.2. CDF
The first large scale use of optical links in an HEP experiment

with high radiation levels was CDF at the Tevatron. CDF used ap-
proximately 600 optical links for the readout of the run II tracker [3]
from 2001 to 2011. The links were based on Edge Emitting Lasers
(EELs) and multimode fibre operating at 1550 nm. The fibre was stan-
dard commercial germanium doped Graded Index (GRIN) fibre which
had sufficient radiation tolerance. The EEL and the photodiodes were
commercially-available InGaAsP/InP 12-way array devices that were
custom-packaged to fit the application. The front-end devices were
irradiated to a fluence of 1.3× 1013 (1MeVneq)∕cm2 and the degradation
in optical output was acceptable. The links were used successfully in
CDF despite multiple problems caused by bad electrical connections
(which could be fixed) and some Transmitter (TX) failures that could
be recovered by adjusting power supply settings to tune the TX unit
light output [4].

2.2. Original LHC experiments

The massive deployment of optical data transmission systems in the
LHC experiments was made possible because the basic link technology
had reached a sufficient level of maturity. The CERN Detector Research
and Development Committee (DRDC), set up in 1990 and later suc-
ceeded by the LHC Committee (LHCC), spear-headed the development
by setting up its so-called RD-23 initiative for Optoelectronic analogue
signal transfer for LHC detectors [5] in 1991. Since not all experiments
chose analogue readout, a need to develop customised solutions for
individual detector systems emerged, leading to a wide range of choices
of final link implementations. These implementations fall into two
broad categories, analogue and digital optical links, with the CMS
tracker favouring the former development path and ATLAS the latter.
The then unprecedented radiation levels predicted for the innermost
detector layers and the uncertainty in radiation tolerance of optical data
transmission components meant that the R&D efforts were essentially
concentrated in the Trackers and Calorimeters of ATLAS and CMS.
Developments for the outer detectors of ATLAS and CMS as well as
those for ALICE and LHCb followed much later, building on what had
been learned by the early adopters.

The overall number of optical links deployed in the LHC experi-
ments is summarised in Table 2. We will now describe selected details
of the developments for various LHC Experiment sub-detectors.

2.2.1. Front-end transmitters
Whereas the ATLAS SCT chose binary readout early on and pursued

a digital optical link development strategy, the CMS tracker chose to
use analogue readout and pursued the RD-23 development. Digital links
were thought early on to be able to be based on directly-modulated
laser diodes. Vertical Cavity Surface Emitting Lasers (VCSELs) were in
their infancy at the start of LHC-driven R&D and although they showed
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Table 2
Number of optical links in LHC detector systems.

Experiment Sub-detector Number of links

ATLAS Pixels 4116
SCT 12264
TRT 768
Liquid Argon 1524

CMS Pixels 2000
Tracker 40000
ECAL 12000

LHCb all 3068

ALICE all 500

promise as a low-power, low-cost solution there was limited informa-
tion about their reliability. By contrast, LED developments were more
mature and the fact that excellent reliability data (see for example [6])
were available initially made the use of LEDs more attractive. However,
the radiation tolerance of LEDs was measured to be very marginal [7]
for use at LHC. VCSELs were an attractive option because they were
shown to have excellent radiation tolerance [7], which led to VCSELs
being adopted for use in ATLAS. The remaining reliability concerns
were addressed by different strategies:

• Redundant links were used for the SCT [8].
• Pixel optical links were moved to a more accessible location

which allowed for the possibility of replacements.
• The Liquid Argon calorimeter used VCSELs in a nominally her-

metic package.

ll ATLAS systems used AlGaAs VCSELs operating at 850 nm with multi-
mode fibre and readout speeds ranging from 40Mb∕s to 1.6Gb∕s. LHCb
lso used a single type of oxide-confined 850 nm AlGaAs VCSEL for all
ystems, and ALICE (with the exception of the pixel detector) also chose
single type of VCSEL in a commercial Transceiver package. There
ere two main families of radiation tolerant VCSEL driver ASICs used

or all custom links (i.e. excluding the ALICE commercial transceivers):
he 40Mb∕s-capable VDC [9] designed initially for the ATLAS SCT and
hen adapted for the ATLAS Pixels; and the 1.6Gb∕s GOL [10] or GLink1

sed by the VCSEL-based links for the TRT and Liquid Argon detectors.
At the early stage of LHC detector R&D, optical modulators were

onsidered for the analogue readout of tracking detectors. Analogue
eadout was an attractive option for minimising on-detector power
nd complexity of on-detector radiation tolerant electronics as well as
chieving the best signal to noise ratio. Modulator-based optical links
ere considered a promising technology for the readout of analogue
ata. The RD23 collaboration studied the functionality and radiation
olerance of modulators [11]. The most promising technology was Mul-
iple Quantum Well (MQW) reflective modulators using the InGaAs/InP
aterial system and good performance and satisfactory radiation toler-

nce was demonstrated. However, the costs and risks of implementing
his technology on a large scale turned out to be significantly larger
han the alternative option based on directly modulated edge-emitting
iode lasers [12]. In 1997, the CMS tracker opted for a directly-
odulated laser-based optical readout. InGaAsP Edge Emitting Lasers

EEL) operating at 1310 nm were chosen over VCSELs for their linearity
or the analogue links where data from 256 silicon microstrips were
ime-multiplexed at a rate of 40MS∕s with an 8-bit-equivalent analogue
esolution. A radiation tolerant analogue three-channel linear laser
river array ASIC [13] was designed for this application. The same
dge-emitting laser was subsequently adopted by the CMS ECAL for
heir readout systems, driven by the GOL ASIC at 800Mb∕s, as well
s by the control systems of the CMS Tracker, Pixels, ECAL, and Muon
PC systems.

1 Agilent Technologies HDMP1022/1024.
3

Fig. 1. Change of laser threshold as a function of time compared to simulation for
CMS Tracker Inner Barrel layers.

The radiation tolerance of the VCSELs was studied using a variety
of beam types and energies [14]. While there was significant radiation
damage in terms of an increase in laser threshold current and a de-
crease in slope efficiency observed immediately after the irradiation,
subsequent operation of the devices showed almost complete recovery,
so that the radiation damage expected over the LHC lifetime was very
small. The expected good radiation tolerance was later verified from in-
situ measurements [15] after two LHC runs compared to calculations
based on radiation tests before the LHC start-up. Extensive radiation
damage studies of EELs were performed and demonstrated that ac-
ceptable performance could be obtained up to the maximum expected
fluence of 2 × 1014 particles∕cm2 [16]. Very detailed reliability studies
f the on-detector optoelectronics using accelerated ageing studies were
lso carried out. Due to the analogue nature of the CMS Tracker optical
inks it has been possible to measure radiation damage in-situ during
outine operation. The increase in laser threshold for the CMS Tracker
nner Barrel (TIB) [17] during LHC Run 2 shows good agreement with
imulation as shown in Fig. 1.

.2.2. Front-end receivers
All receivers were based on p-i-n photodiodes. The ATLAS SCT used

ilicon photodiodes coupled to a custom receiver ASIC (DORIC [9]) to
eceive the 40Mb∕s bi-phase mark encoded data and extract the 40MHz
lock. The CMS Tracker used InGaAs photodiodes and a custom receiver
SIC (Rx40 [18]) for its 80Mb∕s digital control link.

The silicon photodiodes used in ATLAS had excellent radiation
olerance and the response was sufficiently fast for the low operat-
ng speed [19]. The in-situ analysis of radiation-induced responsivity
egradation in the ATLAS inner SCT barrel as a function of integrated
uminosity (see Fig. 2) confirmed the earlier predicted result. The
adiation tolerance of InGaAs photodiodes was extensively studied by
MS [20]. The radiation-induced decrease in responsivity was miti-
ated at the system level by supplying sufficient optical power from the
ack-end. The large measured increase in leakage current was mitigated
y designing the Rx40 to be tolerant to large DC currents.

.2.3. Front-end packaging
Commercially-available optical packaging solutions available at the

ime of the development of the optical links for the LHC experiments
ere generally considered to be too bulky to be used in the detec-

or front-ends. This lead all link developments to pursue different
ackaging solutions. In addition, every application aimed to use a
pecific combination of transmitter(s) and receiver(s), so there was
ittle possibility for commonality between developments for different
etector systems. Overall, these two factors led many detector systems
o develop their own custom packages. The ATLAS SCT used a custom
pto-package [8] developed by a collaborating institute that contained
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Fig. 2. The relative decrease of photodiode current versus integrated luminosity over
the full LHC run 2 for the inner barrel layer of the ATLAS SCT.

two VCSELs and one photodiode coupled to multimode fibres as shown
in Fig. 3. Custom packaging for on-detector arrays of VCSELs and
photodiodes was also used for the ATLAS pixel system. Here the optical
links were at a more accessible location outside the Inner Detector cold
volume which allowed for the possibility of replacement.2

The optical packages used for the ATLAS Liquid Argon calorimeter
contained a commercially-available oxide-confined VCSEL in a her-
metic TO can.

In the CMS tracker and ECAL, the EELs were mounted in a semi-
custom package, which consists of the laser die attached to a silicon
optical submount and fibre-pigtail (see Fig. 4). The photodiodes of the
control link were used in a commercial hermetic package with a coaxial
pigtail.

2.2.4. Optical fibre
The overall length of the readout and control systems at the LHC

was between 50 and 150m. All VCSEL-based links used multimode
optical fibre while the EEL-based links used singlemode optical fibre.
The ATLAS SCT used a radiation hard pure silica core Step Index
Multi Mode (SIMM) fibre [21]. Although the SIMM fibre had a limited
bandwidth, it was sufficient for readout at 40Mb∕s. The ATLAS TRT and
Liquid Argon as well as the LHCb systems used standard commercial
OM2 Graded Index Multimode (GRIN) fibre. The OM1 fibres used by
ALICE were slightly longer at about 200m. To allow for the higher
luminosity in run 2 the bandwidth was increased by replacing their
OM1 fibre by OM23 fibre.

The EEL-based optical link systems in CMS used standard Single-
Mode (SM) fibre which was qualified to be sufficiently radiation toler-
ant for the application.

2.2.5. Back-end components
Common off-detector optoelectronics based on custom

non-hermetically packaged 12-way VCSEL and photodiode arrays were
used for ATLAS SCT and Pixels [22]. The off-detector arrays used
oxide-implant VCSELs.

Semi-custom off-detector packages were also developed for the
analogue links of CMS. The strategy was to replace the digital receiver
ASIC in a commercially-available 12-channel receiver with a custom-
designed analogue version. This development yielded a very reliable
application specific 12-channel receiver [23].

Both LHCb and ALICE used commercially-available receivers on
their back-end boards. In the case of LHCb it was a 12-channel receiver
and in ALICE it was an SFF-type single channel transceiver.

2 For the initial operation of ATLAS the pixel optical links were located
nside the cold volume of the Inner Detector. This created difficulties with the
peration of some VCSELs at low temperatures and heaters were required. In
ddition there were concerns about the VCSEL failure rate. Therefore in the
irst long shutdown (LS1) the optical links were moved to a more accessible
ocation outside the Inner Detector cold volume.

3 OM1 (OM2) fibre has a minimum bandwidth of 200 (500) MHz.km.
4

2.2.6. Reliability issues
At end of LHC Run 1 in 2014, the fraction of dark ATLAS SCT

uplinks forced to use redundancy was 1.6% [8], mainly due to the
failure of the on-detector VCSELs. As this number stabilised over time
it was ascribed to ‘‘infant mortality’’ in what turned out to be a rather
reliable deployment. The ATLAS SCT on-detector opto-packages used
early-generation proton-implant VCSELs as there was better reliability
data for these than the newer (faster) oxide-implant VCSELs. The
attempt to eliminate infant mortality by burn-in was not successful
because of the limited temperature 60 ◦C that could be applied to
VCSELs in their customised opto-package. However, a very large rate
of failures was observed for the off-detector VCSEL arrays [24]. Studies
using Scanning Transmission Electron Microscopy (STEM) of failed
VCSELs showed damage propagating to the active Multi Quantum Well
(MQW) region that was demonstrated to be due to humidity. The
VCSELs were operating in normal humidity conditions in the counting
room and these arrays were only designed to be operated at very
low humidity inside hermetically sealed packages. The arrays were
replaced with VCSELs that used dielectric barriers to prevent humidity
damage. Subsequently, a very low rate of failures was observed and
after Finite Element Analysis (FEA) was attributed to the strain induced
by differential Coefficient of Thermal Expansion (CTE) in the VCSEL
and the glue. This shows how the details of the packaging can affect
the reliability of the VCSELs. The ATLAS SCT back-end system also
used commercially-available VCSELs packaged in a commercial housing
which had excellent reliability after a very few cases of infant mortal-
ity. There were concerns about the long-term reliability of the pixel
optoelectronics because of the problems seen with the SCT and Pixel
off-detector systems. Therefore as a precautionary principle, the entire
pixel on-detector optical readout was replaced in LHC Long Shutdown
1 using VCSEL arrays that had excellent humidity protection [25]. A
link failure rate of about 1% was found in the ATLAS Liquid Argon
system and attributed to VCSEL device failure [24]. There is a suspicion
that some TO cans containing the VCSELs were damaged in assembly
allowing humidity to reach the VCSELs. A strong correlation between
VCSEL failures and narrow optical spectral widths was observed. This
was very important because it allowed a prediction of which devices
were going to fail and thus allowed TX channels with unusually narrow
optical spectral widths to be replaced at a convenient time for access.
After replacement of all VCSELs identified by their narrow output
spectra, no subsequent failures were observed [24].

There was a low rate of VCSEL failures in LHCb where the installed
location allowed failed VCSELs to be replaced. As an example, in a
typical run at the end of 2012 there were less than 1% dead channels
due to failed VCSELs [26] in the LHCb Outer Tracker (OT).

The EEL-based system in CMS had exceptional reliability. At the end
of Run 1, a failure ratio of less than 0.1% had been registered.

2.2.7. Lessons learned
Many lessons were learned from the production and operation of

optical links for the initial, as built LHC experiments [27]. Some of the
key aspects are:

• Avoid diversity of solutions and try to use one system for all
experiments. This will reduce the large development costs and
result in more reliable systems as more effort will be available
for rigorous testing.

• For cost reasons, use digital links operating at the highest possible
datarate so as to use all the available fibre bandwidth.

• Use Commercial Off-The-Shelf (COTS) off-detector components.
• Rigorous quality control tests must be performed to take into

account realistic operating conditions. If the links are being used
in different conditions by different experiments then the exper-
iments must contribute to QA as appropriate to their particular
conditions.
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Fig. 3. The ATLAS SCT opto-package showing the 45◦ fibres coupling to the VCSELs and the photodiode. The overall dimensions are 11.2 × 5.49 × 1.46 mm3.
Fig. 4. The custom laser package containing one fibre-coupled EEL used in the CMS tracker and ECAL optical links. The overall dimensions are 4.5 × 4 × 1.35 mm3.
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• The measured in-situ radiation damage observed during LHC
operation is in reasonable agreement with the expectations from
irradiation studies. The in-situ Single Effect Upset (SEU) rates are
harder to extrapolate from irradiation studies but are broadly in
agreement with expectations [15].

. State of the art (phase 1 and phase 2 upgrades of the LHC
xperiments

.1. LHC upgrades and common projects

At the time of writing this article, the optical links described in
ection 2 have been successfully operating in LHC for over 10 years.
uring two complete physics runs, several billion operating device-
ours have been accumulated by the experiments, demonstrating the
uitability and robustness of optoelectronics in the LHC application.

In 2008, at the same time as the LHC machine was started, a
umber of R&D projects were initiated at CERN to re-group dispersed
fforts in the community and to develop in common a set of electronic
unctionalities to service the future upgrades of the experiments. These
ncluded ASIC building blocks in advanced CMOS technologies, DC-
C converters for point-of-load power distribution [28], and optical

inks [29]. This initiative seeded the development of the electronics
hich is currently being installed or produced for two phases of up-
rades of the LHC experiments: phase I upgrades (2019–21) and phase
I upgrades (HiLumi or HL-LHC, 2026–28). Optoelectronics was cov-
red by the Versatile Link and Versatile Link + projects [30,31] while
he GBT and LpGBT projects [32,33] developed the corresponding
ggregating and high speed serialising/deserialising electronics. This
ombination of electronics and optoelectronics developed in common

y the community under the leadership of CERN led to the general o

5

doption of a single turnkey solution for the transfer of readout and
ontrol data in the to-be-upgraded detectors. In practical terms, it
esulted in concentrating the community effort on one single radiation-
ard link transferring data for DAQ, Trigger, Control, Monitoring and
iming functions, as schematically sketched in Fig. 5.

In this section, we will focus on the Versatile Link (VL) and Versatile
ink + (VL+) projects which are representative of state-of-the-art link
echnologies for HEP.

.2. The Versatile Link projects (VL and VL+)

The VL and VL+ projects were launched to meet the needs of the de-
ectors upgrading during LHC Long Shutdowns LS2 (Phase I 2019–21)
nd LS3 (Phase II 2026–28) respectively. Their specifications matched
he performance offered by two generations of serializer/deserializer
SICs developed for the same applications: GBTx and lpGBT respec-

ively. Table 3 compares the most salient characteristics of the two
ystems.

The VL project was driven by a generalist vision: (i) a bidirectional
ront-end transceiver implemented as a customised module based on
he well defined standard SFP+ format [34]; (ii) a choice of one or two
ommercial off The Shelf (COTS) Transmitter Optical Sub Assemblies
TOSA) and/or one customised Receiver Optical Sub Assembly (ROSA)
nabling compatibility with the two installed legacy MM and SM fibre
lants; (iii) a relatively modest radiation resistance requirement match-
ng the needs of mainly ALICE and LHCb detectors; and iv) a pair of full
ustom digital laser driver (GBLD) and receiver (GBTIA) ASICs. This
ision offered a single technological evolution to the multiple systems
hat were in place in the experiments since the beginning of LHC, with
ome level of backward compatibility with the legacy cabling plant (SM

r MM) if required. Also, its optical power budget was robust enough
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Fig. 5. Common (opto)electronics developed for the transfer of readout, trigger, timing and control data between experiments front- (left) and back-ends (right) in the framework
of the GBT and Versatile Link projects.
Table 3
Characteristics of the VL and VL+ systems. Data transmission directions are denoted Up
(for up-stream) for data transmitted from the detector to the control room and Down (for
down-stream) for the reverse direction.

Versatile Link Versatile Link+

Upgrade phase Phase I Phase II
Optical Mode Single- and multi-mode Multi-mode
Flavours 1Tx+1Rx, 2Tx up to 4Tx, +1Rx
Radiation Resistance Up to Calorimeter grade Up to Tracker grade
Form factor SFP+ Custom miniature
Data rate Up/Down: 5 Gb/s Up: 5/10 Gb/s, Down: 2.5 Gb/s
(

and the radiation induced penalties were low enough that standard
COTS transceivers could be used at the back-end of the system. The
experiments were thus left free to select the implementation of their
fibre plant and of their back-end transceiver modules while the VL
project only developed and produced the VTRx front-end transceiver.
For those detectors upgrading their links, the only migration imposed
by the VL system was the digital one, as the developed VTRx module
did not support analogue modulation formats such as used in the CMS
Tracker (see 2.2.1). This however did not cause a problem since all LHC
detectors opted for digital readout for their upgrades.

In contrast to the rather generalist VL project vision, the next
generation VL+ radiation tolerant link focused on the more demanding
constraints of the ATLAS and CMS trackers and calorimeters repre-
senting the majority of the phase II upgrade needs. Extreme radiation
resistance, slim footprint and low power dissipation were new con-
straints that pushed the development in the direction of a finely tuned
and customised system. This explains in particular why the VL+ up-
and down-links were designed to have asymmetric data-rates and a
different number of channels: a single 2.5Gb∕s down-link minimises
power and enables improved Single Event Effect (SEE) robustness of the
front-end receiver; while multiple 10Gb∕s up-link channels allow for
maximising the transmitter data bandwidth to the back-end. The VL+
development effort focused on a unique full custom multi-mode VTRx+
transceiver based on a 4-channel laser driver array ASIC (LDQ10 [35]),
a quad VCSEL array, and a single channel p-i-n photodiode connected
to a transimpedance amplifier (the GBTIA, already used in the previous
generation VTRx module [36]). An optical coupling block precisely
aligned to the VCSELs and photodiodes interfaces to a 5-fibre bundle
terminated with a multi-channel MT optical connector. Due to the
large worst case penalties expected to be induced by radiation and
dispersion, the VL+ optical power and dispersion budget is tight. The
fibre plant and back-end transceivers must thus be specified to match
these constraints and cannot be left open to free choice as was the case
with the VL link. The VL+ system thus achieves much higher up-link
capacity and better radiation resistance than its VL predecessor, at the
expense of a single, customised and tightly specified solution.

3.2.1. The Versatile Transceiver projects (VTRx and VTRx+)
The VTRx and VTRx+ transceivers are shown side by side in Fig. 6.
The VTRx module is a low-mass, non-magnetic adaptation of the SFP+ t

6

package standard, while the VTRx+ module can be seen as a stripped
and customised QSFP transceiver [37] where only the so-called optical
engine part is retained. The two generations are separated in time
by approximately 7 years, but despite significant differences, both
developments had to face similar challenges, in particular the radiation
hardness of their electronic and optoelectronic components. While
ASICs are full custom developments hardened by design, the laser and
photodiodes are commercial parts selected and qualified for operation
in the harsh LHC and High Luminosity LHC (HL-LHC) environments.
Thus, as the optoelectronics cannot be customised, it is the electronics
which must be designed to adapt to the radiation-induced changes in
lasers and photodiodes.

Fig. 7 shows the evolution of threshold current and output power
of different VCSEL types as a function of particle fluence. As parti-
cles damage the crystal lattice, non-radiative recombination centres
are created that degrade the light emission efficiency of the device.
Mitigation of these effects is achieved by: designing the laser driver
with programmable output current offset and gain [35]; selecting lasers
with best threshold, efficiency and series resistance characteristics; and
by including sufficient margin in the link power budget.

Fig. 8 shows the evolution of responsivity and dark current of
different p-i-n photodiode types as a function of particle fluence. Here
also, defects induced by the impinging particles give rise to leakage
paths and decreased responsivity. Different material systems (GaAs
or InGaAs) used for the light absorbing volume have very different
behaviours, requiring the link system to either tolerate large respon-
sivity drops (GaAs), or the transimpedance amplifier to cope with large
leakage currents (InGaAs). The VL and VL+ systems are tolerant to both
degradation mechanisms and actually use the same transimpedance
amplifer [36]. The VTRx module can host either a multimode GaAs
Receiver Optical Assembly (ROSA) or a single mode InGaAs ROSA,
while the VTRx+ module exclusively uses an InGaAs p-i-n diode to
maintain operational margin in the down-link up to the most extreme
fluences expected in the HL-LHC applications.

Both laser driver and transimpedance amplifier are full custom
designs implementing the mitigation schemes mentioned above. The
biasing voltages of the p-i-n photodiode (reverse bias) and laser diode
forward bias) are also important parameters to consider. In particular,

he compliance voltage of VCSELs can be high due to the elevated
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Fig. 6. The two Versatile Transceiver module generations side by side: the two-channel VTRx (top) and the five-channel VTRx+ (bottom). The VTRx measures 45 × 14.5 × 10 mm3

nd the VTRx+ 20 × 10 × 2.5 mm3.
Fig. 7. Threshold current and relative optical output power shifts of different VCSEL types (different colours) as function of neutron fluence (left) and annealing time (right).
eries resistance of these devices. Special care must thus be taken
hen designing VCSEL drivers in advanced CMOS nodes (powered by

ow supply voltages) that the achievable output voltage complies with
CSEL operating points reaching up to 2.2V.
7

Fig. 9 illustrates the performance achieved with the final VTRx+
components. Despite this remarkable resistance, the VTRx+ can un-
fortunately not be used in the innermost pixel layers or very forward
detector regions where accumulated fluences reach or exceed 2 ×
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Fig. 8. Relative responsivity and dark current shifts of different p-i-n photodiode types (different colours) as function of neutron fluence (left) and annealing time (right).
Fig. 9. Performance of VTRx+ transmit (left) and receive (right) path components as a function of neutron fluence during accelerated radiation testing.
015 particles∕cm2. This is likely a hard limit for laser-based transmit-
ters, due to the intrinsic sensitivity of their active layer to displacement
damage. Possible solutions for extreme radiation levels are discussed in
Section 4.

Designing the custom ASICs and selecting suitable opto components
are two necessary and essential parts of transceiver development. How-
ever, assembling these components on a PCB and aligning them with
the optical coupling elements can be equally challenging, especially if
high volume, high yield, high reliability, and low cost requirements
are combined. For both VTRx and VTRx+ projects, these steps were
partly contracted to industry. CERN designed the PCB and developed
the test systems, while the contractor performed volume assembly and
production testing. 18’000 VTRx modules were produced in 2016–2019
while 60’000 VTRx+ modules will be produced in 2022–2024. These
are significant volumes for a niche application like HEP, necessitating
thorough quality assurance and continuous monitoring during produc-
tion. However, despite all efforts to catch defects and non-compliances,
it is impossible to reproduce in the lab all the exact operating conditions
in a detector, and early in-the-field failures cannot always be avoided.
This was the case in 2021, when the VTRx modules being commissioned
8

in the experiments during LS2 were shown to fail due to outgassing
of the ROSAs and re-condensation on the fibre ferrules [38]. Such
events can only be mitigated by subjecting ahead of installation time
statistically significant numbers of modules to their final operating
conditions and observing their long term behaviour, so that recovery
or corrective actions can be implemented early on.

3.2.2. Optical fibre radiation hardness
Selecting the right optical fibre is crucial to maintaining link per-

formance over its lifetime in a harsh detector environment. The pa-
rameters to take into account when assessing fibre suitability are: fibre
type (SM or MM), wavelength, data-rate and distance, as well as total
ionising dose, dose rate and temperature. Extensive literature exists that
describes the radiation hardness properties of optical fibres [39,40].
For the first VL system generation, COTS fibre could be used thanks
to the modest radiation levels expected in the final applications [39].
However, for the VL+ system generation, radiation hard fibre has to
be used to survive in the most exposed areas of the experiments. This
fibre is produced in small batches, and samples from each preform are
irradiated to qualify each individual batch. For VL+ systems, more than
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Fig. 10. Radiation induced attenuation in all preforms required for VL+ fibre
production.

800 km of rad-hard fibre have been produced and qualified. Fig. 10
illustrates the homogeneity of the radiation resistance results obtained
for all tested preforms as part of the fibre qualification programme.

Unfortunately, the bandwidth of the particular rad hard fibre se-
lected for the VL+ system is specified as 500MHz km. Although there
are data to suggest that the as-produced fibre in fact has bandwidths
above 2000MHz km [41], one cannot exclude that even small lengths
may cause a dispersion penalty to the system, especially at high
datarate. Both radiation-induced attenuation and dispersion penalty
must thus be mitigated in radiation hard optical links. For instance, the
VL+ optical power budget for the harshest tracker environments (so-
called extended grade VL+) allows for up to 6.9 dB of radiation-induced
penalty in the down-link and up to 2.3 dB of dispersion-induced penalty
in the 10Gb∕s up-link [42]. In future high data-rate applications,
dispersion will certainly be one of the critical factors determining the
technologies to be selected, as highlighted in the next section.

4. Future evolution (beyond HL-LHC experiments)

Future HEP detector systems will, in all likelihood, generate ever
increasing amounts of data as a consequence of both increases in
luminosity of the accelerators and the need to acquire additional types
of data from the collisions like timing information. This, depending on
the accelerator environment, is very likely also to be accompanied by
increased levels of radiation. There might also be new applications were
other parameters like mass and power consumption become critically
important. To face the challenge of meeting these multiple and some-
times conflicting requirements, new technologies being deployed in the
telecom and datacom industries could be brought to bear. For instance,
in order to increase the throughput of individual fibre links, multi-level
signalling technologies like PAM4 [43] might be used, or one could
combine multiple datastreams transmitted at different wavelengths
through a single optical fibre.

Simply continuing along the incremental development path of di-
rectly modulated VCSEL-based links is going to be challenging for
several reasons. The first is the potentially extreme levels of radi-
ation that will be encountered in future detectors at, for example,
the FCC accelerator. VCSELs cannot survive beyond approximately 3
9

to 5 × 1015 particles∕cm2 [44] and so an alternative will need to be
dentified for such applications. The same holds true of other lasers
nd modulators built on both GaAs and InP platforms [44,45]. A further
roblem for typical VCSEL-based links is that they use multi-mode fibre
hich is limited in its Distance-Bandwidth product. This means that
s the data-rate increases, so the transmission distance decreases. For
xample, while commercial 10Gb∕s links can support link lengths of
300 to 400m that cover the typical needs of HEP experiments, 25Gb∕s
links can support link lengths of only 100 to 125m which is insufficient
in many cases.

A very promising new technology is Silicon Photonics (SiPho),
which uses mature CMOS ASIC production technology to pattern light-
manipulating structures onto SOI wafers. This technology opens the
door to custom designed optoelectronics, which could be adapted to
the particular set of requirements (data-rate, power, size) of a given
application. The industry is also developing new packaging concepts
for SiPho technology that offer very interesting possibilities for much
tighter integration between the optical link and front-end electron-
ics. These promising approaches are reviewed in more detail in the
following sections.

4.1. Promising technologies

4.1.1. Silicon Photonics
The new technology that has garnered the most interest with the

HEP community up to now is Silicon Photonics [46]. While it is very
difficult to build optical sources in pure silicon due to its indirect band-
gap, it is possible to design structures that manipulate light so as to
be able to modulate it and create a data transmitter. Two popular
modulator structures are ones based on Mach–Zehnder interferome-
ters and ones based on micro-ring resonators. While Mach–Zehnder
Modulators (MZMs) are relatively easy to implement and stable to
process and temperature variations, they are rather large (mm-scale)
devices and generally require driving voltages in excess of 1.5 to 2 V to
achieve useful modulation depths. In contrast, Ring Modulators (RMs)
are much smaller (5 μm to 10 μm) and require lower driving voltages
but due to their resonant nature are much more affected by process
and temperature variations to the point of requiring the use of thermal
tuning via integrated resistive heaters. Overall, the promise of the
highest level of integration and lowest power is offered by RMs, at the
expense of having to implement an additional thermal control loop to
stabilise their operation.

The key requirement that differs in HEP applications compared
to standard applications is radiation tolerance, and it is this aspect
that has been studied in significant detail so far in order to assess
the suitability of the technology for deployment in future detector
systems. Initial studies [47] showed that the basic technology is very
resistant to displacement damage but sensitive to ionisation effects.
Radiation effects modelling of the devices [44] enabled the design of
more radiation tolerant MZM devices [48]. The most recent results
show that ongoing foundry process developments have significantly
increased the radiation tolerance of standard so-called building block
devices that are provided by foundries [49]. It may thus now become
possible to use standard building block devices to design application-
specific Photonic Integrated Circuits (PICs) that will tolerate MGy levels
of radiation, as shown in Fig. 11.

The ability to custom-design application-specific PICs opens up
the possibility of tailoring the optical link system to the particular
system requirements and means that, for example, Wavelength Division
Multiplexing (WDM) could be more easily and widely applied within
future detector systems. One outcome of this could be the aggregation
of data from multiple front-end ASICs by simply combining them on
multiple wavelengths rather than requiring an additional electrical
aggregation ASIC, saving design effort, power, space, and cost. For the
first time in the field, such customisation at the level of the optical
data transmission system is within reach and could lead to different
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Fig. 11. Effect of radiation on modulation efficiency of three PIC designs showing that
tolerance to extreme levels of radiation is possible by careful design.

optimisation choices in future detector readout systems. Fig. 12 shows
a prototype SiPho PIC and a possible demonstration system [50]. For
ultimate radiation tolerance the optical power source needed for such
systems would have to be located in a low-enough radiation area as
given by the radiation tolerance of the source.

4.1.2. Advanced modulation schemes
All digital detector readout systems to date have used Non-Return

to Zero (NRZ) coding, which is a basic ON-OFF keying method. This
is the simplest physical encoding scheme to implement, but it does
not maximise the use of the available channel bandwidth. Commercial
use of multi-level signalling is becoming more prevalent as a way to
increase the use of channel bandwidth. In particular, most recent link
standards use Pulse Amplitude Modulation with 4 levels (PAM4). PAM4
encodes 2-bit symbols, thus halving the required channel bandwidth
for a given data-rate compared to NRZ at the expense of additional
complexity in both transmitter and receiver to generate and detect the
four different amplitude levels used. PAM4 coding, due to the multiple
signalling levels, has an intrinsically lower signal amplitude and is
more susceptible to noise as the levels are closer together. Overall,
this means that PAM4 has a worse Signal-to-Noise Ratio (SNR) than
NRZ coding, with an SNR penalty of approximately 9.5 dB. For optical
communications, this SNR penalty brings additional challenges and
the bandwidth vs SNR tradeoff is not the same as it is for electrical
signalling. The decision to adopt PAM4 for future HEP data links is
therefore still open and will be influenced by the true bandwidth needs
as well as the complexity to design and fabricate the system as a whole.
Fig. 13 shows an example PAM4 eye diagram from an early prototype
radiation tolerant Silicon Photonics transmitter designed at CERN.

4.1.3. Co-packaging
Ever-higher aggregate bandwidths in datacom processors (network

switches, for example) are leading to the need to more tightly inte-
grate the Serialiser-Deserialiser (SERDES) and the optical-to-electrical
conversion components. Whereas current ASIC generations can still
drive the electrical signals over 10 to 15 cm to the front panel where
the conversion to optical can take place, this is quickly becoming
prohibitive in terms of signal integrity and power dissipation as data-
rates increase. The datacom industry’s response to this problem is to
develop miniaturised optical blocks that can be tightly integrated into
the packaging of the ASIC containing the SERDES. Such Co-Packaged
Optics (CPO) units are generally agreed in the industry to be the next
step, and will lead to the development of new integration technology.
This could very effectively be employed in future HEP systems to
enable the design of low power, low mass detector modules with optical

readout.
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4.1.4. Novel fibres
Hollow core fibre [51] is a novel optical fibre design in which the

light is guided in air in the micro-structured core of a silica glass optical
fibre, an example of which is shown in Fig. 14. The advantage of such
a fibre is that the propagation speed increases with guiding in air vs
glass resulting in the lowest possible data transfer latency. For HEP ap-
plications, such fibres have previously been shown to be very radiation
resistant [52], since the typical loss mechanisms introduced by the irra-
diation of glass are not relevant when the majority of the optical power
is guided in air. One major limitation to the wider adoption of this
technology has been the difficulty of producing the multiple kilometer
lengths typical of standard optical fibre production. New production
techniques are actively being developed and are starting to bring the
advances required for such fibres to be more readily available and their
characteristics are starting to approach those of standard fibres [53].
Once successful, hollow core fibre could become interesting in HEP
applications where extreme levels of radiation cannot be avoided along
the path of the optical fibres.

4.1.5. Evolution of VCSEL-based systems
Current state of the art HEP fibre systems are all based on VCSELs.

We have already shown that there is a limit to the radiation tolerance
of such devices, which excludes their use in the most extreme environ-
ments. Many HEP systems do not require very high levels of radiation
tolerance and it is therefore instructive to consider whether indus-
try developments are moving in the same direction as HEP systems.
Current VCSEL developments for 56G and beyond line rates are still
based on multimode fibre, which limits the reach of such links due to
dispersion. Link length is therefore becoming the key parameter when
assessing whether VCSEL-based links have a future in HEP applications
with low radiation level requirements. For example, the typical link
lengths for LHC experiments are in the range of 60 to 400m, compared
o the maximum reach of 100m of the 400GBASE-SR4 standard [54]
hat runs 53.1250GBd PAM4 signals over multimode fibre. This would

limit the areas in which such technology could be applied, making a
single development difficult to achieve.

4.2. Optical link system evolution

It is instructive to consider which application requirements drive
the optical links specifications: bandwidth, power, and/or radiation
tolerance. Different HEP applications will clearly have a different mix of
these requirements. Moving from the initial model of link development
within HEP where each individual application developed its own spe-
cific optical link to the more recent common development has brought
with it the need to very carefully consider how best to target the
specifications considering the wide range of actual final requirements.
Sometimes this has led to design decisions that were necessarily taken
early in the process which have later turned out to be over-constraints
that have allowed subtle difficulties [38] to appear.

Future common developments might target more than one generic
specification for typical use cases in different environments. For ex-
ample, one might propose a highly-integrated, low power design for
lower radiation levels for future very low mass tracking systems; as
well as a differently optimised design targeting the highest radiation
levels, perhaps at the expense of higher power consumption. Another
key consideration is the one of interoperability with commercially
available optical link components that can be used in the off-detector
back-end electronics. This assumption of being able to use commer-
cial components in the back-end might be challenged by the desire
to highly customise the front-end components. As data-rates increase
commercial transceiver vendors employ components that become more
restrictive in terms of the actual supported data-rates, whereas previous
transceiver generations have been much more rate agnostic. This chal-
lenges the freedom to choose the exact datarate of an HEP link which
then may no longer be able to remain synchronous to the accelerator
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Fig. 12. Photograph of prototype PIC (left) and example Silicon Photonics link (right).
Fig. 13. 25GBd PAM4 eye diagram from an early prototype silicon radiation tolerant
photonics transmitter.

Fig. 14. Photograph of a Hollow core Nested Antiresonant Nodeless (NANF) fibre.
11
beam frequencies. While this might seem like a detail, it potentially
has wide-ranging implications for the entire detector system design.
Similar challenges might be valid for other optical link parameters, for
example the choice of wavelengths in a WDM system. Current R&D
programmes [55,56] are investigating such issues and will provide
guidance once completed.

5. Summary and conclusions

The use of optical links in HEP experiments has evolved over the
last 30 years from being an exotic technology to the standard one to
provide the very high data bandwidth required. The first generations
of optical links used a very wide variety of technologies, featuring
different wavelengths and different laser and photodiode technologies.
While this approach did eventually succeed for the first generation of
LHC detectors, many problems had to be faced and it was realised that
the multiple developments were very inefficient in resources. Therefore
an approach based on common solution(s) was developed for the phase
1 LHC upgrades based on the VTRx package. This approach still allowed
for the use of EELs or VCSELs. However, for the tracker phase 2
upgrades for the HL-LHC, much higher radiation levels are expected.
As VCSELs show better radiation tolerance than EELs and a more
favourable performance/price ratio for HEP experiments, the VTRx+
project was based exclusively on VCSELs. The future R&D directions
outlined in this paper are addressing the challenges of very high data
rates and increased radiation tolerance that will be required by future
HEP applications. The development of silicon photonics is particularly
interesting as it offers very attractive customisation and integration
possibilities, high data rates and greatly improved radiation tolerance
compared to more conventional lasers and photodiodes.
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