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Measurements of 𝑊+𝑊− → 𝑒±𝜈𝜇∓𝜈 production cross-sections are presented, providing a test
of the predictions of perturbative quantum chromodynamics, parton distribution functions, and
the electroweak theory. The measurements are performed using 𝑝𝑝 collision data recorded by
the ATLAS detector at the Large Hadron Collider in 2015–2018 at

√
𝑠 = 13 TeV, corresponding

to an integrated luminosity of 140 fb−1. The number of events due to top-quark pair production,
the largest background, is reduced by rejecting events containing jets with 𝑏-hadron decays.
An improved methodology of estimating the remaining top quark background enables a
precise measurement of 𝑊+𝑊− cross-sections with no additional requirements on jets. The
fiducial 𝑊+𝑊− cross section is determined in a maximum-likelihood fit with an uncertainty of
3.1%. The measurement is extrapolated to the full phase space, resulting in a total 𝑊+𝑊−

cross-section of 127 ± 4 pb. Differential cross-sections are measured as a function of twelve
observables that comprehensively describe the kinematics of𝑊+𝑊− events. The measurements
are compared to state-of-the art theory calculations and excellent agreement with predictions
is observed.
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Figure 1: Illustrative examples of Feynman diagrams for (a) the 𝑡-channel and (b) 𝑠-channel 𝑞𝑞 → 𝑊𝑊 as well as (c)
the 𝑔𝑔 → 𝑊𝑊 production mechanisms of a 𝑊𝑊 pair.

1 Introduction

The measurement of 𝑊-boson pair (𝑊𝑊) production cross-sections is an important test of the Standard
Model (SM). 𝑊𝑊 production at hadron colliders is sensitive to the properties of electroweak-boson
self-interactions and provides a test of the predictions of perturbative quantum chromodynamics (QCD)
and the electroweak (EW) theory. It also constitutes a large background in the measurement of Higgs
boson production as well as in searches for physics beyond the SM. Inclusive and fiducial 𝑊𝑊 production
cross-sections have been measured in proton–proton (𝑝𝑝) collisions at

√
𝑠 = 5 TeV [1], 7 TeV [2, 3],

8 TeV [4–6] and 13 TeV [7–11], as well as in 𝑒+𝑒− collisions at LEP [12] and in 𝑝𝑝 collisions at the
Tevatron [13–15].

Illustrative Feynman diagrams for 𝑊𝑊 production are shown in Figure 1. In 𝑝𝑝 collisions, the 𝑡-channel
and 𝑠-channel of the 𝑞𝑞-induced 𝑊𝑊 production (𝑞𝑞 → 𝑊𝑊 , shown on Figs 1(a) and 1(b) respectively)
constitute most of the 𝑊𝑊 production rate with 95%. Loop-induced gluon–gluon fusion, 𝑔𝑔 → 𝑊𝑊

(Figure 1(c)), contributes 5%, despite formally being only a NNLO QCD correction to 𝑊𝑊 production.
Beyond leading order in perturbation theory, additional partonic initial states can contribute to both
𝑞𝑞 → 𝑊𝑊 and 𝑔𝑔 → 𝑊𝑊 . Resonant 𝑔𝑔 → 𝐻 → 𝑊𝑊 production is included in the signal definition and
simulation, although the process is strongly suppressed via the kinematic selection requirements of this
analysis.

The measurement of integrated and differential 𝑊𝑊 → 𝑒±𝜈𝜇∓𝜈 production cross-sections at
√
𝑠 = 13 TeV

is performed using 𝑝𝑝 collision data recorded by the ATLAS experiment in 2015–2018, corresponding
to an integrated luminosity of 140 fb−1 [16]. The number of events due to top-quark pair production
(𝑡𝑡), the largest background for this measurement, is reduced by rejecting events containing jets with
𝑏-hadron decays (𝑏-jets). The di-lepton invariant mass is required to be greater than 85 GeV, to reduce the
background due to Drell–Yan production of leptonically decaying tau lepton pairs.

The 𝑊𝑊 cross-section measurements are performed without any requirements on jets other than 𝑏-jets.
This jet-inclusive measurement allows for the comparison with precise predictions in perturbative QCD
that are not subject to large logarithmic corrections due to jet vetoes [17]. It is also advantageous from an
experimental perspective as jet-related uncertainties are reduced.

Measurements of 𝑊𝑊 production are challenging due to the presence of a large top-quark pair production
background. In contrast to previous ATLAS measurement [2, 4, 7, 8, 11], no jet veto or other selection
requirements are employed to reduce this background. Instead the background contribution is precisely
estimated with a data-driven method based on two control regions. The control regions allow for the
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reduction of uncertainties arising in the theoretical modelling of top quark pairs and the efficiency of
identifying 𝑏-jets. Backgrounds from𝑊+jets events with a misidentified or non-prompt lepton, another large
source of uncertainties in measurements of 𝑊𝑊 cross-sections, are estimated with a data-driven method
while the remaining backgrounds are estimated based on theoretical calculations. For the determination of
the integrated cross-section, a model based on these background estimates and a state-of-the-art signal
model is fit to the data, further reducing uncertainties. Additionally, fiducial differential cross-sections
of 𝑊𝑊 production are measured after background subtraction, using an iterative Bayesian unfolding
method [92, 93]. Cross-sections are measured differentially as a function of:

• the transverse momentum1 of the leading lepton2, 𝑝lead. lep.
T ,

• the transverse momentum of the sub-leading lepton, 𝑝sub-lead. lep.
T ,

• the transverse momentum of the dilepton system, 𝑝T,𝑒𝜇,

• the rapidity of the dilepton system, 𝑦𝑒𝜇,

• the invariant mass of the lepton pair, 𝑚𝑒𝜇,

• the azimuthal separation of the two leptons, Δ𝜙𝑒𝜇,

• cos 𝜃∗ = | tanh(Δ𝜂𝑒𝜇/2) | , which is sensitive to the spin structure of the 𝑊-boson pair [18],

• the magnitude 𝐸miss
T of the missing transverse momentum ®𝑝miss

T , defined as the negative vectorial
sum of the transverse momenta of all visible particles,

• the scalar sum of 𝐸miss
T and the lepton transverse momenta, 𝐻lep.+MET

T ,

• the transverse mass of the dilepton system and the missing transverse momentum3, 𝑚T,𝑒𝜇,

• the scalar sum of all jet and lepton transverse momenta, 𝑆T, and

• the jet multiplicity.

This note is organized as follows. Section 2 gives a brief overview of the ATLAS detector. The recorded
data set and the simulated samples used are listed in Section 3. The criteria required to define object
and event selection in the signal region are given in Section 4. Section 5 presents the estimates for
top-quark (Section 5.1) and non-prompt lepton (Section 5.2) backgrounds, Drell-Yan (Section 5.3) and
other backgrounds (Section 5.4), as well as a summary of the selected 𝑊𝑊 candidate events (Section 5.5).
The statistical analysis to determine fiducial and differential cross-sections is presented in Section 6, while
Section 7 contains the systematic uncertainties considered and their treatment. Measurement of fiducial
cross-sections, both integrated and differential distributions, are compared to state-of-the-art predictions
described in Section 8. Section 9 reports the results of the measurement for fiducial and total cross-sections.
The note ends with the drawn conclusions in Section 10.

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the 𝑧-axis along the beam pipe. The 𝑥-axis points from the IP to the centre of the LHC ring, and the 𝑦-axis points upwards.
Cylindrical coordinates (𝑟, 𝜙) are used in the transverse plane, 𝜙 being the azimuthal angle around the 𝑧-axis. The rapidity
is defined as 𝑦 = 1

2 ln 𝐸+𝑝𝑧
𝐸−𝑝𝑧

while the pseudorapidity is defined in terms of the polar angle 𝜃 as 𝜂 = − ln tan(𝜃/2). Angular

distance is measured in units of Δ𝑅 ≡
√︁
(Δ𝜂)2 + (Δ𝜙)2.

2 The lepton with (second) highest 𝑝T in the event is referred to as (sub-)leading lepton.
3 The transverse mass is defined as 𝑚T,𝑒𝜇 =

√︃
(𝐸T,𝑒𝜇 + 𝐸miss

T )2 − ( ®𝑝T,𝑒𝜇 + ®𝑝miss
T )2, where 𝐸T,𝑒𝜇 =

√︃
| ®𝑝T,𝑒𝜇 |2 + 𝑚2

𝑒𝜇 .
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2 The ATLAS detector

The ATLAS experiment [19] at the LHC [20] is a multipurpose particle detector with a forward–backward
symmetric cylindrical geometry and a near 4𝜋 coverage in solid angle. It consists of an inner tracking
detector surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic
and hadron calorimeters, and a muon spectrometer with three large superconducting toroidal magnets with
eight coils each.

The inner tracking detector (ID) covers the pseudorapidity range |𝜂 | < 2.5. It consists of a high-granularity
silicon pixel detector, including the insertable B-layer installed before Run 2 [21, 22], followed by the
silicon microstrip tracker. The silicon detectors are complemented by a transition radiation tracking
detector, enabling extended track reconstruction within |𝜂 | < 2.0.

Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM) energy measurements
with high granularity. A steel/scintillator-tile hadron calorimeter covers the central pseudorapidity range
(|𝜂 | < 1.7). The endcap and forward regions are instrumented with copper/LAr and tungsten/LAr
calorimeters for EM and hadronic energy measurements up to |𝜂 | = 4.9.

The muon spectrometer surrounds the calorimeters and is based on three large air-core toroidal supercon-
ducting magnets with eight coils each. The field integral of the toroids ranges between 2.0 and 6.0 Tm
across most of the detector. The muon spectrometer includes a system of precision tracking chambers and
fast detectors for triggering.

Events are selected using a two-level trigger system. The first-level trigger is implemented in hardware and
uses a subset of the detector information to accept events at a rate of about 100 kHz. The level-1 trigger is
followed by a software-based trigger that reduces the accepted event rate to 1 kHz on average depending on
the data-taking conditions.

An extensive software suite [23] is used in data simulation, in the reconstruction and analysis of real and
simulated data, in detector operations, and in the trigger and data acquisition systems of the experiment.

3 Data and Monte Carlo samples

The analysis uses data collected in proton–proton collisions at a centre-of-mass energy of 13 TeV from
2015 to 2018. After applying data quality criteria [24], the dataset corresponds to 140 fb−1of integrated
luminosity, with an uncertainty of 0.83% [16], obtained using the LUCID-2 detector [25] for the primary
luminosity measurements.

Monte Carlo (MC) simulated event samples are used to correct the signal yield for detector effects and
to estimate background contributions. All samples were passed through a full simulation of the ATLAS
detector [26], based on Geant4 [27]. Table 1 lists the configurations for the nominal MC simulations used
in the analysis.

Signal 𝑞𝑞 → 𝑊𝑊 events are modelled using Powheg MiNNLO [28, 29], which is next-to-next-to-leading
order (NNLO) accurate in QCD for inclusive observables. The aforementioned signal sample and all other
𝑊𝑊 production processes described in the following were generated using the NNPDF3.0nnlo PDF set [30].
The events were interfaced to Pythia 8.245 [31] for the modelling of the parton shower, hadronization, and
underlying event, with parameters set according to the A14 tune [46]. The matrix element calculation of
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Table 1: Summary of the nominal Monte Carlo simulated samples used in the analysis. The 𝑔𝑔 → 𝑊𝑊 simulation
includes Higgs boson contributions. The last two columns give the order in 𝛼S of the matrix element calculation
and the overall cross-section normalization. All nominal MC samples use the NNPDF3.0 PDF set. The samples
generated with Sherpa use its default set of tuned parton-shower parameters, while for the Powheg Box samples the
A14 set of tuned parameters and the NNPDF2.3lo PDF set are used for the parton shower.

Process Generator Parton shower Matrix element O(𝛼S) Normalization

𝑞𝑞 → 𝑊𝑊 MiNNLO Pythia8 NNLO Generator
𝑔𝑔 → 𝑊𝑊 Sherpa2.2.2 Sherpa LO (0–1 jet) NLO
𝑡𝑡 Powheg Boxv2 Pythia8 NLO NNLO+NNLL
𝑊𝑡 Powheg Boxv2 Pythia8 NLO NLO+NNLL
𝑍+jets Sherpa2.2.1 Sherpa NLO (0–2 jets), LO (3–4 jets) NNLO
𝑊𝑍, 𝑍𝑍 Sherpa2.2.2 Sherpa NLO (0–1 jet), LO (2–3 jets) Generator†
𝑊𝛾, 𝑍𝛾 Sherpa2.2.8 Sherpa NLO (0–1 jet), LO (2–3 jets) Generator†

†: The cross-section calculated by Sherpa is found to be in good agreement with the NNLO result [67–71].

𝑔𝑔 → 𝑊𝑊 production, which includes off-shell effects and Higgs boson contributions, incorporates up
to one additional parton emission at LO. This contribution was simulated with the Sherpa2.2.2 [32, 33]
generator, which was matched and merged with the Sherpa parton shower based on the Catani–Seymour
dipole [34, 35] using the MEPS@NLO prescription [36–39]. The virtual QCD corrections were provided
by the OpenLoops library [40, 41]. The electroweak production of a diboson in association with two jets
(𝑉𝑉 𝑗 𝑗) was simulated with the Sherpa 2.2.2 [32] generator. The LO-accurate matrix elements were also
matched to a parton shower based on Catani–Seymour dipole factorization [34, 35] using the MEPS@LO
prescription [36–39]. A dedicated set of tuned parton-shower parameters developed by the Sherpa authors
was used for all Sherpa samples.

The production of 𝑡𝑡 and single-top 𝑊𝑡 events are modelled using the Powheg Boxv2 [42–45] generator at
NLO with the NNPDF3.0nlo [30] PDF. The events were interfaced to Pythia8.230 [31] to model the
parton shower, hadronization, and underlying event, with the A14 set of tuned parameters [46] and using the
NNPDF2.3lo set of PDFs [47]. For 𝑡𝑡 event generation, the ℎdamp parameter4 was set to 1.5𝑚top [48]. The
diagram-removal scheme [49] was employed to handle the interference between the 𝑊𝑡 and 𝑡𝑡 production
processes [48]. Alternative samples were generated to assess the uncertainties in the top-background
modelling. The uncertainty due to initial-state radiation and higher-order QCD effects was estimated by
simultaneous variations of the ℎdamp parameter and the renormalization and factorization scales, and by
choosing the VAR3c up/down variants of the A14 set of tuned parameters, corresponding to the varying
of 𝛼𝑠 in the parton shower, as described in Ref. [50]. The impact of final-state radiation was evaluated
with weights that account for the effect of varying the renormalization scale for final-state parton-shower
emissions up or down by a factor of two. To assess the dependence on the 𝑡𝑡–𝑊𝑡 overlap removal scheme,
the diagram-subtraction scheme [49] was employed as an alternative to the diagram-removal scheme. The
uncertainty due to the parton shower and hadronization model was evaluated by comparing the nominal
sample of events with an event sample generated by Powheg Boxv2 and interfaced to Herwig7.04 [51,
52], using the H7UE set of tuned parameters [52] and the MMHT2014LO PDF set [53]. To estimate
the uncertainty in the matching of NLO matrix elements to the parton shower, the nominal sample was
compared with a sample generated by MadGraph5_aMC@NLO2.6.2 [54] at NLO in QCD using the

4 The ℎdamp parameter is a resummation damping factor and one of the parameters that control the matching of Powheg matrix
elements to the parton shower and thus effectively regulates the high-𝑝T radiation against which the 𝑡𝑡 system recoils.
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five-flavour scheme and the NNPDF2.3nlo PDF set. The events were interfaced with Pythia8, as for
the nominal sample. The 𝑡𝑡 sample was normalized to the cross-section prediction at NNLO in QCD
including the resummation of next-to-next-to-leading logarithmic (NNLL) soft-gluon terms calculated
using Top++2.0 [55–61]. The inclusive cross-section for single-top 𝑊𝑡 was corrected to the theory
prediction calculated at NLO in QCD with NNLL soft-gluon corrections [62, 63].

The background due to 𝑍/𝛾∗+jets production was simulated with the Sherpa2.2.1 generator using NLO-
accurate matrix elements for up to two jets, and LO-accurate matrix elements for three and four jets
calculated with the Comix [34] and OpenLoops libraries. They were matched with the Sherpa parton
shower [35] using the MEPS@NLO prescription [36–39] and the set of tuned parameters developed by the
Sherpa authors. The NNPDF3.0nnlo set of PDFs was used, and the samples were normalized to a NNLO
prediction [64].

The production of diboson final states was simulated with the Sherpa2.2.2 (𝑊𝑍 , 𝑍𝑍 with 𝑉 = 𝑊, 𝑍) and
Sherpa2.2.8 (𝑉𝛾) generators using OpenLoops at NLO QCD accuracy for up to one additional parton and
LO accuracy for two to three additional parton emissions, matched and merged with the Sherpa parton
shower. The 𝑉𝑍 simulation includes 𝑉𝛾∗ contributions for 𝑚(ℓℓ) > 4 GeV. Samples were generated using
the NNPDF3.0nnlo PDF set and normalized to the cross-section calculated by the event generator.

Samples generated with Powheg Box or MadGraph5_aMC@NLO used the EvtGen program [65]
to model the decay of bottom and charm hadrons. The effect of multiple interactions in the same and
neighbouring bunch crossings (pile-up) was modelled by overlaying the hard-scattering event with simulated
inelastic 𝑝𝑝 events generated with Pythia8.186 using the NNPDF2.3lo set of PDFs and the A3 set of
tuned parameters [66].

4 Event reconstruction and selection

Candidate 𝑊𝑊 events are selected by requiring exactly one electron and one muon with opposite electric
charges. These leptons are required to be isolated, i.e., there should be little hadronic activity in the vicinity
of the lepton, to suppress backgrounds due to misidentified leptons or leptons from hadron decays. Events
with two isolated leptons of the same flavour are not considered in the analysis due to the higher background
from Drell–Yan events.

Events were recorded by either single-electron or single-muon triggers. The minimum 𝑝T threshold varied
during data-taking between 24 GeV and 26 GeV for electrons, and between 20 GeV and 26 GeV for muons,
both requiring ‘loose’ to ‘medium’ isolation criteria [72, 73]. Triggers with higher 𝑝T thresholds and
looser isolation requirements are also used to increase the efficiency. The trigger selection efficiency is
more than 99% for signal events fulfilling all other selection requirements detailed in the following.

Trajectories of charged particles are reconstructed as tracks in the ID, whose common vertices are used to
extract interaction vertex candidates. Candidate events are required to have at least one vertex having at
least two associated tracks with 𝑝T > 500 MeV. The vertex with the highest

∑
𝑝2

T of the associated tracks
is taken as the primary vertex.

Electrons are reconstructed from energy deposits in the calorimeter that are matched to tracks [74]. Electron
candidates are required to fulfil the TightLH likelihood-based identification criteria as defined in Ref. [75].
Furthermore, they are required to have 𝐸T > 27 GeV and |𝜂 | < 2.47, excluding the transition region
between barrel and endcap regions, 1.37 < |𝜂 | < 1.52.
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Muon candidates are reconstructed by combining a track in the inner detector with a track in the muon
spectrometer [76]. Muons are required to have 𝑝T > 27 GeV and |𝜂 | < 2.5 and to satisfy the Medium
identification selection, as defined in Ref. [76].

Leptons are required to be compatible with the primary vertex by imposing requirements on the impact
parameters of associated tracks. The transverse impact parameter significance, 𝑑0/𝜎𝑑0 , is required
to satisfy |𝑑0/𝜎𝑑0 | < 5 (3) for electrons (muons). The longitudinal impact parameter 𝑧0 must satisfy
|𝑧0 · sin 𝜃 | < 0.5 mm, where 𝜃 is the polar angle of the track. Additionally, leptons are required to be
isolated using information from the ID tracks and energy clusters in the calorimeters in a cone around the
lepton. The Gradient working point is used for electrons [75], while for muons the Tight_FixedRad
working point is used, which is similar to the Tight selection defined in Ref. [77] but with altered criteria
at muon 𝑝T > 50 GeV in order to increase the background rejection. The electron or muon trigger object is
required to match the respective reconstructed lepton.

Jets are reconstructed using the anti-𝑘𝑡 algorithm [78] with a radius parameter of 𝑅 = 0.4 using particle-flow
objects [79]. They are required to have 𝑝T > 30 GeV and |𝜂 | < 4.5. To suppress jets that originate from
pile-up, a jet-vertex tagger [80] is applied to jets with 𝑝T < 60 GeV and |𝜂 | < 2.4. The jet energy scale
is recalibrated using a 𝜂- and 𝑝T correction [81]. Jets with 𝑝T > 20 GeV and |𝜂 | < 2.5 containing decay
products of a 𝑏-hadron are identified using the DL1r 𝑏-tagging algorithm [82, 83] at the 85% efficiency
working point. Selecting 𝑏-jets with a lower 𝑝T threshold enables the rejection of a larger fraction of the 𝑡𝑡
background.

In order to resolve the overlap between particles reconstructed as multiple physics objects in the detector,
non-𝑏-tagged jets are removed if they overlap, within Δ𝑅 < 0.2, with an electron, or with a muon if the jet
has less than three associated tracks with 𝑝T > 500 MeV and satisfies 𝑝

𝜇

T/𝑝
jet
T > 0.5, and the ratio of the

muon 𝑝T to the sum of the track 𝑝T associated with the jet is greater than 0.7. After the former selection,
electrons or muons overlapping within Δ𝑅 < 0.4 with any jet, including 𝑏-tagged jets, are removed.

The missing transverse momentum, with magnitude 𝐸miss
T , is computed as the negative vectorial sum of

the transverse momenta of tracks associated with jets and muons, as well as tracks in the ID that are not
associated with any other component. The 𝑝T of the electron track is replaced by the calibrated transverse
momentum of the reconstructed electron [84].

Events with one or more 𝑏-tagged jets are vetoed, to reduce the dominant background from top-quark
pair production. To reduce the Drell–Yan backgrounds, dominated by 𝑍+jets events with 𝑍 → 𝜏+𝜏−

decays, the invariant mass of the electron–muon pair is required to be 𝑚𝑒𝜇 > 85 GeV. This requirement
also reduces the contribution of resonant 𝑔𝑔 → 𝐻 → 𝑊𝑊 production. Events with additional leptons
with 𝑝T > 10 GeV and satisfying Loose isolation and LooseLH (Loose) identification requirements for
electrons (muons), are vetoed to reduce backgrounds due to 𝑊𝑍 and 𝑍𝑍 production.

Table 2 gives a summary of the lepton, jet, and event selection requirements used to define the signal
region.

5 Background estimate

About 60% of the events passing the event selection are background events. The top-quark background,
from either 𝑡𝑡 or single-top 𝑊𝑡 production, is the largest background and comprises about 80% of the
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Table 2: Summary of the object and event selection criteria.

Selection Criteria

Lepton 𝑝T > 27 GeV
Lepton 𝜂 |𝜂 | < 2.47 and not 1.37 < |𝜂 | < 1.52 (electron)

|𝜂 | < 2.5 (muon)
Lepton identification TightLH (electron), Medium (muon)
Lepton isolation Gradient (electron), Tight_FixedRad (muon)
Lepton impact parameter |𝑑0/𝜎𝑑0 | < 5, 3 (electron, muon)

|𝑧0 · sin 𝜃 | < 0.5 mm
𝑏-jet selection 𝑝T > 20 GeV, |𝜂 | < 2.5, DL1r (85% eff. WP)
Jet selection 𝑝T > 30 GeV, |𝜂 | < 4.5

Lepton selection 1 electron and 1 muon of opposite charge,
no additional lepton with 𝑝T > 10 GeV, Loose isolation,
and LooseLH (electron) / Loose (muon) identification

Number of 𝑏-jets 0
Dilepton invariant mass > 85 GeV

total background. Additional backgrounds considered are 𝑍+jets production, events with non-prompt or
misidentified leptons, and diboson production (𝑊𝑍 , 𝑊𝛾, 𝑍𝑍 , and 𝑍𝛾).

5.1 Top-quark background

An estimate of the 𝑡𝑡 background is obtained using a data-driven technique referred to as the 𝑏-tag counting
method, performed in each individual bin for the differential measurements. Following the procedure
used in a measurement of the 𝑡𝑡 production cross-section [85] and in the measurement of 𝑊𝑊+jets
production [10], two control regions requiring exactly one and exactly two 𝑏-tagged jets are defined. All
other selection criteria are the same as in the signal region. The contribution of non-𝑡𝑡 events in the 1-𝑏-jet
and 2-𝑏-jet control regions is 13% and 4% of the expected events, respectively, of which 90% can be
attributed to single-top 𝑊𝑡 production.

The number of 𝑡𝑡 events in the two control regions and the signal region, after subtracting non-𝑡𝑡 backgrounds,
is parametrized using three parameters. The first is the number of 𝑡𝑡 events without requirements on the
𝑏-jet multiplicity, 𝑁 𝑡𝑡

≥0𝑏. The second is the efficiency of identifying and selecting a 𝑏-jet in a 𝑡𝑡 event, 𝜀𝑏,
accounting for the efficiency of the 𝑏-tagging algorithm as well as the acceptance of 𝑏-jets. The third is the
𝑏-jet correlation factor 𝐶𝑏, which takes into account that the probability of identifying both 𝑏-jets in a 𝑡𝑡
events is not exactly 𝜀2

𝑏
but 𝐶𝑏𝜀

2
𝑏
, due to correlation effects that depend on the interplay of event selection

and 𝑡𝑡 kinematics as well as the presence of additional light jets and 𝑏-jets. The number of 𝑡𝑡 events with
exactly 𝑖 𝑏-tagged jets, 𝑁 𝑡𝑡

𝑖𝑏
, is given by

𝑁 𝑡𝑡
2𝑏 = 𝑁 𝑡𝑡

≥0𝑏 · 𝐶𝑏𝜀
2
𝑏 , (1)

𝑁 𝑡𝑡
1𝑏 = 𝑁 𝑡𝑡

≥0𝑏 ·
(
2𝜀𝑏 − 𝐶𝑏𝜀

2
𝑏

)
, (2)

𝑁 𝑡𝑡
0𝑏 = 𝑁 𝑡𝑡

≥0𝑏 ·
(
1 − 2𝜀𝑏 + 𝐶𝑏𝜀

2
𝑏

)
. (3)
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Figure 2: The 𝑏-jet correlation correction factor 𝐶𝑏 as evaluated from simulation as a function of (a) 𝑚𝑒𝜇 and (b) the
number of jets. The error bands show the total uncertainty, including systematic effects.

Using these equations, the number of 𝑡𝑡 events in the signal region can be expressed as

𝑁 𝑡𝑡
0𝑏 =

𝐶𝑏

4

(
𝑁 𝑡𝑡

1𝑏 + 2𝑁 𝑡𝑡
2𝑏

)2

𝑁 𝑡𝑡
2𝑏

− 𝑁 𝑡𝑡
1𝑏 − 𝑁 𝑡𝑡

2𝑏 , (4)

where the only input from 𝑡𝑡 simulation is 𝐶𝑏 while 𝜀𝑏 and 𝑁 𝑡𝑡
≥0𝑏 are determined by the observed yields in

the two control regions.

The correction factor 𝐶𝑏 is typically close to unity, between 0.99 and 1.01 across jet-inclusive distributions,
like 𝑚𝑒𝜇 (Figure 2(a)). As uncertainties in top modelling and 𝑏-tagging primarily affect 𝜀𝑏 and 𝑁 𝑡𝑡

≥0𝑏 but
not 𝐶𝑏, the uncertainty in 𝐶𝑏 is less than 1% in most analysis bins. In certain configurations, for example
in events with exactly one jet with 𝑝T > 30 GeV, 𝐶𝑏 can be as low as 0.8 (Figure 2(b)). The identification
of two 𝑏-jets is possible for some of these events, as the 𝑏-jet 𝑝T requirement is 20 GeV. However, the
probability of identifying both 𝑏-jets is significantly smaller than 𝜀2

𝑏
as the second jet is often outside the

acceptance and because the 𝑏-tagging efficiency is lower for jets with a transverse momentum between
20 GeV and 30 GeV. The disparity in jet kinematics thus leads to smaller values of 𝐶𝑏 while the reduced
correlation of the uncertainties of finding the first and the second jet increases the uncertainty in 𝐶𝑏.

The 𝑏-jet counting method strongly reduces experimental and theoretical uncertainties in the 𝑡𝑡 background
estimate, and thus lowers its total uncertainty by a factor of approximately five, corresponding to an
uncertainty of about 3%.

The single-top 𝑊𝑡 background is estimated using simulation. The subtraction of 𝑊𝑡 backgrounds in the 𝑡𝑡
control regions introduces an anti-correlation in the estimated 𝑊𝑡 and 𝑡𝑡 yield in the signal region so that
modelling uncertainties in 𝑊𝑡 have a reduced impact on the measurement.

In a few analysis bins, the two-𝑏-jet control region contains relatively few events, which would result
in a large statistical uncertainty of the 𝑡𝑡 background estimate. To mitigate this problem, the top-quark
background is instead estimated with the transfer-factor method in these bins, by extrapolating from a
control region constructed by requiring at least one 𝑏-jet, with other selection criteria being the same as in
the signal region. For each bin of the measured distribution in the signal region, the number of expected
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top-quark background events from both 𝑡𝑡 and 𝑊𝑡 contributions, 𝑁 top
SR , is estimated from the corresponding

bin in the control region as

𝑁
top
SR =

𝑁
top,MC
SR

𝑁
top,MC
CR

×
(
𝑁data

CR − 𝑁
MC,others
CR

)
. (5)

Here 𝑁
MC,others
CR is the contribution from non-top background in the control region, which is of the order

of 10% of the total and estimated from MC simulation. The transfer factor, 𝑁
top,MC
SR

𝑁
top,MC
CR

, is defined as the

ratio of events expected in the signal and control regions and also estimated from MC simulation. It
has an uncertainty of about 10%. Therefore, the transfer factor method is only employed in a few bins
at the high-mass tails (𝑚𝑒𝜇 ≳ 0.5 TeV) of the distributions where there are fewer than 100 events in the
two-𝑏-jet region, as its uncertainty is smaller than the uncertainty of the 𝑏-tag counting method in these
bins. The effect of experimental and theory uncertainties is reduced compared to a background estimate
purely based on simulation. The dominant uncertainties arise in the theoretical modelling of the top-quark
background.

The top-quark background estimate is validated in a top-enriched region that overlaps with the signal
regions, by requiring at least one jet and 𝑚ℓ 𝑗 < 140 GeV as well as Δ𝜙𝑒𝜇 < 𝜋/2 in addition to the normal
event selection. Here 𝑚ℓ 𝑗 is the invariant mass of the leading jet and the closest lepton. This region is
approximately 70% pure in top events and shows good agreement between the data and the combined
signal and background prediction, which uses the data-driven top-quark background estimate.

Figs. 3(a) and 3(b) show the distributions of the 𝑝
lead. lep.
T and the jet multiplicity, confirming the accurate

modelling of lepton and jet-related properties in events without 𝑏-jets.

5.2 Backgrounds with non-prompt or misidentified leptons

Reducible backgrounds from events with non-prompt or misidentified leptons are called fake-lepton
backgrounds or “fakes”. Fake leptons correspond to leptons from heavy-flavour hadron decays and jets
misidentified as electrons. Fake-lepton events stem mainly from 𝑊+jets production and contribute about
4% of the selected events.

Fake-lepton backgrounds are estimated using a data-driven technique. A control region is defined, where
one of the two lepton candidates fails the nominal selection, but instead fulfils a looser set of requirements,
designed to increase the contribution of fake leptons. The lepton failing the nominal selection is required
to fulfil a loose (instead of a tight) isolation requirement and either, in the case of an electron, the
medium (instead of tight) identification criteria or, in the case of a muon, an impact parameter significance
requirement of |𝑑0/𝜎𝑑0 | < 10 (instead of |𝑑0/𝜎𝑑0 | < 3).

The fake-lepton background in the signal region is, then, obtained by scaling the number of data events in
this control region by an extrapolation factor, after subtracting processes with two prompt leptons using
simulation. The extrapolation factor from the control to the signal region is determined in a data sample
that is dominated by fake leptons, and it depends on the 𝑝T, |𝜂 |, and flavour of the lepton. The data sample
is selected by requiring events with a dĳet-like configuration with one lepton candidate recoiling against a
jet, with |Δ𝜙ℓ 𝑗 | > 2.8. To suppress contamination from 𝑊+jets events in this sample, the sum of 𝐸miss

T and
the transverse mass of the lepton and 𝐸miss

T system is required to be smaller than 50 GeV. The extrapolation
factor is determined as the number of events with a lepton fulfilling the nominal selection requirements
divided by the number of events with a lepton fulfilling only the looser set of requirements. Systematic
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uncertainties in the composition of the different sources of fake leptons are estimated by varying the
selection of the data sample in which the extrapolation factors are determined. The variations include
selecting events with a 𝑏-jet recoiling against the lepton candidate, selecting only events without 𝑏-jet, as
well as changing the 𝐸miss

T requirements to increase the fake-lepton contributions.

Events with two prompt leptons (including electrons or muons from prompt tau decays) constitute about
75% of the event yield in the control region, as the looser event selection requirements are relatively similar
to the signal region requirements, to ensure fake leptons originate from similar sources in both regions.
Hence this prompt lepton yield needs to be determined exactly to facilitate a precise fake lepton estimate,
as detailed in the following. The probability of prompt leptons to fulfil the loose but not the tight set of
requirements is determined in control regions dominated by on-shell 𝑍 boson production. Same flavour
events are selected to derive corrections for prompt electrons and muons while different flavour events are
used to derive corrections for leptons from the decay of prompt taus. Correction factors depending on 𝑝T,
|𝜂 |, lepton flavour, and parton shower model are determined and used to correct the number of simulated
events with two prompt leptons in the control region. The dominant uncertainties of this procedure cover
the dependence of the correction factors on the hadronic activity in the event and on different periods of
data taking. Systematic uncertainties other than those associated with lepton identification are treated
as fully correlated with the signal region, which reduces the total uncertainty in the signal region as it
introduces an anti-correlation between prompt and fake-lepton backgrounds. The signal contamination in
the control region is subtracted using the 𝑊𝑊 simulation, corrected in each bin by the ratio of background
subtracted data and 𝑊𝑊 simulation in the signal region. The uncertainty on the correction factor is taken
to be 5%, which covers uncertainties in the signal subtraction in bins in which the fake-lepton background
constitutes a relevant contribution to the total event yield.

The total relative uncertainty in the fake-lepton background is about 25%.

In order to validate the estimate of the fake-lepton background, the opposite-charge requirement of the
signal region selection is inverted, and events with an electron–muon pair of the same charge are selected.
This selection increases the contribution of 𝑊+jets events to about 25% after suppressing prompt lepton
processes strongly, which are mostly charge asymmetric. The modelling of the fake-lepton background
can be validated despite the relatively low purity since the dominant diboson background in this region is
known with a precision of about 10%. Good agreement of the prediction with the data is observed, as is
shown for the 𝑝

sub-lead. lep.
T distribution in Figure 3(c) .

5.3 Drell–Yan background

The Drell–Yan 𝑍+jets background is estimated using MC simulation. The 𝑚𝑒𝜇 > 85 GeV requirement
strongly suppresses this background. The contribution of this background to the selected events in the
signal region is about 5%, almost entirely due to 𝑍/𝛾∗ → 𝜏+𝜏−+jets events.

The 𝑍+jets estimate is checked in a validation region requiring a dilepton invariant mass between 45 GeV
and 80 GeV and either 𝑝T,𝑒𝜇 < 30 GeV or 𝐸miss

T < 20 GeV, in addition to the 𝑏-jet veto. The 𝑍+jets purity
of this region is about 85% and good modelling of the data is observed. Figure 3(d) shows the distribution
of the dilepton invariant mass 𝑚𝑒𝜇 in the validation region, which features the resonant 𝑍 → 𝜏𝜏 distribution
over a rising background of top events.
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Table 3: Selected 𝑊𝑊 candidate events in data, together with the signal prediction and the background estimates.
The uncertainties include statistical and systematic contributions, excluding theory uncertainties on the signal. The
fractions in percent give the relative contribution to the total SM prediction. The individual uncertainties are
correlated, and do not add up in quadrature to the total uncertainty.

Category Event yield

Data 144221

Total SM 139700± 2400

𝑊𝑊 56900± 1100 41%
Total bkg. 82600± 2100 59%

Top 66500± 1900 48%
Drell-Yan 6500± 400 5%
Fakes 5000± 1300 4%
𝑊𝑍 ,𝑍𝑍 ,𝑉𝛾 4500± 600 3%

In addition to the theoretical uncertainty in the 𝑍+jets cross-section of 5% [86], uncertainties in the 𝑍+jets
background are estimated by varying the renormalization and factorization scales used in the matrix
element calculation by factors of two, avoiding variations in opposite directions.

5.4 Other backgrounds

Backgrounds from 𝑊𝑍 , 𝑍𝑍 , 𝑊𝛾 and 𝑍𝛾 production are estimated from simulation, and are found to
contribute about 4% of the total selected events. The dominant contribution are 𝑊𝑍 events, which are
observed to be well described by the nominal Sherpa simulation in Ref. [87]. Uncertainties due to missing
higher-order QCD corrections are derived by varying the factorization and renormalization scales used in
the matrix element calculations by factors of two, avoiding variations in opposite directions. Additionally,
the uncertainty in the diboson cross-section of 10% [88, 89] is included.

The 𝑉𝑍 (𝑊𝑍 and 𝑍𝑍) prediction is validated in events containing a third lepton having 𝑝T ≥ 10 GeV that
must satisfy loosened identification criteria. The invariant mass of the resulting same-flavour opposite-
charge pair of leptons is required to be between 80 GeV and 100 GeV, close to the 𝑍-boson mass while the
remaining selection criteria are identical to the signal region. These selections give a very pure sample of
diboson events, and the prediction is in good agreement with the data, as seen in Figure 4(a), where the
𝐸miss

T distribution in the 𝑉𝑍 validation region shows separation between 𝑍𝑍 and 𝑊𝑍 events.

𝑉𝛾 (𝑊𝛾 and 𝑍𝛾) events enter the signal region as backgrounds when the photon is reconstructed and
selected as an electron candidate. To validate estimates of these backgrounds, the electron identification
requirements are changed such that contributions from photon conversions increase. As the electron
candidates reconstructed from photon conversion are charge symmetric, both opposite-charge and same-
charge candidates are selected with respect to the selected muon. For the 𝑉𝛾 validation region the 𝑝T
distribution of the electron candidates is shown in Figure 4(b). It is dominated by electrons from photon
conversion. Excellent agreement with the observed data in the validation regions is found.
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Figure 3: Detector-level distributions of (a) 𝑝
lead. lep.
T and (b) the jet multiplicity in the top-enriched region, (c)

𝑝
sub-lead. lep.
T in the same-sign validation region (VR), and (d) 𝑚𝑒𝜇 in the Drell–Yan VR. The rightmost bin contains

overflow events. Data are shown as black markers, together with histograms for the predictions of signal and
background processes. The top-quark background in the top-enriched region is estimated using the data-driven
method explained in Section 5.1; in the other two regions its contribution is small and the nominal MC prediction
is used instead. The lower panels show the ratio of the data to the total prediction. The uncertainty bands shown
include statistical and systematic uncertainties. Theory uncertainties on the signal are negligible and not shown.
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Figure 4: Detector-level distributions of (a) 𝐸miss
T in the 𝑉𝑍 VR and (b) the electron candidate 𝑝T in the 𝑉𝛾 VR with

opposite-charge leptons. The rightmost bin contains overflow events. Data are shown as black markers, together
with histograms for the predictions of signal and background processes. The nominal MC prediction is used for
the top-quark background in both regions. The lower panels show the ratio of the data to the total prediction. The
uncertainty bands shown include statistical and systematic uncertainties. Theory uncertainties on the signal are
negligible and not shown.

5.5 Selected 𝑾𝑾 candidate events

Table 3 lists the number of selected 𝑊𝑊 candidate events, as well as the breakdown of the background
predictions. Details of the systematic uncertainties are given in Section 7. Figure 5 shows distributions at
detector level and compares the observed data with the signal prediction and the background estimate. A
small underprediction of the data at low invariant mass and low jet activity is observed. In these bins, 𝑊𝑊

production is expected to be the dominant contribution to the event yield.

6 Fiducial and differential cross-section determination

The 𝑊𝑊 cross-section is evaluated in the fiducial volume defined at particle level in Table 4. Exactly one
electron and one muon of opposite electric charge, which do not originate from 𝜏-lepton or hadron decays
(“prompt” leptons) are required. The momenta of photons emitted in a cone of size Δ𝑅 = 0.1 around
the lepton direction that do not originate from hadron decays are added to the lepton momentum to form
infrared-safe “dressed” leptons. Kinematic cuts on leptons reflect the analysis cuts and the invariant mass
of the two leptons, 𝑚𝑒𝜇, is required to be greater than 85 GeV. Events with additional prompt leptons
fulfilling a looser 𝑝T cut are vetoed. Stable final-state particles5, excluding prompt neutrinos as well as
prompt charged leptons and the associated photons, are clustered into particle-level jets using the anti-𝑘𝑡
algorithm with radius parameter 𝑅 = 0.4. The nominal definition of the fiducial phase space includes a

5 Particles are considered stable if their decay length 𝑐𝜏 is greater than 1 cm.
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Figure 5: Detector-level distributions of (a) 𝑝lead. lep.
T , (b) 𝑚𝑒𝜇, (c) 𝑆T, and (d) the jet multiplicity. Data are shown

as black markers together with histograms for the predictions of signal and background processes. The rightmost
bin contains overflow events. The lower panels show the ratio of the data to the total prediction. Top and fake
backgrounds are determined using data-driven methods. The uncertainty bands shown include statistical and
systematic uncertainties, excluding theory uncertainties on the signal, which largely cancel in the measurement of
𝑊𝑊 cross-sections.
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Table 4: Definition of the truth level objects and the fiducial phase space, with ℓ = 𝑒, 𝜇 referring to prompt leptons
and 𝑞ℓ referring to the lepton electric charge. Jets containing 𝑏-hadrons are labeled “𝑏-jet” while other jets are
labeled “jet”.

Object definition

𝑝ℓT > 27 GeV
|𝜂ℓ | < 2.5

𝑝
ℓ, loose
T > 10 GeV

|𝜂ℓ, loose | < 2.5

𝑝
𝑏−jet
T > 20 GeV

|𝑦𝑏−jet | < 2.5

𝑝
jet
T > 30 GeV

|𝑦jet | < 4.5

Fiducial selection requirements

𝑁𝑒 = 1
𝑁𝜇 = 1
𝑁ℓ, loose = 2
𝑞𝜇 × 𝑞𝑒 = −1
𝑚𝑒𝜇 > 85 GeV
𝑁b-jet = 0

veto on particle-level 𝑏-jets with 𝑝T > 20 GeV that are defined by ghost-association [90] of 𝑏-hadrons. The
missing transverse momentum is defined at particle level as the negative vectorial sum of the transverse
momenta of visible particles.

The integrated fiducial cross-section is determined using a profile likelihood fit of the 𝑆T distribution. A
model based on the sum of background estimates, which are determined using the data-driven methods
in the case of top-pair production and fake-lepton events presented in Sections 5.1 and 5.2, is fit to the
data, alongside the signal prediction which includes 𝑞𝑞 → 𝑊𝑊 and 𝑔𝑔 → 𝑊𝑊 production as well as
electroweak 𝑊𝑊 𝑗 𝑗 production. The number of events in each bin is modelled as the predicted number of
signal events scaled by a signal-strength modifier 𝜇, plus the number of background events. The prediction
of signal and background events is subject to uncertainties, which are parametrized by nuisance parameters.
The likelihood is modelled using RooFit [91] as a product of Poissonian distributions multiplied by Gaussian
constraints of nuisance parameters. The fiducial cross-section is obtained by multiplying the unconditional
maximum-likelihood estimate of 𝜇 with the particle level fiducial cross-section prediction of the signal
model. The fit of the 𝑆T distribution reduces uncertainties associated with the top-quark background, which
dominates at high 𝑆T and, to a lesser extent, of Drell–Yan and fake-lepton uncertainties, which are most
important at low 𝑆T. As the fit relies on the correct prediction of the signal shape from MC simulation it is
subject to signal modelling uncertainties and only valid for a SM-like 𝑊𝑊 signal.

The differential cross-sections are determined using an iterative Bayesian unfolding method [92, 93]. In
contrast to the integrated cross-section measurement, these results only weakly depend on the signal model,
which is only used to estimate detector resolution and efficiency, and remain approximately valid also in the
presence of physics beyond the SM. Background events are subtracted based on the estimates discussed in
Section 5. A fiducial correction is applied that takes into account events that are reconstructed in the signal
region, but originate from outside the fiducial region (about 13% of selected events, mostly events with
leptons from 𝜏 decays). The unfolding procedure corrects for migrations between bins in the distributions
during the reconstruction of the events. Finally, efficiency corrections take into account events inside the
fiducial region that are not reconstructed in the signal region due to detector inefficiencies (about 44% of
events). To reduce bias on the true distribution given by the chosen theory prediction, the method can be
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applied with multiple iterations, at the cost of an increased statistical uncertainty. Due to the good modelling
of the data by simulation and relatively small migration effects the method converges quickly and only two
iterations are required for most observables, except for the jet multiplicity distribution, which is subject to
larger modelling uncertainties and unfolded using three iterations. The bias from using the simulation
distributions as a prior in the unfolding is estimated by reweighting the simulation with a smooth function
such that it closely resembles the background-subtracted data. This reweighted detector-level prediction is
unfolded using the nominal unfolding set-up. The unfolding procedure is able to very accurately recover
the generator-level distribution, indicating a negligible bias in the unfolding procedure.

7 Uncertainties

Systematic uncertainties in the 𝑊𝑊 cross-section measurements arise from experimental sources, the
background determination, the procedures used to correct for detector effects, and theoretical uncertainties
in the signal modelling. Systematic uncertainties on the differential cross sections are evaluated by repeating
the unfolding procedure with simulations based on varied assumptions on signal, background, and detector
model. The resulting uncertainties are symmetrized and added in quadrature. In the likelihood that is used
to determine the integrated fiducial cross section, the same uncertainty sources are instead modelled by
nuisance parameters that are profiled in the fit.

The dominant experimental systematic uncertainties arise in the determination of the 𝑏-tagging efficiency
and mis-tag rates [83], the correction of the jet energy scale and resolution [81], and the luminosity
measurement [16]. Experimental uncertainties also encompass uncertainties in the calibration of lepton
trigger [72, 73], reconstruction, identification and isolation efficiencies [75, 76], the calibration of the
lepton momentum or energy scale and resolution [75, 94], and the modelling of pile-up. All experimental
uncertainties are evaluated by varying the respective calibrations, and propagating their effects through the
analysis, affecting both the background estimates and the unfolding of detector effects. Both the effect of
the total rate and the effect on the shape of distributions are taken into account for all sources of systematic
uncertainties.

The estimate of the top-quark background is affected by the statistical uncertainty of the number of events
in the control region, and by uncertainties in the modelling of 𝑡𝑡 and single-top 𝑊𝑡 events, such as the
uncertainty in the matrix element calculation, the parton shower modelling, the QCD scale choices, the
initial- and final-state radiation and the interference between 𝑡𝑡 and single-top 𝑊𝑡 events [95]. These are
evaluated by using the alternative simulations described in Section 3 and propagating the results through
the top-quark background estimate.

Systematic uncertainties in the estimate of fake leptons are derived by changing the selection used to
estimate the extrapolation weights, in order to change the composition of the sources of fake leptons.
Additionally, the subtraction of the prompt-lepton sources in the control region is varied, and the statistical
uncertainties of the weights are propagated. More details on the uncertainties affecting the fake-lepton
estimate can be found in Section 5.

The uncertainty in additional backgrounds is estimated by varying each of their cross-sections within their
respective uncertainties and by using scale variations to account for missing higher-order QCD corrections
and the parton shower model. The impact of these uncertainties on the cross-section measurements is small
compared to the uncertainties associated with the fake lepton and top-quark background.
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Table 5: Impacts of uncertainties on the integrated fiducial cross-section measurement with the profile likelihood fit.
They are evaluated by varying each nuisance parameter individually within its post-fit uncertainty and quadratically
adding the impacts for each uncertainty group. “Top modelling” and “Signal modelling” are uncertainties in the
theoretical modelling of the respective processes, “Fake lepton background” is the uncertainty in the fake-lepton
estimate while “Other background” is the uncertainty due to minor prompt-lepton backgrounds, “Flavour tagging” is
all uncertainties in flavour tagging efficiency and mis-tag rate, “Jet calibration” uncertainties encompass jet energy
scale and resolution uncertainties, and “Luminosity” is the uncertainty in the luminosity measurement. All systematic
uncertainties belonging to none of the above categories are included in “Other systematic uncertainties”. Statistical
uncertainties arise in both the signal region and control region used for the data-driven top and fake-lepton estimates
and also from backgrounds that are estimated using MC simulations.

Uncertainty source Effect

Total uncertainty 3.1%
Stat. uncertainty 1.1%

Top modelling 1.6%
Fake lepton background 1.5%
Flavour tagging 0.7%
Other background 0.9%
Signal modelling 1.0%
Jet calibration 0.6%
Luminosity 0.8%
Other systematic uncertainties 0.9%

The uncertainty due to missing higher-order QCD corrections in the signal simulation is evaluated by
varying the renormalization and factorization scales up and down by factors of two, avoiding opposite
variations. The scale variation is performed in both matrix element and parton shower. Additional
uncertainties on the parton shower are evaluated by varying the parameters of the A14 tune within their
uncertainties, with the largest uncertainty resulting from the variation VAR3c [46], affecting the modelling
of initial state radiation. An uncertainty on the modelling of heavy flavour jets is introduced by varying the
fraction of events containing at least one jet originating from a 𝑏-quark or a 𝑐-quark by 30%, which covers
the difference between predictions from Pythia8.230 and Sherpa2.2.2.

Statistical uncertainties in the unfolded distributions are evaluated by creating pseudo data samples that
are obtained by varying the data within their Poisson uncertainties in each bin and then propagating these
varied samples through the unfolding. The statistical uncertainties of the background estimates, which
include statistical uncertainties in MC predictions and due to the control regions used in estimating the top
and fake-lepton backgrounds, are evaluated using the same method.

Table 5 gives a breakdown of the uncertainties in the fiducial cross-section measured in the profile likelihood
fit. Figures 6(a) and 6(b) display the uncertainties as a function of the unfolded 𝑚𝑒𝜇 and 𝑆T distributions,
respectively.

8 Theoretical Predictions

Fiducial differential cross-section measurements are compared to three types of predictions.
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Figure 6: Uncertainties on the unfolded (a) 𝑚𝑒𝜇 and (b) 𝑆T distributions. “Jet calibration” uncertainties encompass
jet energy scale and resolution uncertainties, “Top modelling” are uncertainties in the theoretical modelling of the
top-quark background, and “Fake Lepton Estimate” is the uncertainty in the estimate of the fake-lepton background.
All systematic uncertainties related to minor prompt-lepton backgrounds, flavour tagging efficiencies and mis-tag rates,
the luminosity, lepton calibration, pile-up reweighting, and signal modelling, are included in “Other systematics”.
“Statistical Uncertainty” combines statistical uncertainties that arise in both the signal region and control regions used
for the data-driven top and fake-lepton estimates and also from backgrounds that are estimated using MC simulations.

The first is a fixed-order prediction calculated using MATRIX 2.0.1 [40, 41, 71, 96–105], which includes the
NNLO QCD correction to 𝑞𝑞 → 𝑊𝑊 production, and the NLO QCD correction to 𝑔𝑔 → 𝑊𝑊 production.
The latter correction constitutes part of the N3LO correction to𝑊𝑊 production and the combined prediction
is thus labeled nNNLO. The prediction also includes photon-induced contribution and NLO electroweak
corrections using OpenLoops. The electroweak correction is combined, by default, multiplicatively with
the QCD correction to 𝑞𝑞 → 𝑊𝑊 , with the exception of the photon-induced contributions, which is
independently added to the cross-section prediction. In the tails of the 𝑝T,𝑒𝜇, 𝐸miss

T , and jet multiplicity
distributions the multiplicative application of the NLO EW correction is not appropriate, as the correction
primarily accounts for 𝑊𝑊 events with hard photon radiation. Hence the additive combination scheme is
used for these observables. The NNPDF3.1nnlo [106] set of PDFs was used, with a prediction of the
photon PDF with the luxQED method [107]. The factorization and renormalization scales were set to half
the sum of 𝑊 boson transverse masses [108]. Theoretical uncertainties due to missing higher-order QCD
corrections are evaluated using 7-point variations of the factorization and renormalization scales by a factor
of 2.

The second prediction is derived from the MiNNLO+Pythia8 𝑞𝑞 → 𝑊𝑊 sample in combination with
the Sherpa 2.2.2 [32, 33] 𝑔𝑔 → 𝑊𝑊 sample. These samples are also used to estimate efficiencies as
well as resolution, to model the 𝑊𝑊 signal in the maximum likelihood fit, and were already introduced
in Section 3. The NNPDF3.0nnlo [30] set of PDFs was used in the generation of these samples while
NNPDF3.1nnlo was used for the MATRIX prediction introduced above. Compared to the results from
MATRIX, this prediction lacks photon-induced contributions as well as NLO electroweak corrections
beyond the effects of photon radiation included in the Pythia parton shower and NLO corrections to the
gluon-initiated sub-process. On the other hand, the inclusion of the parton shower effects improves the
modelling of jets and distributions correlated to the transverse momentum of the 𝑊𝑊 system.

The third prediction was generated using Sherpa 2.2.12 [32]. The prediction is of NLO accuracy in QCD
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Table 6: Comparison of theoretical predictions for fiducial cross-sections of various sub-processes contributing
to 𝑊𝑊 production, with the corresponding scale uncertainties. The initial state label, for example in 𝑞𝑞 → 𝑊𝑊 ,
corresponds to the initial state at leading order. Other partons contribute to each sub-process at higher orders in
perturbation theory. The names of the NNPDF3.0nnlo and NNPDF3.1nnlo luxQED PDF sets are shortened in the
table.

Process Code PDF Perturbative order Fid. cross-section

𝑞𝑞 → 𝑊𝑊 MATRIX2.0.1 NNPDF3.1 NNLO QCD 674 fb ±1.8 %
𝑞𝑞 → 𝑊𝑊 MiNNLO + Pythia8 NNPDF3.0 NNLO QCD + PS 624 fb ±1.1 %
𝑞𝑞 → 𝑊𝑊 Sherpa2.2.12 NNPDF3.0 NLO QCD + PS † 630 fb ±7.2 %

𝑔𝑔 → 𝑊𝑊 MATRIX2.0.1 NNPDF3.1 NLO QCD 32 fb ±13 %
𝑔𝑔 → 𝑊𝑊 Sherpa2.2.2 NNPDF3.0 LO QCD + PS † 15 fb ±30 %

𝛾𝛾 → 𝑊𝑊 MATRIX 2.0.1 NNPDF3.1 LO 5 fb ±2.3 %
𝛾𝛾 → 𝑊𝑊 MATRIX 2.0.1 NNPDF3.1 NLO EW 11 fb ±2.3 %

𝑞𝑞 → 𝑊𝑊 𝑗 𝑗 (EW) Sherpa2.2.12 NNPDF3.0 LO + PS 4 fb ±7.0 %

For calculation of NLO EW correction:
𝑞𝑞 → 𝑊𝑊 MATRIX2.0.1 NNPDF3.1 LO 436 fb ±5.1 %
𝑞𝑞 → 𝑊𝑊 MATRIX2.0.1 NNPDF3.1 NLO EW 418 fb ±5.1 %
†: Includes matrix elements with additional parton emissions, matched and merged with the parton shower, which increases
the accuracy of the simulation of high jet multiplicity events but also increases the nominal scale uncertainty.

for up to one additional parton, and leading-order accuracy for two to three additional parton emissions for
𝑞𝑞 initial states. The matrix element calculations were matched and merged with the Sherpa parton shower
based on Catani–Seymour dipole factorization [34, 35] using the MEPS@NLO prescription [36–39]. The
virtual QCD corrections were provided by the OpenLoops library [40, 41, 102]. The NNPDF3.0nnlo set
of PDFs was used [30], along with the dedicated set of tuned parton-shower parameters developed by the
Sherpa authors. This generator combination lacks the full NNLO QCD corrections but does include an
extra parton emission at LO, which does improve the modelling of high-multiplicity events.

The last two predictions are augmented by a simulation of electroweak production of a diboson pair in
association with two jets (𝑉𝑉 𝑗 𝑗), which was generated with the Sherpa 2.2.12 [32] generator. Inclusively
the contribution of this sub-process is negligible but 𝑊𝑊 𝑗 𝑗 production with vector boson scattering
kinematics constitutes a correction of several percent in bins dominated by events with at least two jets.

A comparison of fiducial cross-section predictions is given in Table 6. The Powheg MiNNLO prediction
for 𝑞𝑞 → 𝑊𝑊 , using NNPDF3.0nnlo, is 7% smaller than the fixed-order NNLO prediction using
NNPDF3.1nnlo. The different PDF choice results in a 4% change in cross-section while parton shower
effects, in particular final state photon radiation, reduce the lepton momenta and thus the signal acceptance
by 3%. Sherpa2.2.12 predicts a fiducial cross-section that is similar to the one from Powheg MiNNLO,
albeit with a larger scale uncertainty. The Sherpa2.2.2 𝑔𝑔 → 𝑊𝑊 prediction at LO is significantly smaller
than the MATRIX NLO QCD prediction. A 𝑘-factor of 1.7, calculated as the ratio of NLO and Sherpa
cross-section in the total phase space is applied to the 𝑔𝑔 → 𝑊𝑊 sample and only partially compensates
for the difference due to different predictions of the acceptance by both models. The NLO electroweak
correction to 𝑞𝑞 → 𝑊𝑊 , given by the ratio of NLO EW to the LO prediction, decreases the 𝑞𝑞 → 𝑊𝑊

cross-section by 4% while doubling the photon-induced contribution.
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Figure 7: (a) Pre-fit and (b) post-fit model for the profile likelihood fit in the 𝑆T distribution. Data are shown as black
markers together with the predictions for the signal and background production processes. The rightmost bin contains
overflow events. The lower panels show the ratio of the data to the total prediction. Top and fake backgrounds are
determined using data-driven methods. The uncertainty bands shown include statistical and systematic uncertainties.
Theory uncertainties on the shape and efficiency of the signal are included.

9 Results

The measured fiducial cross-section for 𝑊𝑊 production, with 𝑊𝑊 → 𝑒±𝜈𝜇∓𝜈, at
√
𝑠 = 13 TeV, for the

fiducial volume defined in Table 4 is determined from the profile likelihood fit to be

𝜎fid = 707 ± 7 (stat.) ± 20 (syst.) fb,

with a total uncertainty of 3.1%. Figures 7(a) and 7(b) present the pre-fit and post-fit distributions of 𝑆T,
respectively. In the fit, nuisance parameters remain very close to their initial values and the background
normalizations are changed by less than 2% with respect to their estimates based on control regions and
theoretical calculations. No individual nuisance parameter is constrained to more than 80% of its pre-fit
uncertainty. However, uncertainties in post-fit yields and thus the uncertainty bands in Figure 7(b) are
strongly reduced because nuisance parameter uncertainties are correlated post-fit such that variations that
are incompatible with the observed yields are constrained.

In Figure 8 the result is compared to the nominal MiNNLO model used in the analysis, the Sherpa
prediction introduced in Section 8, and the nNNLO QCD predictions of MATRIX 2.0.1 as well as the same
nNNLO predictions combined with NLO electroweak corrections. While the measured cross-section is
about two standard deviations larger than the cross-section predicted by MiNNLO, it agrees well with the
MATRIX predictions. The main reasons for the larger cross-section predicted by MATRIX are the updated
NNPDF PDF version, which increases the cross-section by 28 fb, and a 11 fb increase of the cross-section
due to photon-induced contributions, as detailed in Section 8.
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Figure 8: Measured fiducial cross-sections, compared to theoretical predictions from Powheg MiNNLO, Sherpa2.2.12,
and MATRIX 2.0.1. The nNNLO prediction includes photon-induced contributions and NLO QCD corrections to the
gluon-induced initial state. The Powheg MiNNLO and Sherpa2.2.12 predictions are combined with Sherpa2.2.2
and Sherpa2.2.12 to model gluon-induced 𝑊𝑊 production and the electroweak production of 𝑊𝑊 𝑗 𝑗 , respectively.
An inclusive NLO 𝑘-factor of 1.7 is applied to the Sherpa2.2.2 prediction. Inner (outer) error bars on theory
prediction correspond to PDF (the combination of scale and PDF) uncertainties.

The measurement is extrapolated to the full phase space of 𝑊𝑊 production based on the acceptance
of 23.7% ± 0.3% for 𝑊+𝑊− → 𝑒±𝜈𝜇∓𝜈 events, calculated at nNNLO with MATRIX, including NLO
electroweak corrections and by accounting for a leptonic 𝑊 branching ratio of 10.86%. The uncertainty
on the acceptance is 1.1%, estimated by varying the renormalization and factorization scales by factors
of two, avoiding variations in opposite directions, by evaluating the PDF uncertainty, and by comparing
the multiplicative with the additive scheme for electroweak corrections, with the last being the dominant
uncertainty. After this extrapolation, the measured total production cross-section of 𝑊-boson pairs is found
to be

𝜎total = 127 ± 1 (stat.) ± 4 (syst.) pb.

In Figure 9 the total cross-section is compared to measurements of ATLAS [10] and CMS [9] that are based
on datasets of 36 fb−1. The improved precision of this measurement with respect to its predecessor [8] is due
to more precise data-driven top quark and fake lepton estimates, the improved luminosity determination [16],
and the measurement in a jet-inclusive phase space, which reduces jet-related uncertainties as well as
theoretical uncertainties on the extrapolation to the full phase space.

Differential fiducial cross-sections are presented in Figure 10 and 11. Excellent agreement with the
fixed-order MATRIX prediction is observed. Electroweak corrections, applied with the multiplicative
combination scheme, improve the modelling of high-mass events for some distributions (e.g. 𝑚𝑒𝜇) but
over-correct for other distributions (e.g. 𝑝lead. lep.

T ). The over-correction is expected as the multiplicative
combination scheme does not always yield an appropriate estimate of mixed QCD-EW effects, in particular
in regions of phase space that are dominated by events with hard QCD radiation, as is the case for high
𝑝

lead. lep.
T [108]. The parton-shower matched predictions based on the MiNNLO and Sherpa 2.2.12 samples
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Figure 9: Measured total 𝑊𝑊 cross-sections, compared to a theoretical prediction from MATRIX+OpenLoops [108]
and previous measurements of ATLAS [8] and CMS [9]. The theoretical prediction uses the NNPDF3.1nnlo
luxQED set of parton distribution functions, is of NNLO accuracy in QCD for 𝑞𝑞 → 𝑊𝑊 production and includes
NLO QCD corrections to 𝑔𝑔 → 𝑊𝑊 production, which constitute part of the N3LO correction. It includes
photon-induced contributions and is combined multiplicatively with NLO EW corrections to 𝑞𝑞 → 𝑊𝑊 . Inner
(outer) error bars on experimental measurements correspond to statistical (total) uncertainty. The inner (outer) error
band includes PDF uncertainties (PDF and scale uncertainties added in quadrature).

model the data well except for an under-prediction of the cross-section most regions of phase space, which
can largely be explained by the different PDF choice. The parton shower improves the modelling at low
diboson transverse momentum, as can be seen in the 𝑝T,𝑒𝜇 distribution, and allows for the simulation of
events with more than two jets.
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Figure 10: Fiducial differential cross-sections as a function of (a) 𝑝lead. lep.
T , (b) 𝑝sub-lead. lep.

T , (c) 𝑝T,𝑒𝜇, and (d) 𝑦𝑒𝜇. The
measured cross-section values are shown as points with error bars giving the statistical uncertainty and solid bands
indicating the size of the total uncertainty. For distributions in which the rightmost bin is inclusive, the right-hand-side
axis indicates the integrated cross-section of the rightmost bin. The results are compared to fixed-order nNNLO QCD
+ NLO EW predictions of MATRIX 2.0.1, with the NNLO + PS predictions from Powheg MiNNLO + Pythia8, and
Sherpa2.2.12 NLO + PS predictions. The last two predictions are combined with Sherpa2.2.2 for the 𝑔𝑔 initial state
and Sherpa2.2.12 for electroweak 𝑊𝑊 𝑗 𝑗 production. These contributions are modelled at LO but a NLO QCD
𝑘-factor of 1.7 is applied for gluon induced production. Theoretical predictions are indicated as markers with vertical
lines denoting PDF, scale and parton shower uncertainties. Markers are staggered for better visibility.
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Figure 11: Fiducial differential cross-sections as a function of (a) 𝑚𝑒𝜇, (b) |Δ𝜙𝑒𝜇 |, (c) cos 𝜃∗, and (d) 𝐸miss
T . The

measured cross-section values are shown as points with error bars giving the statistical uncertainty and solid bands
indicating the size of the total uncertainty. For distributions in which the rightmost bin is inclusive, the right-hand-side
axis indicates the integrated cross-section of the rightmost bin. The results are compared to fixed-order nNNLO QCD
+ NLO EW predictions of MATRIX 2.0.1, with the NNLO + PS predictions from Powheg MiNNLO + Pythia8, and
Sherpa2.2.12 NLO + PS predictions. The last two predictions are combined with Sherpa2.2.2 for the 𝑔𝑔 initial state
and Sherpa2.2.12 for electroweak 𝑊𝑊 𝑗 𝑗 production. These contributions are modelled at LO but a NLO QCD
𝑘-factor of 1.7 is applied for gluon induced production. Theoretical predictions are indicated as markers with vertical
lines denoting PDF, scale and parton shower uncertainties. Markers are staggered for better visibility.
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Figure 12: Fiducial differential cross-sections as a function of (a) 𝐻lep.+MET
T , (b) 𝑚T,𝑒𝜇, (c) the jet multiplicity of

the event, and (d) 𝑆T. The measured cross-section values are shown as points with error bars giving the statistical
uncertainty and solid bands indicating the size of the total uncertainty. For distributions in which the rightmost
bin is inclusive, the right-hand-side axis indicates the integrated cross-section of the rightmost bin. The results are
compared to fixed-order nNNLO QCD + NLO EW predictions of MATRIX 2.0.1, with the NNLO + PS predictions
from Powheg MiNNLO + Pythia8, and Sherpa2.2.12 NLO + PS predictions. The last two predictions are combined
with Sherpa2.2.2 for the 𝑔𝑔 initial state and Sherpa2.2.12 for electroweak 𝑊𝑊 𝑗 𝑗 production. These contributions
are modelled at LO but a NLO QCD 𝑘-factor of 1.7 is applied for gluon induced production. Theoretical predictions
are indicated as markers with vertical lines denoting PDF, scale and parton shower uncertainties. Markers are
staggered for better visibility.

26



10 Conclusion

The measurement of 𝑊-boson pairs at hadron colliders is an important test of the Standard Model. It is
sensitive to the self-couplings of vector bosons and provides a test of the electroweak theory as well as
perturbative quantum chromodynamics.

A dataset corresponding to an integrated luminosity of 140 fb−1, recorded between 2015 and 2018 by
the ATLAS detector at the Large Hadron Collider in 𝑝𝑝 collisions at

√
𝑠 = 13 TeV is analyzed. Fiducial

differential and integrated cross sections of 𝑊-boson pairs decaying into one electron and one muon
of opposite electric charge are measured. A jet-inclusive event selection allows for the comparison to
precise theoretical cross-section calculations while an improved data-driven estimates of the top-quark
and fake lepton background reduce the uncertainty in the fiducial cross-section to 3.1% The measurement
is extrapolated to the full phase space, resulting in a total 𝑊𝑊 cross-section of 127 ± 4 pb. Differential
cross-sections are measured as a function of twelve observables.

The measurements are compared to state-of-the art theoretical predictions. A fixed-order prediction
at nNNLO QCD [97] using NNPDF3.1nnlo luxQED [106, 107] is in excellent agreement with the
measured total cross-section and a gives a good description of differential cross-sections. The multiplicative
combination with EW corrections improves the description of some observables while it does not represent
an adequate description in other cases, as the combination cannot take into account non-factorizing
EW-QCD effects [108]. Parton-shower matched predictions generated with Powheg MiNNLO [28] +
Pythia8 [31] and Sherpa 2.2.12 [32] better describe bins dominated by events small 𝑊𝑊 𝑝T or high jet
activity. Considering experimental and theoretical uncertainties, excellent agreement of the measurements
with predictions is observed.
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Figure 13: Comparison of data and simulation in bins of 𝑚𝑒𝜇 in the 𝑡𝑡 control regions with (a) 1 𝑏-jet and (b) 2 𝑏-jets.
Data are shown as black markers, together with histograms for the predictions of signal and background processes.
The rightmost bin contains overflow events. The lower panels show the ratio of the data to the total prediction. The
uncertainty bands shown include statistical and systematic uncertainties.
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Figure 14: (a) 𝑝
sub-lead. lep.
T , (b) 𝑝T,𝑒𝜇 (c) 𝑦𝑒𝜇, (d) |Δ𝜙𝑒𝜇 |, (e) | cos 𝜃∗ |, (f) 𝐸miss

T , (g) 𝐻
lep.+MET
T and (h) 𝑚T,𝑒𝜇

distributions at detector level, for the signal region event selection. Data are shown as black markers together with
histograms for the predictions of signal and background processes. The rightmost bin contains overflow events.
The lower panels show the ratio of the data to the total prediction. Top and fake backgrounds are determined using
data-driven methods. The uncertainty bands shown include statistical and systematic uncertainties, excluding theory
uncertainties on the signal, which largely cancel in the measurement of 𝑊𝑊 cross-sections.

36



500 550 600 650 700
Integrated fiducial cross-section [fb]

This measurement
 20 (syst) fb± 7 (stat) ±707 

MATRIX 2.0 nNNLO, NNPDF3.1
 16 (scale) fb± 7 (PDF) ±711 

 NLO EW, NNPDF3.1⊗MATRIX 2.0 nNNLO 
 15 (scale) fb± 7 (PDF) ±688 

 PreliminaryATLAS
-1 = 13 TeV, 140 fbs

ν

±

µν± e→pp 

Data
Statistical Uncertainty
Total Uncertainty
Predictions

Figure 15: Measured fiducial fiducial cross-sections, compared to a theoretical predictions from MA-
TRIX+OpenLoops [108]. The theoretical predictions use the NNPDF3.1nnlo luxQED set of parton distribution
functions, are of NNLO accuracy in QCD for 𝑞𝑞 → 𝑊𝑊 production and include NLO QCD corrections to 𝑔𝑔 → 𝑊𝑊

production, which constitute part of the N3LO correction, as well as photon induced contributions. One prediction
is combined multiplicatively with NLO EW corrections to 𝑞𝑞 → 𝑊𝑊 . The inner (outer) error bars on the theory
prediction includes PDF uncertainties (PDF and scale uncertainties added in quadrature).
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