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Abstract

The mass of the top quark is measured in 36.3 fb−1 of LHC proton-proton collision
data collected with the CMS detector at

√
s = 13 TeV. The measurement uses a sample

of top quark pair candidate events containing one isolated electron or muon and at
least four jets in the final state. For each event, the mass is reconstructed from a
kinematic fit of the decay products to a top quark pair hypothesis. A profile likelihood
method is applied using up to five observables to extract the top quark mass. The top
quark mass is measured to be 171.77± 0.37 GeV. This approach significantly improves
the precision over previous measurements.
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1 Introduction
The top quark [1, 2] is the most massive fundamental particle and its mass, mt , is an important
free parameter of the standard model (SM) of particle physics. Because of its large Yukawa
coupling, the top quark dominates the higher-order corrections to the Higgs boson mass and
a precise determination of mt sets strong constraints on the stability of the electroweak vac-
uum [3, 4]. In addition, precise measurements of mt can be used to test the internal consistency
of the SM [5–7].

At the CERN LHC, top quarks are produced predominantly in quark-antiquark pairs (tt) which
decay almost exclusively into a bottom (b) quark and a W boson. Each tt event can be classified
by the subsequent decay of the W bosons. For this paper, the lepton+jets channel is analyzed,
where one W boson decays hadronically, and the other leptonically. Hence, the minimal fi-
nal state consists of a muon or electron, at least four jets, and one undetected neutrino. This
includes events where a muon or electron from a tau lepton decay passes the selection criteria.

The mass of the top quark has been measured with increasing precision using the reconstructed
invariant mass of different combinations of its decay products [8]. The measurements by the
Tevatron collaborations led to a combined value of mt = 174.30 ± 0.65 GeV [9], while the
ATLAS and CMS Collaborations measured mt = 172.69 ± 0.48 GeV [10] and mt = 172.44 ±
0.48 GeV [11], respectively, from the combination of their most precise results at

√
s = 7 and

8 TeV (Run 1). The LHC measurements achieved a relative precision on mt of 0.28%. These anal-
yses extract mt by comparing data directly to Monte Carlo simulations for different values of
mt . An overview of the discussion of this mass definition and its relationship to a theoretically
well-defined parameter is presented in Ref. [12].

In the lepton+jets channel, mt was measured by the CMS Collaboration with proton-proton
(pp) collision data at

√
s = 13 TeV. The result of mt = 172.25± 0.63 GeV [13] was extracted

using the ideogram method [14, 15], which had previously been employed in Run 1 [11]. In
contrast to the Run 1 analysis, in the analysis of

√
s = 13 TeV data, the renormalization and

factorization scales in the matrix-element (ME) calculation and the scales in the initial- and
final-state parton showers (PS) were varied separately, in order to evaluate the corresponding
systematic uncertainties. In addition, the impacts of extended models of color reconnection
(CR) were evaluated. These models were not available for the Run 1 measurements and their
inclusion resulted in an increase in the systematic uncertainty [13].

In this paper, we use a new mass extraction method on the same data, corresponding to
36.3 fb−1, that were used in Ref. [13]. In addition to developments in the mass extraction
technique, the reconstruction and calibration of the analyzed data have been improved, and
updated simulations are used. For example, the underlying event tune CP5 [16] and the jet
flavor tagger DEEPJET [17] were not available in the former analysis on the data. The new
analysis employs a kinematic fit of the decay products to a tt hypothesis. For each event, the
best matching assignment of the jets to the decay products is used. A profile likelihood fit is
performed using up to five different observables, which are used to constrain the main sources
of systematic uncertainty. The model for the likelihood incorporates the effects of variations
of these sources, represented by nuisance parameters based on simulation, as well as the finite
size of the simulated samples. This reduces the influence of systematic uncertainties in the
measurement. Tabulated results are provided in the HEPData record for this analysis [18].
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2 The CMS detector and event reconstruction
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, which provides a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and
strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scin-
tillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. For-
ward calorimeters extend the pseudorapidity (η) coverage provided by the barrel and endcap
detectors. Muons are measured in gas-ionization detectors embedded in the steel flux-return
yoke outside the solenoid. A more detailed description of the CMS detector, together with a
definition of the coordinate system used and the relevant kinematic variables, can be found in
Ref. [19].

The primary vertex is taken to be the vertex corresponding to the hardest scattering in the
event, evaluated using tracking information alone, as described in Section 9.4.1 of Ref. [20].
The particle-flow (PF) algorithm [21] aims to reconstruct and identify each individual particle
in an event, with an optimized combination of information from the various elements of the
CMS detector. The energy of photons is obtained from the ECAL measurement. The energy
of electrons is determined from a combination of the electron momentum at the primary in-
teraction vertex as determined by the tracker, the energy of the corresponding ECAL cluster,
and the energy sum of all bremsstrahlung photons spatially compatible with originating from
the electron track. The energy of muons is obtained from the curvature of the corresponding
track. The energy of charged hadrons is determined from a combination of their momentum
measured in the tracker and the matching ECAL and HCAL energy deposits, corrected for
the response function of the calorimeters to hadronic showers. Finally, the energy of neutral
hadrons is obtained from the corresponding corrected ECAL and HCAL energy deposits.

Jets are clustered from PF candidates using the anti-kT algorithm with a distance parameter of
0.4 [22, 23]. The jet momentum is determined as the vectorial sum of all particle momenta in
the jet, and is found from simulation to be, on average, within 5 to 10% of the true momen-
tum over the whole transverse momentum (pT) spectrum and detector acceptance. Additional
pp interactions within the same or nearby bunch crossings (pileup) can contribute additional
tracks and calorimetric energy depositions, increasing the apparent jet momentum. To miti-
gate this effect, tracks identified as originating from pileup vertices are discarded and an offset
correction is applied to correct for remaining contributions. Jet energy corrections are derived
from simulation studies so that the average measured energy of jets becomes identical to that of
particle level jets. In situ measurements of the momentum balance in dijet, photon+jet, Z+jet,
and multijet events are used to determine any residual differences between the jet energy scale
in data and in simulation, and appropriate corrections are made [24]. Additional selection cri-
teria are applied to each jet to remove jets potentially dominated by instrumental effects or
reconstruction failures. The jet energy resolution amounts typically to 15–20% at 30 GeV, 10%
at 100 GeV, and 5% at 1 TeV [24]. Jets originating from b quarks are identified using the DEEP-
JET algorithm [17, 25, 26]. This has an efficiency of approximately 78%, at a misidentification
probability for light-quark and gluon jets of 1% [17, 26].

The missing transverse momentum vector, ~pmiss
T , is computed as the negative vector sum of

the transverse momenta of all the PF candidates in an event, and its magnitude is denoted as
pmiss

T [27]. The ~pmiss
T is modified to account for corrections to the energy scale of the recon-

structed jets in the event.

The momentum resolution for electrons with pT ≈ 45 GeV from Z → ee decays ranges from
1.6 to 5.0%. It is generally better in the barrel region than in the endcaps, and also depends on
the bremsstrahlung energy emitted by the electron as it traverses the material in front of the
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ECAL [28, 29].

Muons are measured in the pseudorapidity range |η| < 2.4, with detection planes made using
three technologies: drift tubes, cathode strip chambers, and resistive plate chambers. Matching
muons to tracks measured in the silicon tracker results in a relative transverse momentum
resolution, for muons with pT up to 100 GeV, of 1% in the barrel and 3% in the endcaps. The pT
resolution in the barrel is better than 7% for muons with pT up to 1 TeV [30].

3 Data samples and event selection
The analyzed data sample has been collected with the CMS detector in 2016 at a center-of-mass
energy

√
s = 13 TeV. It corresponds to an integrated luminosity of 36.3 fb−1 [31]. Events are

required to pass a single-electron trigger with a pT threshold for isolated electrons of 27 GeV or
a single-muon trigger with a minimum threshold on the pT of an isolated muon of 24 GeV [32].

Simulated tt signal events are generated with the POWHEG v2 ME generator [33–35],
PYTHIA8.219 PS [36], and use the CP5 underlying event tune [16] with top quark mass val-
ues, mgen

t , of 169.5, 172.5, and 175.5 GeV. To model parton distribution functions (PDFs), the
NNPDF3.1 next-to-next-to-leading order (NNLO) set [37, 38] is used with the strong coupling
constant set to αS = 0.118. The various background samples are simulated with the same
ME generators and matching techniques [39–43] as in Ref. [13]. The background processes are
W/Z+jets, single-top, diboson, and events composed uniquely of jets produced through the
strong interaction, referred to as quantum chromodynamics (QCD) multijet events. The PS
simulation and hadronization is performed with PYTHIA8, using the CUETP8M1 tune [44].

All of the simulated samples are processed through a full simulation of the CMS detector based
on GEANT4 [45] and are normalized to their predicted cross section described in Refs. [46–
49]. The effects of pileup are included in the simulation and the events are weighted to match
their distribution observed in the data. The jet energy response and resolution in simulated
events are corrected to match the data [24]. In addition, the b-jet identification (b tagging)
efficiency and misidentification rate [25], and the lepton trigger and reconstruction efficiencies
are corrected in simulation [28, 30].

Events are selected with exactly one isolated electron (muon) with pT > 29 (26) GeV and |η| <
2.4 that is separated from PF jet candidates with ∆R =

√
(∆η)2 + (∆φ)2 > 0.3 (0.4), where

∆η and ∆φ are the differences in pseudorapidity and azimuth (in radians) between the jet and
lepton candidate. The four leading jet candidates in each event are required to have pT >
30 GeV and |η| < 2.4. Only these four jets are used in further reconstruction. Exactly two
b-tagged jets are required among the four selected jets, yielding 287 842 (451 618) candidate
events in the electron+jets (muon+jets) decay channel.

To check the compatibility of an event with the tt hypothesis, and to improve the resolution
of the reconstructed quantities, a kinematic fit [50] is performed. For each event, the inputs
to the algorithm are the four-momenta of the lepton and of the four leading jets, ~pmiss

T , and
the resolutions of these variables. The fit constrains these quantities to the hypothesis that
two heavy particles of equal mass are produced, each one decaying to a b quark and a W
boson, with the invariant mass of the latter constrained to 80.4 GeV. The kinematic fit then
minimizes χ2 ≡ (x − xm)TG(x − xm) where xm and x are the vectors of the measured and
fitted momenta, respectively, and G is the inverse covariance matrix, which is constructed from
the uncertainties in the measured momenta. The two b-tagged jets are candidates for the b
quarks in the tt hypothesis, while the two jets that are not b tagged serve as candidates for the
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light quarks from the hadronically decaying W boson. This leads to two possible parton-jet
assignments with two solutions for the longitudinal component of the neutrino momentum
and four different permutations per event. For simulated tt events, the parton-jet assignments
can be classified as correct permutations, wrong permutations, and unmatched permutations,
where, in the latter case, at least one quark from the tt decay is not unambiguously matched
within a distance of ∆R < 0.4 to any of the four selected jets.

The goodness-of-fit probability, Pgof = exp(−χ2/2), is used to determine the most likely
parton-jet assignment. For each event, the observables from the permutation with the high-
est Pgof value are the input to the mt measurement. In addition, the events are categorized as
either Pgof < 0.2 or Pgof > 0.2, matching the value chosen in Ref. [13]. Requiring Pgof > 0.2
yields 87 265 (140 362) tt candidate events in the electron+jets (muon+jets) decay channel and
has a predicted signal fraction of 95%. This selection improves the fraction of correctly recon-
structed events from 20 to 47%. Figure 1 shows the distribution of the invariant mass of the
hadronically decaying top quark candidate before (mreco

t ) and after (mfit
t ) the Pgof > 0.2 selec-

tion and the kinematic fit. A large part of the depicted uncertainties on the expected event
yields are correlated. Hence, the overall normalization of the simulation agrees within the un-
certainties, although the simulation predicts 10% more events in all distributions. For the final
measurement, the simulation is normalized to the number of events observed in data.
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Figure 1: The top quark mass distribution before (left) and after (right) the Pgof > 0.2 selection
and the kinematic fit. For the simulated tt events, the jet-parton assignments are classified
as correct, wrong, and unmatched permutations, as described in the text. The uncertainty
bands contain statistical uncertainties in the simulation, normalization uncertainties due to
luminosity and cross section, jet energy correction uncertainties, and all uncertainties that are
evaluated from event-based weights. A large part of the depicted uncertainties on the expected
event yields are correlated. The lower panels show the ratio of data to the prediction. A value
of mgen

t = 172.5 GeV is used in the simulation.

4 Observables and systematic uncertainties
For events with Pgof > 0.2, the mass of the top quark candidates from the kinematic fit, mfit

t ,
shows a very strong dependence on mt and is the main observable in this analysis. For events
with Pgof < 0.2, the invariant mass of the lepton and the b-tagged jet assigned to the semilep-
tonically decaying top quark, mreco

`b , is shown in Fig. 2 (right). For most tt events, a low Pgof
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value is caused by assigning a wrong jet to the W boson candidate, while the two b-tagged jets
are the correct candidates for the b quarks. Hence, mreco

`b preserves a good mt dependence and
adds additional sensitivity to the measurement. While a similar observable has routinely been
used in mt measurements in the dilepton channel [51, 52], this is the first application of this
observable in the lepton+jets channel.
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Figure 2: The distributions of the reconstructed W boson mass for the Pgof > 0.2 category (left)
and of the invariant mass of the lepton and the jet assigned to the semileptonic decaying top
quark for the Pgof < 0.2 category (right). The uncertainty bands contain statistical uncertainties
in the simulation, normalization uncertainties due to luminosity and cross section, jet energy
correction uncertainties, and all uncertainties that are evaluated from event-based weights. A
large part of the depicted uncertainties on the expected event yields are correlated. The lower
panels show the ratio of data to the prediction. A value of mgen

t = 172.5 GeV is used in the
simulation.

Additional observables are used in parallel for the mass extraction to constrain systematic un-
certainties. In previous analyses by the CMS Collaboration in the lepton+jets channel [11, 13],
the invariant mass of the two untagged jets before the kinematic fit, mreco

W , has been used to-
gether with mfit

t , mainly to reduce the uncertainty in the jet energy scale and the jet modeling.
Its distribution is shown in Fig. 2 (left). As mreco

W is only sensitive to the energy scale and mod-
eling of light flavor jets, two additional observables are employed to improve sensitivity to the
scale and modeling of jets originating from b quarks. These are the ratio mreco

`b /mfit
t , and the

ratio of the scalar sum of the transverse momenta of the two b-tagged jets (b1, b2), and the two
non-b-tagged jets (q1, q2), Rreco

bq = (pb1
T + pb2

T )/(pq1
T + pq2

T ). Their distributions are shown in

Fig. 3. While mfit
t and mreco

W have been used by the CMS Collaboration in previous analyses in
the lepton+jets channel, mreco

`b , mreco
`b /mfit

t , and Rreco
bq are new additions. However, Rreco

bq has been
used in the lepton+jets channel by the ATLAS Collaboration [10, 53].

The distributions of the five observables are affected by uncertainties in the modeling and the
reconstruction of the simulated events. These sources of systematic uncertainties are identical
to those in the previous measurements [13, 54]. They are summarized in the categories listed
below.

• Method calibration: In the previous measurements [13, 54], the limited size of the sim-
ulated samples for different values of mgen

t lead to an uncertainty in the calibration
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Figure 3: The distributions of mreco
`b /mfit

t (left) and of Rreco
bq (right), both for the Pgof > 0.2 cat-

egory. The uncertainty bands contain statistical uncertainties in the simulation, normalization
uncertainties due to luminosity and cross section, jet energy correction uncertainties, and all
uncertainties that are evaluated from event-based weights. A large part of the depicted uncer-
tainties on the expected event yields are correlated. The lower panels show the ratio of data to
the prediction. A value of mgen

t = 172.5 GeV is used in the simulation.

of the mass extraction method. In the new profile likelihood approach, the statisti-
cal uncertainty in the top quark mass dependence due to the limited sample size is
included via nuisance parameters.

• Jet energy correction (JEC): Jet energies are scaled up and down according to the pT-
and η-dependent data/simulation uncertainties [24]. Each of the 25 individual un-
certainties in the jet energy corrections is represented by its own nuisance parameter.

• Jet energy resolution (JER): Since the JER measured in data is worse than in simulation,
the simulation is modified to correct for the difference [24]. The jet energy resolution
in the simulation is varied up and down within the uncertainty. The variation is
evaluated independently for two |ηjet| regions, split at |ηjet| = 1.93.

• b tagging: The pT-dependent uncertainty of the b-tagging efficiencies and misiden-
tification rates of the DEEPJET tagger [17, 26] are taken into account by reweighting
the simulated events accordingly.

• Pileup: To estimate the uncertainty from the determination of the number of pileup
events and the reweighting procedure, the inelastic pp cross section [55] used in the
determination is varied by ±4.6%.

• Background (BG): The main uncertainty in the background stems from the uncer-
tainty in the measurements of the cross sections used in the normalization. The nor-
malization of the background samples is varied by ±10% for the single top quark
samples [56, 57], ±30% for the W+jets samples [58], ±10% for the Z+jets [59] and
for the diboson samples [60, 61], and ±100% for the QCD multijet samples. The size
of the variations is the same as in the previous measurement [13] in this channel. The
uncertainty in the luminosity of 1.2% [31] is negligible compared to these variations.

• Lepton scale factors (SFs) and momentum scale: The simulation-to-data scale factors
for the trigger, reconstruction, and selection efficiencies for electrons and muons are
varied within their uncertainties. In addition, the lepton energy in simulation is
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varied up and down within its uncertainty.

• JEC flavor: The difference between Lund string fragmentation and cluster fragmen-
tation is evaluated by comparing PYTHIA 6.422 [62] and HERWIG++ 2.4 [63]. The jet
energy response is compared separately for each jet flavor [24].

• b-jet modeling (bJES): The uncertainty associated with the fragmentation of b quarks
is split into four components. The Bowler–Lund fragmentation function is varied
symmetrically within its uncertainties, as determined by the ALEPH and DELPHI
Collaborations [64, 65]. The difference between the default PYTHIA setting and the
center of the variations is included as an additional uncertainty. As an alternative
model of the fragmentation into b hadrons, the Peterson fragmentation function is
used and the difference obtained relative to the Bowler–Lund fragmentation func-
tion is assigned as an uncertainty. The third uncertainty source taken into account is
the semileptonic b-hadron branching fraction, which is varied by−0.45 and +0.77%,
motivated by measurements of B0/B+ decays and their corresponding uncertain-
ties [8].

• PDF: The default PDF set in the simulation, NNPDF3.1 NNLO [37, 38], is replaced
with the CT14 NNLO [66] and MMHT 2014 NNLO [67] PDFs via event weights.
In addition, the default set is varied with 100 Hessian eigenvectors [38] and the αS
value is changed to 0.117 and 0.119. All described variations are evaluated for their
impact on the measurement and the negligible variations are later omitted to reduce
the number of nuisance parameters.

• Renormalization and factorization scales: The renormalization and factorization scales
for the ME calculation are varied independently and simultaneously by factors of 2
and 1/2. This is achieved by reweighting the simulated events. The independent
variations were checked and it was found to be sufficient to include only the simul-
taneous variations as a nuisance parameter.

• ME to PS matching: The matching of the POWHEG ME calculations to the PYTHIA PS
is varied by shifting the parameter hdamp = 1.58+0.66

−0.59 [68] within its uncertainty.

• ISR and FSR: For initial-state radiation (ISR) and final-state radiation (FSR), 32
decorrelated variations of the renormalization scale and nonsingular terms for each
branching type (g → gg, g → qq, q → qg, and X → Xg with X = t or b) are
applied using event weights [69]. The scale variations correspond to a change of the
respective PS scale in PYTHIA by factors of 2 and 1/2. This approach is new com-
pared to the previous analysis [13], which only evaluated correlated changes in the
FSR and ISR PS scales.

• Top quark pT: Recent calculations suggest that the top quark pT spectrum is strongly
affected by NNLO effects [70–72]. The pT of the top quark in simulation is varied
to match the distribution measured by CMS [73, 74]. The default simulation is not
corrected for this effect, but this variation is included via a nuisance parameter in
the mt measurement.

• Underlying event: Measurements of the underlying event have been used to tune
PYTHIA parameters describing nonperturbative QCD effects [16, 44]. The parame-
ters of the tune are varied within their uncertainties.

• Early resonance decays: Modeling of color reconnection introduces systematic uncer-
tainties, which are estimated by comparing different CR models and settings. In the
default sample, the top quark decay products are not included in the CR process.
This setting is compared to the case of including the decay products by enabling
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early resonance decays in PYTHIA8.

• CR modeling: In addition to the default model used in PYTHIA8, two alternative
CR models are used, namely a model with string formation beyond leading color
(“QCD inspired”) [75] and a model allowing the gluons to be moved to another
string (“gluon move”) [76]. Underlying event measurements are used to tune the
parameters of all models [77]. For each model, an individual nuisance parameter is
introduced.

5 Mass extraction method
A maximum likelihood (ML) fit to the selected events is employed to measure mt . The eval-
uated likelihood ratio λ(mt ,~θ,~β, ~ω|data) depends not only on mt , but also on three sets of
nuisance parameters. The nuisance parameters, ~θ, incorporate the uncertainty in systematic
effects, while the statistical nuisance parameters, ~β and ~ω, account for the statistical uncertain-
ties in the default simulation and in the simulation of variations of mt or of the uncertainty
sources. All nuisance parameters are normalized such that a value of 0 represents the absence
of the systematic effect and the values ±1 correspond to a variation of the systematic effect by
one standard deviation up or down. The ROOFIT [78] package is used to define and evaluate
all the functions. The minimum of the negative log-likelihood−2 ln λ(mt ,~θ,~β, ~ω|data) is found
with the MINUIT2 package [79].

The data are characterized by the five observables per event mentioned in Section 4. The events
are split into the electron+jets and the muon+jets channels. The input to the ML fit is a set of
one-dimensional histograms of the observables, xi, in the two Pgof categories. For each his-
togram, a suitable probability density function P(xi|mt ,~θ,~β, ~ω) is derived from simulation.

The probability density function for the mfit
t histograms is approximated by the sum of a Voigt

profile (the convolution of a Cauchy–Lorentz distribution and a Gaussian distribution) for the
correctly reconstructed tt candidates and Chebyshev polynomials for the remaining events.
For all other observables, a binned probability density function is used that returns the relative
fraction of events per histogram bin. Here, eight bins are used for each observable and the
width of the bins is chosen so that each bin has a similar number of selected events for the
default simulation (mgen

t = 172.5 GeV). For the following, we denote the parameters of the
probability density functions as~α. All the functions Pi(xi|~α) are normalized to the number of
events in the histogram for the observable xi, so only shape information is used in the ML fit.
Hence, the parameters~α are correlated even for the binned probability density function. The
dependence of these parameters on mt and ~θ is assumed to be linear. The full expression is for
a component αk of~α

αk = Ck

(
1 + dk

[
α0

k + βk + s0
k (mt − 172.5 GeV) + ω0

k 1 GeV
])

∏
l

(
1 + dk

[
sl

k θl + ωl
k 1
])

,

with k indicating the parameter of the probability density function for the observable and l
indicating the nuisance parameter. For the nuisance parameters corresponding to the FSR PS
scale variations, the linear term, sl

k θl , is replaced with a second-order polynomial. With this
substitution, the probability density function, Pi(xi|~α), for an observable xi becomes the func-
tion Pi(xi|mt ,~θ,~β, ~ω) mentioned above.

The model parameter α0
k is determined by a fit to the default simulation, while the linear de-

pendencies of αk on mt or a component θl of~θ are expressed with the model parameters s0
k and



9

sl
k, respectively. The parameter s0

k is determined from a simultaneous fit to simulated samples,
where mgen

t is varied by±3 GeV from the default value. Along the same lines, the parameters sl
k

are obtained from fits to the simulation of the systematic effect corresponding to the nuisance
parameter θl . The values of Ck and dk are chosen ad hoc so that the results of the fits of α0

k , s0
k ,

and the sl
k are all of the same order of magnitude and with a similar statistical uncertainty. This

improves the numerical stability of the final ML fit.

The limited size of the simulated samples for different mgen
t values gives rise to a calibration

uncertainty in mt . Hence, additional statistical nuisance parameters, βk and ω0
k , are introduced

that account for the statistical uncertainty in the model parameters α0
k and s0

k , similar to the
Barlow–Beeston approach [80, 81]. The size of the statistical uncertainty in the mt dependence,
s0

k , is scaled down, as we expect the measured mt value to fall into an interval around the
default value corresponding to a standard deviation of ±1 GeV. Similarly, the parameters sl

k
contain random fluctuations if they are determined from simulated samples that are statisti-
cally independent to the default simulation and of limited size. These fluctuations can lead to
overconstraints on the corresponding nuisance parameters and, hence, an underestimation of
the systematic uncertainty. The nuisance parameters ωl

k are added to counter these effects.

For a single histogram in a set, the products of Poisson probabilities for the prediction
µi,j = ntot,iPi(xi,j|mt ,~θ,~β, ~ω) and for an alternative model with an adjustable parameter per
bin µ̂i,j = ni,j are used to compute the likelihood ratio λi [8], where xi is the observable, ni,j
is the content of bin j with bin center xi,j, and ntot,i is the total number of entries. Then the
combined likelihood ratio for a set with observables ~x is

λ(mt ,~θ,~β, ~ω|data) =

(
∏

i
λi(mt ,~θ,~β, ~ω|xi)P(~β)P(~ω)

)(
∏

l
P(θl)

)
,

where P(θl), P(~β), and P(~ω) are the pre-fit probability density functions of the nuisance pa-
rameters θl , ~β, and ~ω. The product of the likelihood ratios can be used on the right-hand
side of the equation, as all observables are independent in most phase space regions. The
probability density functions of the nuisance parameters related to the sources of systematic
uncertainties, P(θl), are standard normal distributions. The statistical nuisance parameters ~β
and ~ω are constrained by centered multivariate normal distributions, where their covariance
matrices are taken from the fit of the model parameters. The latter nuisance parameters and
constraints are only included if the model parameters are determined from samples that are
statistically independent of the default simulation, like, for example, for the alternative color
reconnection models. If the model parameters are determined from samples obtained from
varying the default simulation with event-based weights or scaling or smearing of the jet en-
ergies, the corresponding ω parameters are fixed to zero and the constraint is removed from
λ(mt ,~θ,~β, ~ω|data).

The mass of the top quark is determined with the profile likelihood fit for different sets of data
histograms. The sets and their labels are listed in Table 1.

The expected total uncertainty in mt is evaluated for each set defined in Table 1 with pseudo-
experiments using the default simulation. The results of the pseudo-experiments are shown
in Fig. 4 (left). The improvements in the data reconstruction and calibration, event selection,
simulation, and mass extraction method reduce the uncertainty in the 1D measurement from
1.09 to 0.63 GeV, when compared to the previous measurement [13]. The uncertainty in the 2D
measurement improves from 0.63 to 0.50 GeV. The additional observables and the split into
categories further reduce the expected uncertainty down to 0.37 GeV for the 5D set.
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Table 1: The overall list of different input histograms and their inclusion in a certain histogram
set. A histogram marked with ”×” is included in a set (measurement).

Histogram Set label
Observable Category 1D 2D 3D 4D 5D
mfit

t Pgof > 0.2 × × × × ×
mreco

W Pgof > 0.2 × × × ×
mreco

`b Pgof < 0.2 × × ×
mreco

`b /mfit
t Pgof > 0.2 × ×

Rreco
bq Pgof > 0.2 ×

The statistical uncertainty is obtained from fits that only have mt as a free parameter. From
studies on simulation, it is expected to be 0.07, 0.06, and 0.04 GeV in the electron+jets, muon+jets,
and the combined (lepton+jets) channels, respectively.
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Figure 4: Left: Comparison of the expected total uncertainty in mt in the combined lepton+jets
channel and for the different observable-category sets defined in Table 1. Right: The difference
between the measured and generated mt values, divided by the uncertainty reported by the
fit from pseudo-experiments without (red) or with (blue) the statistical nuisance parameters ~β
and ~ω in the 5D ML fit. Also included in the legend are the µ and σ parameters of Gaussian
functions (red and blue lines) fit to the histograms.

The applied statistical model is verified with additional pseudo-experiments. Here, the data
for one pseudo-experiment are generated using probability density functions P(xi|mt ,~θ) that
have the same functional form as the ones used in the ML fit, but their model parameters ~α
and ~s are determined on statistically fluctuated simulations. For the generation of a pseudo-
experiment, mt is chosen from a uniform distribution with a mean of 172.5 GeV and the same
standard deviation as is assumed for the calibration uncertainty. The values of the nuisance
parameters~θ are drawn from standard normal distributions. The same ML fit that is applied to
the collider data is then performed on the pseudo-data. The pseudo-experiments are generated
for two cases, specifically, with and without the statistical nuisance parameters ~β and ~ω in the
ML fit. Figure 4 (right) shows the distribution of the differences between the measured and
generated mt values, divided by the uncertainty reported by the fit for both cases. A nearly
40% underestimation of the measurement uncertainty can be seen for the case without the
statistical nuisance parameters ~β and ~ω, while consistency is observed for the method that is
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employed on data.

In addition, single-parameter fits were performed on pseudo-data sampled from simulation to
verify that the mass extraction method is unbiased and reports the correct uncertainty. These
tests were done for fits of mt with samples corresponding to mass values of 169.5, 172.5, and
175.5 GeV, as well as on the simulation of different systematic effects for the fits of the corre-
sponding nuisance parameter.

6 Results
The results of the profile likelihood fits to data are shown in Fig. 5 for the electron+jets,
muon+jets, and lepton+jets channels and for the different sets of observables and categories,
as defined in Table 1. The observables mreco

W , mreco
`b /mfit

t , and Rreco
bq provide constraints on the

modeling of the tt decays in addition to the observables mfit
t and mreco

`b |Pgof<0.2, which are highly
sensitive to mt . With the profile likelihood method, these constraints not only reduce the un-
certainty in mt , but also change the measured mt value, as they effectively alter the parameters
of the reference tt simulation. When additional observables are included, the measurement in
the lepton+jets channel yields a smaller mass value than the single-lepton channels because of
the correlations between the channels.

170 172 174
 [GeV]tm

ℓ + jets 5D 171.77 ± 0.37
μ + jets 5D 171.98 ± 0.42
e + jets 5D 172.11 ± 0.49

ℓ + jets 4D 171.72 ± 0.39
μ + jets 4D 171.87 ± 0.43
e + jets 4D 172.03 ± 0.52

ℓ + jets 3D 171.84 ± 0.45
μ + jets 3D 171.89 ± 0.46
e + jets 3D 172.40 ± 0.58

ℓ + jets 2D 172.00 ± 0.52
μ + jets 2D 172.03 ± 0.52
e + jets 2D 172.48 ± 0.62

ℓ + jets 1D 172.13 ± 0.62
μ + jets 1D 172.02 ± 0.61
e + jets 1D 172.25 ± 0.72

(value ± tot. unc.)

 (13 TeV)­136.3 fb

CMS

Figure 5: Measurement of mt in the three different channels for the different sets of observables
and categories as defined in Table 1.

The 5D fit to the selected events results in the best precision and yields in the respective chan-
nels:

Electron+jets: m5D
t = 172.11± 0.49 GeV,

Muon+jets: m5D
t = 171.98± 0.42 GeV,

Lepton+jets: m5D
t = 171.77± 0.37 GeV.

The comparisons of the data distributions and the post-fit 5D model are shown in Fig. 6.
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Figure 6: Distribution of mfit
t (upper) and the additional observables (lower) that are the input

to the 5D ML fit and their post-fit probability density functions for the combined fit to the
electron+jets (left) and muon+jets (right) channels. The lower panels show the ratio of data
and post-fit template values. The green and yellow bands represent the 68 and 95% confidence
levels in the fit uncertainty.

Figure 7 shows the pulls on the most important systematic nuisance parameters θ and their im-
pacts on mt , ∆mt , after the fit with the 5D model. The pulls are defined as (θ̂− θ0)/∆θ, where θ̂
is the measured nuisance parameter value and θ0 and ∆θ are the mean and standard deviation
of the nuisance parameter before the fit. The post-fit impacts are evaluated by repeating the
ML fit with the studied nuisance parameter θ fixed to θ̂± ∆̂θ, where ∆̂θ is the uncertainty in the
nuisance parameter after the fit. The pre-fit impacts are evaluated with θ̂ and ∆θ, respectively.
If the systematic nuisance parameters θ have statistical nuisance parameters ω that account
for the statistical uncertainty in the θ-dependence of the model, the corresponding statistical
nuisance parameters ω are fixed to their post-fit values in the impact evaluation. In this case,
the post-fit impact plotted in Fig. 7 is the combined impact of the systematic and statistical
nuisance parameters. To estimate the combined impact, the likelihood fit is repeated with the
corresponding nuisance parameters fixed to their post-fit values and the quadratic difference
of the overall mt uncertainty compared to the default fit is taken. The quadratic difference be-
tween the combined impact and the post-fit impact of only the systematic nuisance parameter
is interpreted as the effect of the limited size of the systematic simulation samples.
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Figure 7: Measurement of mt in the combined lepton+jets channel using the 5D set of observ-
ables and categories. The left plot shows the post-fit pulls on the most important nuisance
parameters and the numbers quote the post-fit uncertainty in the nuisance parameter. The
right plot shows their pre-fit (lighter colored bars) and post-fit impacts (darker colored bars) on
mt for up (red) and down (blue) variations. The post-fit impacts include the contribution from
the nuisance parameters accounting for the limited size of simulation samples (MC stat. as
gray-dotted areas). The average of the post-fit impacts for up and down variations is printed
on the right. The rows are sorted by the size of the averaged post-fit impact. The statistical
uncertainty in mt is depicted in the corresponding row.

Most nuisance parameters are consistent with their pre-fit values. Many of the nuisance pa-
rameters that show a strong post-fit constraint correspond to systematic uncertainties that are
evaluated on independent samples of limited size and are accompanied by additional statis-
tical nuisance parameters. A comparison of the pre-fit and post-fit impacts where the post-fit
impacts include the impact of these statistical nuisance parameters shows that there is an only
minimal constraint by the fit on the corresponding systematic uncertainties. In addition, the
impact of the JER uncertainty is strongly reduced by the fit, as the energy resolution of jets
from tt decays can be measured much better from the width of the mreco

W distribution than by
the extrapolation of the resolution measurement with dijet topologies at much higher trans-
verse momenta [24].

None of the nuisance parameters have a statistically significant deviation from zero after the
fit. The largest effect on the measured mass value corresponds to the FSR scale of the q → qg
branching type. The effect is caused by the difference in the peak position of mreco

W seen in
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Fig. 2 (left). The previous measurements in this channel by the CMS Collaboration assumed
correlated FSR PS scales with the same scale choice for jets induced by light quarks and b
quarks [11, 13]. In that case, a lower peak position in the mreco

W distribution would also cause
the mfit

t peak position to be lower than expected from simulation for a given mt value, resulting
in a higher top quark mass value to be measured. In fact, a 5D fit to data assuming fully
correlated FSR PS scale choices yields mt = 172.20± 0.31 GeV. This value is very close to the
previous measurement on the same data of mt = 172.25± 0.63 GeV [13]. The measurement is
repeated for different correlation coefficients (ρFSR) in the pre-fit covariance matrix between the
FSR PS scales for the different branching types. The result of this study is shown in Fig. 8. The
final result strongly depends on the choice of the correlation coefficient between the FSR PS
scales because of the significant deviation for the FSR PS scale of the q → qg branching from
the default simulation. However, the assumption of strongly correlated FSR PS scale choices
would also significantly reduce the overall uncertainty, as the impacts from the scale choice
for gluon radiation from b quarks (X → Xg) and light quarks (q → qg) partially cancel. In
addition, there is a tension between the measured nuisance parameter values for the different
FSR PS scales which disfavors a strong correlation. As there is only a small dependence on
FSR PS scale correlations at low correlation coefficients (ρFSR < 0.5), and uncorrelated nuisance
parameters for the FSR PS scales receive the least constraint from the fit to data, we assume
uncorrelated FSR PS scales for this measurement.
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Figure 8: Dependence of the 5D result on the assumed correlation ρFSR between the FSR PS
scales in the lepton+jets channel.

Table 2 compares the measurements by the 2D and 5D methods with the previous result [13]
for the same data-taking period. The JEC uncertainties are grouped following the recom-
mendations documented in Ref. [82]. The uncertainty in mt for one source (row) in this
table is evaluated from the covariance matrix of the ML fit by taking the square root of
cov(mt , X)cov(X, X)−1cov(X, mt), where cov(mt , X), cov(X, X), cov(X, mt) are the parts of the
covariance matrix related to mt or the set of nuisance parameters X contributing to the source,
respectively. The statistical and calibration uncertainties are obtained differently by comput-
ing the partial covariance matrix on mt where all other nuisance parameters are removed. The
quadratic sum of all computed systematic uncertainties is larger than the uncertainty in mt
from the ML fit, as the sum ignores the post-fit correlations between the systematic uncertainty
sources.

The 5D method is the only method that surpasses the strong reduction in the uncertainty in
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Table 2: Comparison of the uncertainty in the top quark mass in the previous measurement [13]
and the new 2D and 5D results in the lepton+jets channel.

δmt [GeV ]
previous 2D 2D 5D

Experimental uncertainties
Method calibration 0.05 0.02 0.02
JEC 0.18 0.32 0.16
– Intercalibration 0.04 0.10 0.04
– MPFInSitu 0.07 0.15 0.07
– Uncorrelated 0.16 0.21 0.10
Jet energy resolution 0.12 0.12 0.05
b tagging 0.03 0.01 0.03
Lepton SFs and mom. scale 0.00 0.03
Pileup 0.05 0.00 0.03
Background 0.02 0.12 0.15

Modeling uncertainties
JEC flavor 0.39 0.30 0.20
b-jet modeling 0.12 0.15 0.11
PDF 0.02 0.00 0.01
Ren. and fact. scales 0.01 0.03 0.02
ME/PS matching 0.07 0.06 0.07
ISR PS scale 0.07 0.01 0.01
FSR PS scale 0.13 0.37 0.21
Top quark pT 0.01 0.06 0.00
Underlying event 0.07 0.09 0.04
Early resonance decays 0.07 0.13 0.09
CR modeling 0.31 0.15 0.15

Statistical 0.08 0.05 0.04

Total 0.63 0.52 0.37

the JEC achieved by the previous analysis that determined mt and in situ an overall jet energy
scale factor (JSF). However, the measurement presented here also constrains the jet energy res-
olution uncertainty that was unaffected by the JSF. The new observables and additional events
with a low Pgof reduce most modeling uncertainties, but lead to a slight increase in some exper-
imental uncertainties. While the usage of weights for the PS variations removes the previously
significant statistical component in the PS uncertainties, the introduction of separate PS scales
leads to a large increase in the uncertainty in the FSR PS scale, despite the tight constraint on
the corresponding nuisance parameters shown in Fig. 7.

The result presented here achieves a considerable improvement compared to all previously
published top quark mass measurements. Hence, it supersedes the previously published mea-
surement in this channel on the same data set [13]. The analysis shows the precision that is
achievable from direct measurements of the top quark mass. As the uncertainty in the relation-
ship of the direct measurement from simulation templates to a theoretically well-defined top
quark mass is currently of similar size, the measurement should fuel further theoretical studies
on the topic.
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7 Summary
The mass of the top quark is measured using LHC proton-proton collision data collected in 2016
with the CMS detector at

√
s = 13 TeV, corresponding to an integrated luminosity of 36.3 fb−1.

The measurement uses a sample of tt events containing one isolated electron or muon and at
least four jets in the final state. For each event, the mass is reconstructed from a kinematic fit of
the decay products to a tt hypothesis. A likelihood method is applied using up to five observ-
ables to extract the top quark mass and constrain the influences of systematic effects, which
are included as nuisance parameters in the likelihood. The top quark mass is measured to be
171.77± 0.37 GeV. This result achieves a considerable improvement compared to all previously
published top quark mass measurements and supersedes the previously published measure-
ment in this channel on the same data set.
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