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Recent studies have demonstrated non-trivial behaviours in the cross-section extrapolation from νµ
(ν̄µ) to νe (ν̄e) interactions on nuclear targets in the charged-current quasi-elastic (CCQE) regime.
In this article, the potential for mis-modeling of νµ/νe, ν̄µ/ν̄e and νe/ν̄e cross section ratios due to
nuclear effects is quantified by considering the model spread within the full kinematic phase space for
CCQE interactions. Its impact is then propagated to a simulated experimental configuration based
on the Hyper-K experiment, which is dominated by CCQE interactions. Although a relatively large
discrepancy between theoretical models is confirmed for forward lepton angles at neutrino energies
below 300 MeV and for a new region of phase space at lepton angles above 100◦, both regions are
demonstrated to contribute a very small portion of the Hyper-K (or T2K) flux integrated cross
section. Overall, a systematic uncertainty on the oscillated flux-averaged νe/ν̄e cross-section ratio
is estimated to be ∼2%. A similar study was also conducted for the proposed lower-energy ESSνSB
experiment configuration, where the resulting uncertainty was found to be larger.

I. INTRODUCTION

The currently-running accelerator-based long-baseline
(LBL) neutrino experiments, T2K [1, 2] and NOvA [3,
4], are placing increasingly tight constraints on the
parameters that describe neutrino oscillations within
the three-flavour Pontecorvo–Maki–Nakagawa–Sakata
(PMNS) framework [5]. Both experiments measure

(anti)electron neutrino appearance (
(—)

ν µ →
(—)

ν e) as well
as the (anti)muon neutrino disappearance (by inferring
(—)

ν µ →
(—)

ν µ) in an (anti)muon neutrino beam at a de-
tector placed a few hundred kilometres away from the
neutrino beam production point, the far detector (FD).
The oscillated electron and muon neutrino event rate dis-
tributions observed at the FD are compared with the
unoscillated muon neutrino distributions observed at a
near detector (ND), placed only a few hundred meters
from where neutrinos are produced. For GeV-scale neu-
trino energies, such a configuration offers great sensitiv-
ity to the PMNS mixing parameters: θ23 (including the
octant) and the complex phase δCP , responsible for the
violation of the leptonic Charge-Parity (CP) symmetry
within PMNS framework if sin δCP 6= 0. LBL exper-
iments are also sensitive to one of the neutrino mass-
squared splittings, ∆m2

32, and the neutrino mass order-
ing (MO), i.e. ∆m2

32 > 0 (normal ordering, NO) or

∗ Contact e-mail: tilld@ethz.ch
† Contact e-mail: Stephen.Joseph.Dolan@cern.ch
‡ Contact e-mail: davide.sgalaberna@cern.ch

∆m2
32 < 0 (inverted ordering, IO) . Although the latest

measurements performed by the T2K and NOvA exper-
iments are still largely statistically limited, their sensi-
tivity is continuing to improve as larger samples of data
are collected in higher intensity neutrino beams [6]. The
upcoming Hyper-K [7] and DUNE [8] experiments will
aim to identify the correct neutrino MO and measure
δCP with a resolution better than 20◦ to definitively con-
firm or rule out the possibility of a relatively large CP
asymmetry within the PMNS three-flavor mixing frame-
work. Another experiment, ESSνSB, has been proposed
to further improve the resolution on δCP below 8◦ [9].
With approximately an order of magnitude more data
than T2K and NOvA, the statistical uncertainty in the
Hyper-K and DUNE experiments will be drastically re-
duced and systematic uncertainties due to the possible
mis-modelling of the neutrino-nucleus interaction cross
section will have a dominant impact on the accuracy and
the resolution of measured neutrino oscillation parame-
ters [10]. These uncertainties enter neutrino oscillation
analyses in order to interpret event rate distributions, ob-
served at the FD, in terms oscillation probabilities. For
example, when neutrino interaction models are used to
predict background rates or the smearing between true
and observable neutrino energy, which is then used to in-
fer the shape of the oscillation probability from observed
interaction spectra. To reduce such uncertainties, current
and future LBL experiments have intensive programs to
deploy or develop increasingly performant near detectors
[11–13].

Since the predominant sensitivity to δCP stems from
an analysis of the difference of electron and antielectron
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neutrino appearance event rates at the FD, the uncer-
tainty on the differences between the ND-constrained
(anti)muon neutrino cross sections and the FD-relevant
(anti)electron neutrino cross sections is especially impor-
tant. In particular, the way these uncertainties propagate
to the ratio of the electron to antielectron neutrino cross
sections been shown to be a dominant uncertainty for
analyses of δCP within both Hyper-K and DUNE [14, 15].
To ensure the experiments do not become prematurely
limited by systematic uncertainties, this ratio should be
understood at least at the 2%-3% level over the ranges
of neutrino energies and interaction kinematics seen at
their FD.

Assuming lepton universality, the only difference be-
tween charged-current muon and electron neutrino cross
sections stems from the difference in the outgoing lep-
ton mass. However, for interactions where the range of
kinematically allowed energy and momentum transfers is
comparable to lepton mass differences, physics processes
which determine the cross section may do so differently
for different flavours of neutrinos. In particular, previous
works have investigated differences in the electron and
muon neutrino cross sections due to the way nuclear ef-
fects change the impact of the restriction the lepton mass
places on the allowed kinematic phase space.

In [16] the random phase approximation applied to a
local Fermi gas (LFG-RPA) [17] was compared to contin-
uum random phase approximation calculations for long-
range nucleon correlations on top of Hartree-Fock nuclear
ground state description (HF-CRPA) [18]. In general,
the electron neutrino cross section may be expected to
be larger than that of muon neutrinos because of wider
kinematic phase space available due to the lower outgoing
lepton mass (energy transfers closer to the available neu-
trino energy are allowed, and there is a corresponding
broadening of permitted momentum transfer [19, 20]).
However it was found that the trend is inverted at for-
ward scattering angles for relatively small neutrino ener-
gies (/ 500 MeV). An analysis of the impact of ground
state modelling and RPA corrections on the the ratio of
electron to muon neutrino total cross sections has also
been shown in Ref. [21]. Here it is demonstrated that
the difference in model predictions is small (<5%) for
energies of interest of DUNE and T2K/Hyper-K.

A useful illustration of how nuclear ground state mod-
elling and Pauli blocking can impact the ratio of electron
to muon neutrino cross sections is given in [19]. The
author demonstrates how low neutrino energies and for-
ward scattering angles can conspire to make the available
phase space for electron and muon neutrino cross sections
very different for more restrictive nuclear ground state
models. In particular a dramatic difference in the cross-
section ratio is demonstrated for the low energy forward-
angle case when a simple relativistic Fermi gas approach
to Pauli blocking is or is not applied.

Finally, a detailed evaluation of the electron to muon
cross-section ratio in CCQE processes at lepton angles
below 60◦ was reported in [22] for interactions in carbon

and argon. It was confirmed that taking into account
a distortion of the final-state nucleon wavefunction, i.e.
including final state interactions (FSI)1, as well as Pauli
blocking explains the dominance of muon neutrino over
electron neutrino induced cross sections at forward an-
gles. An analogous trend was found for both the HF-
CRPA and the relativistic mean field approach (RMF)
in [24].

Moreover, recent works have shown differences in the
electron and muon neutrino cross sections due to radia-
tive corrections rather than nuclear effects [25–27], which
have been assigned a systematic uncertainty at the level
of 2% at energies around one GeV [28]. The remainder
of this article focuses only on differences in the cross sec-
tions due to nuclear effects.

Another important source of uncertainty stems from
how differences in (anti)neutrino interactions between
nuclear targets could alter the ratio of electron and muon
neutrino cross sections. In fact, at the LBL experiments
that deploy a water-based FD (oxygen and hydrogen tar-
get nuclei - H2O), the ND complex typically also includes
plastic scintillator detectors (carbon and hydrogen target
nuclei - CnHn) that are not affected by high momen-
tum thresholds (e.g. for protons) and can provide both
precise particle tracking and calorimetry, and thus addi-
tional precious information for a precise characterisation
of (anti)neutrino interactions. Therefore, the reduction
of cross-section systematic uncertainties in the measure-
ment of neutrino oscillations relies on the extrapolation
from carbon to oxygen that must be under control. In
the case of T2K, ratios between carbon and oxygen cross
sections have been shown to differ substantially between
models in the forward scattering region [29, 30], which
is the same region of kinematic phase space muon and
electron (anti)neutrino cross sections would be expected
to differ the most.

In this article the impact of nuclear effects on the
CCQE cross section ratios (νµ/νe, ν̄µ/ν̄e, and νe/ν̄e) is
studied. Interactions on oxygen nuclei (the dominant tar-
get for the T2K, Hyper-K and ESSνSB far detectors)
are investigated across a variety of state-of-the-art and
widely used models. Differences in the ratios between
oxygen and carbon nuclei are also considered. The full
phase space, rather than only forward lepton scattering,
is investigated in detail and new features in the cross
section ratios are identified.

A simple systematic uncertainty is derived to cover the
observed model spread for the Hyper-K (which is also ap-
plicable to T2K, since they use the same neutrino beam)
and ESSνSB experiments in the form of two normalisa-
tion factors with correlations, which together imply an

1 Note that the “FSI” considered via the distortion of the outgoing
nucleon wavefunction alters the inclusive cross section, in con-
trast to the usual application of intranuclear cascade FSI models
within neutrino event generators. The relationship between these
different approaches to modelling FSI is discussed in [23].
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uncertainty on the νe versus ν̄e cross section ratio. For
the T2K/Hyper-K neutrino flux, peaked at 0.6 GeV, this
result can be directly compared with the normalisation
systematic uncertainties currently used in LBL neutrino
oscillation analyses [14, 28, 31, 32]. A systematic uncer-
tainty that additionally accounts for the difference in the
shape of the cross section ratios between models is left for
future work as, in order to comprehensively evaluate the
impact on searches for CP violation, more sophisticated
analysis tools are necessary. It is worth noting that, for
the case T2K and Hyper-K, a robust assessment of rate-
based systematics considered here are most important
for analyses focused on CP-violation discovery. However,
systematic uncertainties on the shape become more im-
portant for accurately measuring CP-violating values of
δCP in case of maximal CP violation or for determining
the presence of small (but non-zero) CP-violation in the
case of near CP conservation.

This work covers only CCQE interactions and so is
not directly informative for the full energy spectra of the
NOvA and DUNE experiments. It is also likely that anal-
ogous effects are applicable to the interaction channels
more prevalent at higher energies, such as single pion
production and multi-nucleon interactions, but an anal-
ogous analysis requires nuclear models for these channels
at the same level of sophistication as exists for CCQE,
which are not yet widely available.

II. ANALYSIS METHOD

CCQE neutrino interaction cross sections are gener-
ated with a flat incoming neutrino flux between 0 and
2 GeV on an oxygen target using the NEUT interac-
tion event generator [33] setup to use either an LFG-
RPA model (henceforth referred to as LFG for brevity)
based on Ref. [34] and detailed in Ref. [35], or a model
that uses the plane-wave impulse approximation using
the Benhar spectral function (SF), based on Ref. [36].

Note that the axial mass parameter MQE
A , which affects

the normalisation and shape of the cross section, is set at
NEUT’s default values of 1.21 GeV for SF, and 1.05 GeV
for LFG. The models are generated using NEUT’s in-
tranuclear cascade FSI model, but this does not affect
the inclusive cross sections of interest in this work. The
final simulations are processed using NUISANCE [37] for
ease of use.

The NEUT cross-section predictions are compared to
inclusive cross-section calculations using SuSAv2 [38] or
a HF model with and without CRPA corrections, [18, 39]
, produced using the hadron tensor tables prepared for
their implementations within the GENIE event genera-
tor [29, 40, 41]. In the HF-CRPA case, the distortion
of the outgoing nucleon wavefunction (i.e. FSI) can be
enabled and disabled which, incontrast to intranuclear
cascade FSI, does change the predicted inclusive cross
sections. These give cross sections identical to those
made using the full model calculation up to very small

differences due to treatments of interpolation between the
points calculated in the tables.

Together the considered models cover a wide range of
approaches to accounting for nuclear effects and repre-
sent those most commonly used for neutrino oscillation
analyses. The SF and LFG models are used in the latest
T2K [2] and NOvA [4] analyses respectively (although it
should be noted that NOvA uses the GENIE implemen-
tation of the model, which has some differences). The
HF-CRPA model offers the opportunity to turn RPA and
FSI effects on and off, the latter of which was found to be
responsible for the large differences in muon and electron
neutrino cross sections in Ref. [22], as discussed in sec-
tion I. The SuSAv2 model acts as an inclusive extension
of relativistic mean field calculations [24], which includes
an alternative description of FSI and, as noted in sec-
tion I, also produces electron to muon cross-section ra-
tios with interesting trends. Neither SF nor LFG include
FSI effects in the calculation of the inclusive cross section
within NEUT. The SF model contains options to modify
the Pauli blocking treatment, which has also been shown
to be impactful in determining muon to electron cross-
section ratios [19] as discussed in section I. The choice of

the MQE
A is also investigated as a source of uncertainty

on the ratios. A summary of all the studied models is
provided in table I.

Predictions of electron to muon neutrino and electron
neutrino to antineutrino cross-section ratios as a function
of neutrino energy and outgoing lepton angle are com-
pared between models. The ratio of flux-averaged cross
sections for T2K/Hyper-K and ESSνSB experiments are
calculated. The relative difference of the ratios for each of
the models is analysed, and taken as an estimation of the
level of uncertainty on (anti)electron neutrino appear-
ance event rates due to nuclear effects modifying the ra-
tio with their muon neutrino counterparts. In an attempt
to attribute the differences found to particular physics,
ratios are re-calculated after systematically changing the
modelling of nuclear and nucleon-level effects within the
models (considering all those listed within table I.

The predictions of the SF and LFG models (and their
variations) are subject to statistical uncertainties corre-
sponding to the number of NEUT events generated. For
each interaction model and neutrino flavour, 300 million
NEUT events were generated. The impact of statisti-
cal uncertainties on the cross-section ratios of interest
is detailed in appendix B. In general the uncertainties
are very small (∼ 1% in the binning shown) and, since
NEUT populates kinematic phase space in proportion to
the predicted cross section, the regions of slightly larger
statistical uncertainty are also those where oscillation ex-
periments would not expect to be observing events. Note
also that there are no statistical uncertainties on predic-
tions from models other than LFG and SF, as these pro-
vide a direct calculation calculation of the cross section
without any event generation.
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Model Description
SuSAv2 Model from [38]
HF Model from [18] w/o CRPA corrections, w/ FSI
HF-CRPA w/ CRPA corrections, w/ FSI
HF-CRPA PW w/ CRPA corrections, w/o FSI
HF-CRPA C w/ CRPA corrections, w/ FSI, carbon target
SF Model from NEUT based on [36]
SF w/o PB w/o Pauli blocking

SF MQE
A 1.03 w/ modified nucleon axial mass

LFG Model from NEUT based on [34]

TABLE I: The list of CCQE cross-section models used
in this work. All are calculated for an oxygen target

nucleus unless otherwise specified. The same ordering of
the models is used in fig. 5. Note that “FSI” refers to

the consideration of a distortion of the outgoing nucleon
wavefunction rather than the application of an nuclear
cascade (which would not impact the studies shown).

III. RESULTS

A ratio between electron and muon neutrino differen-
tial cross sections, respectively dσνe

d cos θe
and dσνµ

d cos θµ
, in a

certain range of incoming neutrino energy (Eν) and out-
going lepton angle with respect to the incoming neutrino
(θe or θµ) is defined as:

RModel
νe/νµ

(Eν , θlep) =
[
dσνe
d cos θe/ dσ

νµ

d cos θµ

]Model

(Eν , θlep) (1)

This is shown for the SF (including Pauli blocking)
and HF-CRPA models in fig. 1. Large differences be-
tween the HF-CRPA and SF models are seen in the for-
ward scattered region. This has been extensively studied
within the HF-CRPA model in [22] and shows values of
RHF-CRPA
νe/νµ

< 0.9. Although this behaviour is also ob-

served in SF, it is much weaker. Another region of the
phase space showing obvious deviations from a unity ra-
tio is observed in HF-CRPA for neutrino energies below
0.3 GeV. A similar feature is observed for SF for an-
tineutrinos but not for neutrinos. It is worth noting that
a relatively wide structure is observed for the case of
antineutrinos at energies between 0.3 and 0.5 GeV and
lepton angles in both models above >130◦.

To better quantify these deviations, the double ratio
of the differential cross section predicted by two different
models is computed as:

RR
Model 1/Model 2
νe/νµ

(Eν , θlep) =
RModel 1
νe/νµ

(Eν , θlep)

RModel 2
νe/νµ

(Eν , θlep)
. (2)

The resulting distributions for neutrinos and antineu-
trinos, obtained by comparing HF-CRPA to SF, are
shown in fig. 2. As expected, the forward scattered
region at angles below 20 degrees show a large differ-
ence between the models. However, it is interesting to
see that the differences remain non-negligible when con-
sidering angles larger than about 50◦ for the oscillation

maximum energy (∼ 0.6 GeV). A region at angles larger
than 100◦ also shows significant differences, which persist
when comparing SF to any HF-based model.

A. Impact on oscillation experiments: Hyper-K

In order to quantify the impact of potential cross-
section mismodelling, the contours highlighting the re-

gions with large RR
HF-CRPA/SF
νe/νµ

are extracted from fig. 2

and overlaid on expected oscillated νe and νe appearance
event distributions at T2K/Hyper-K in fig. 3. 2 Details
of the simulation of the experimental configuration are
given in appendix A. Note that the event rates are cal-
culated using only CCQE interactions, without applying
any efficiency corrections or detector smearing. From
fig. 3 it is clear that neither the very large differences
in the very forward region (¡20◦) discussed in Ref. [22],
nor the differences at low neutrino energies (¡0.3 Gev),
will have any significant impact on T2K or Hyper-K os-
cillation analyses, as only a very small portion of CCQE
interactions will fall within this region. However, it can
also be seen that a sizeable fraction of the νe and ν̄e oscil-
lated spectra fall in the higher angle region of the phase

space where RR
HF-CRPA/SF
νe/νµ

differs from unity by more

than 2%.
As discussed in section I, the most critical systematic

uncertainty in the measurement of δCP , the neutrino MO
and the θ23 octant is the potential mis-modeling of the νe
cross section with respect to the ν̄e one. Hence, the com-

puted RR
HF-CRPA/SF
νe/ν̄e

is shown in fig. 4. It can be seen

that the regions with the largest deviations from unity
overlap only with the extreme tails of the expected event
distribution (i.e. at very low interaction cross section).
Such regions are approximately for neutrino energies ei-
ther below 0.3 GeV or for outgoing lepton angles above
100◦ and neutrino energy below 0.8 GeV. In the case of
antineutrino interactions, which have a larger portion of
their cross section at more forward outgoing lepton an-
gles, the overlap with regions of large deviations from
unity is even smaller.

1. Quantifying an uncertainty

A broad estimate of the integrated uncertainty on the

expected
(—)

ν e appearance event rates associated with dif-
ferences between electron and muon neutrino cross sec-
tions due the modelling of nuclear effects for can be
computed by averaging the model differences in fig. 2

2 The event spectra were built with the oscillation parameters
sin2 θ12 = 0.297, sin2 θ13 = 0.0214, sin2 θ23 = 0.526, ∆m2

21 =
7.37 × 10−5, ∆m2

32 = 2.463 × 10−3, ∆m2
32 > 0, δCP = 0. The

SF model implemented in NEUT was used.
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FIG. 1: The single ratios RSF
νe/νµ

(top-left), RHF-CRPA
νe/νµ

(bottom left), RSF
ν̄e/ν̄µ

(top-right) and RHF-CRPA
ν̄e/ν̄µ

(bottom-right) are shown. The X and Y axes show respectively the outgoing lepton angle and the neutrino energy.
The contour lines highlight the regions where the single ratio significantly deviates from unity and are built using a

bi-linear interpolation based on the four nearest bin centres [42]. Note that this uses unseen bins for neutrino
energies less than 0.2 GeV.

over the neutrino and antineutrino event distributions
predicted with the SF model shown in fig. 3. The un-

certainties for electron neutrinos (∆
Model 1/Model 2
νe/νµ

) and

antineutrinos (∆
Model 1/Model 2
νe/νµ

) are defined respectively

as |RRModel 1/Model 2
νe/νµ

− 1| and |RRModel 1/Model 2
ν̄e/ν̄µ

− 1|.
They both can be either fully correlated or fully anti-
correlated depending on whether the averaged model dif-

ferences cause the cross section ratios, RR
HF-CRPA/SF
νe/νµ

and RR
HF-CRPA/SF
ν̄e/ν̄µ

, to change in the same or the op-

posite direction. They are computed as:

∆νe/νe =
√

∆2
νe/νµ

+ ∆2
νe/νµ

− 2C∆νe/νµ∆νe/νµ , (3)

where C is determined from the aforementioned corre-
lation between ∆νe/νµ and ∆νe/νµ (1 for correlated, -1

for anti-correlated). For instance, the result of this un-
certainty calculation exercise for the SF and HF-CRPA

model is ∆
HF-CRPA/SF
νe/νµ

= 2.9%, ∆
HF-CRPA/SF
νe/νµ

= 1.3%

and ∆
HF-CRPA/SF
νe/νe

= 1.6%.

From the analysis of the uncertainties on

RR
HF-CRPA/SF
νe/νµ

and RR
HF-CRPA/SF
ν̄e/ν̄µ

in fig. 2, it is

not surprising that the uncertainty in the neutrino cross-
section ratio is larger than the one for the antineutrinos,
as the more forward anti-neutrino cross section overlaps
less with the region of cross-section ratios that differ
significantly from unity.

The flux-averaged uncertainties derived for compar-
isons of each pair of models introduced in section II and
table I are shown as a matrix in fig. 5. As different mod-
els predict different (anti)neutrino event distributions, a
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FIG. 2: The neutrino (left), RR
HF-CRPA/SF
νe/νµ

, and antineutrino (right), RR
HF-CRPA/SF
ν̄e/ν̄µ

, are shown. The X and Y axes

show respectively the outgoing lepton angle and the neutrino energy. The different contour lines highlight the

regions where |RRHF-CRPA/SF
νe/νµ

− 1| > 0.02 (black), 0.03 (red), 0.04 (blue), 0.05 (green). These are built using a

bi-linear interpolation based on the four nearest bin centres [42]. Note that this uses unseen bins for neutrino
energies less than 0.2 GeV.

FIG. 3: The contour lines that highlight the regions where |RRHF-CRPA/SF
νe/νµ

− 1| > 0.02 (black), 0.03 (red), 0.04

(blue), 0.05 (green) are taken from fig. 2 and overlaid on the oscillated νe (left) and
(—)

ν e (right) events expected at
the far detector built using the SF model. The X and Y axes show respectively the outgoing lepton angle and the

neutrino energy. The Z-axis shows the relative proportion of the event rate in each bin as a percentage.

pair of systematic uncertainty was obtained by averaging
over the event rates predicted by both models. Hence,
the lower triangle in fig. 5 is averaged over the event
rate distribution predicted by the model given on the x-
axis, while the upper triangle contains the resulting val-
ues from the averaging over the model on the y-axis, re-
sulting in an asymmetric matrix. This pairwise compar-
ison derived from different model combinations permits
an analysis of the possible physical source of differences

in predictions of Rνe/νµ and Rν̄e/ν̄µ , which is the subject
of the following subsection.

2. Investigating the source of the nuclear model
uncertainties

As discussed in section I, the cause of differences in
model predictions of the electron to muon neutrino cross-
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FIG. 4: On the left, the RR
HF-CRPA/SF
νe/ν̄e

is shown. The different contour lines highlight the regions where

|RRHF-CRPA/SF
νe/ν̄e

− 1| > 0.02 (black), 0.03 (red), 0.04 (blue), 0.05 (green). On the right, the oscillated νe events

expected at the far detector built using the SF model is shown with the RR
HF-CRPA/SF
νe/ν̄e

contour lines (which are the

same as in left figure) overlaid. The Z-axis of the right plot shows the relative proportion of the event rate in each
bin as a percentage. The X and Y axes show respectively the outgoing lepton angle and the neutrino energy.

section ratio has previously been assigned to a number of
physical processes. In this section the uncertainty calcu-
lation is repeated for a variety of model pairs containing
systematically different physics in an attempt to establish
underlying sources of the uncertainty related to:

1. the variation of the nucleon axial mass, MQE
A ;

2. Pauli blocking;

3. CRPA corrections for long-range nucleon correla-
tions;

4. final state interactions;

5. different nuclear ground-state models.

In general, the largest discrepancy can be seen between
the HF or RMF based models and the rest of the tested
models.

Influence of MQE
A : The nominal values of MQE

A
in the HF-CRPA and SF models are 1.03 and 1.21 GeV
respectively. The impact of changing MQE

A to 1.03 GeV
in SF, broadly spanning the range of values implied
by cross-section measurements [43], is investigated as a
source of uncertainty. The uncertainties introduced in
section III A 1 are calculated between SF with the two
different values of MQE

A . The resulting uncertainties are
negligible (less than 0.1%) for every metric considered
(∆νe/νµ , ∆νe/νµ , ∆νe/νe).

Pauli blocking: Pauli blocking introduces a re-
gion at small angles and low energies where, counter
intuitively, the muon neutrino cross section becomes
larger than the electron neutrino cross section, as
discussed in section I and described in [19, 22]. In
order to investigate the influence of Pauli blocking the
nominal SF model is compared to a version in which the
Pauli blocking was disabled. The resulting systematic
uncertainties for all metrics considered due to turning
Pauli blocking on and off in the SF model is at the
level of 0.2% or less. This small impact is because Pauli
blocking affects a very narrow region of kinematic phase
space which contains only a very small portion of the
total cross section. Additional analysis of the impact
of Pauli blocking on the SF cross section predictions is
provided in appendix C.

Inclusion of CRPA nucleon correlations: As
discussed in section I, the HF-CRPA model is based
on a mean-field HF approach with CRPA corrections
to model long-range nuclear correlations. The influence
of these corrections on the derived uncertainties is
calculated as in the previous paragraphs. Overall their
inclusion leads to an uncertainty of less than 0.2% for
all metrics.

Final State Interactions: A major difference
between the HF-CRPA and SF models is the inclusion
of FSI in the calculation of the inclusive cross section,
as described in section I. This was identified as part of
the cause of the HF-CRPA forward scattering features
shown in fig. 1 [22]. The impact of FSI was studied



8

LF
G

SF
 M

Q
E

A
 1

.0
3 SF

SF
 w

/o
 P

B HF

HF
-C

RP
A

HF
-C

RP
A 

C

HF
-C

RP
A 

PW

SU
SA

LFG

SF MQE
A  1.03

SF

SF w/o PB

HF

HF-CRPA

HF-CRPA C

HF-CRPA PW

SUSA

0.4 0.4 0.8 3.0 3.2 3.1 3.2 3.1

0.4 0.0 0.2 2.6 2.8 2.7 2.8 2.7

0.4 0.0 0.3 2.6 2.9 2.7 2.8 2.7

0.5 0.1 0.1 2.5 2.7 2.6 2.6 2.6

3.2 2.6 2.7 2.2 0.2 0.1 0.2 0.1

3.4 2.8 2.9 2.4 0.2 0.1 0.0 0.1

3.2 2.7 2.7 2.3 0.1 0.1 0.1 0.0

3.4 2.8 2.9 2.4 0.2 0.0 0.1 0.1

3.2 2.7 2.7 2.4 0.1 0.2 0.0 0.1
e/  uncertainty [%]

LF
G

SF
 M

Q
E

A
 1

.0
3 SF

SF
 w

/o
 P

B HF

HF
-C

RP
A

HF
-C

RP
A 

C

HF
-C

RP
A 

PW

SU
SA

LFG

SF MQE
A  1.03

SF

SF w/o PB

HF

HF-CRPA

HF-CRPA C

HF-CRPA PW

SUSA

0.9 0.9 1.3 2.0 2.2 1.9 1.8 2.4

1.0 0.0 0.2 1.1 1.2 1.0 0.8 1.5

0.9 0.0 0.3 1.1 1.3 1.1 0.9 1.5

1.0 0.1 0.0 1.2 1.3 1.1 0.7 1.5

2.0 1.1 1.1 0.5 0.2 0.0 0.1 0.4

2.2 1.2 1.3 0.7 0.2 0.2 0.3 0.3

2.0 1.0 1.1 0.5 0.0 0.2 0.0 0.5

2.1 1.2 1.3 0.2 0.2 0.0 0.2 0.3

2.5 1.5 1.5 1.2 0.4 0.2 0.4 0.6
e/  uncertainty [%]

LF
G

SF
 M

Q
E

A
 1

.0
3 SF

SF
 w

/o
 P

B HF

HF
-C

RP
A

HF
-C

RP
A 

C

HF
-C

RP
A 

PW

SU
SA

LFG

SF MQE
A  1.03

SF

SF w/o PB

HF

HF-CRPA

HF-CRPA C

HF-CRPA PW

SUSA

0.5 0.5 0.6 1.0 1.1 1.2 1.4 0.7

0.6 0.0 0.0 1.5 1.6 1.7 1.9 1.2

0.5 0.0 0.0 1.5 1.6 1.6 1.9 1.2

0.5 0.2 0.1 1.3 1.4 1.5 1.9 1.1

1.1 1.5 1.5 1.7 0.0 0.1 0.3 0.4

1.2 1.6 1.6 1.7 0.0 0.1 0.2 0.4

1.2 1.6 1.6 1.8 0.1 0.1 0.1 0.5

1.3 1.6 1.6 2.2 0.0 0.0 0.0 0.4

0.7 1.2 1.2 1.2 0.3 0.4 0.4 0.7
e/ e uncertainty [%]

FIG. 5: The flux-average uncertainties in percent obtained by comparing different cross section models ∆νe/νµ (top
left), ∆ν̄e/ν̄µ (top right), ∆νe/ν̄e (bottom). The details of the models labelled on the X and Y axes are provided in
table I. The lower triangle is averaged over the event rate distribution predicted by the model given on the x-axis,
while the upper triangle contains the resulting values from the averaging over the model on the y-axis, resulting in

an asymmetric matrix.

within the HF-CRPA model by turning its effects on
and off, as stated in section II. The derived uncertainty
was found to be less than 0.3%, for all metrics. This is
due to the small overlap between the heavily impacted
forward lepton region and the phase space covered by
the electron (anti)neutrino appearance events expected
at the Hyper-K (or T2K) FD.

Nuclear model: Rather than comparing HF-CRPA
with SF, uncertainites are instead derived from compar-
ing the predictions of the NEUT-generated LFG model

and the calculated SuSAv2 model to the SF model.
The results in fig. 5 show that SuSAv2 and LFG lie
somewhere between the SF and HF(-CRPA). The result
of SuSAv2 is closer to the HF(-CRPA) one, which also
uses a mean-field nuclear model with similar behaviour
at intermediate interaction kinematics. This clustering
of models highlights that the largest discrepancies are
likely given by the different the nuclear models, in par-
ticular of the nuclear ground state (since FSI and Pauli
blocking effects individually were not large). Whilst

the difference in
(—)

ν e/
(—)

ν µ cross section ratios between
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models is dominated by the very forward and backward
regions, as highlighted for the SF and HF-CRPA case
in fig. 2, the impact on Hyper-K oscillated νe and ν̄e
event rates remains driven by differences at intermediate
scattering angles.

3. Investigating the uncertainty related to differences
between carbon and oxygen nuclear models

As described in section I, it is important to study the
uncertainty related to potentially large differences in the
modelling of (anti)neutrino interactions in oxygen and
carbon target nuclei. In order to evaluate this, the cross-
section calculation from HF-CRPA on carbon nucleus
was compared with cross-section calculations using an

oxygen target. RHF-CRPA 12C
νe/νµ

and RHF-CRPA 12C
ν̄e/ν̄µ

were

studied and the related uncertainty was evaluated from
the double ratio defined in eq. (2), following the same
procedure described in section II.

The resulting uncertainty on the νe/νe cross section
ratio is comparable to the one obtained when comparing
only models on carbon nucleus, suggesting that carbon-
to-oxygen differences appears to have a subdominant ef-
fect on the cross-section ratios, at least for the HF-CRPA
model.

4. Impact on the oscillated event rate

As discussed in section I, the sensitivity to δCP and
the neutrino MO is achieved by precisely measuring and
comparing the νµ → νe and the νµ → νe oscillation
probabilities. Both the search for leptonic CP symmetry
violation and the definition of the neutrino MO rely on
the precise measurement of an asymmetry between the
νµ → νe and ν̄µ → ν̄e appearance probabilities. To better
visualise such effect and compare it with the uncertainties
∆νe/νµ , ∆ν̄e/ν̄µ and ∆νe/ν̄e derived in section III A 1, “bi-
event” plots were produced. These show the expected
number of νµ → νe versus ν̄µ → νe appearance events
detected at the FD for different values of the oscillation
parameters. The simulation of the Hyper-K experimental
configuration is detailed in appendix A.

The bi-event plots are shown for different values of
δCP , the MO and sin2 θ23 in fig. 6. Each point in the bi-
event ellipse corresponds to a different oscillation model,
i.e. a different set of values of the oscillation parame-
ters. The separation between different oscillation models
is compared with the statistical uncertainty as well as the
cross-section uncertainty derived from the model spread
outlined in the previous sections. Whilst the largest
discrepancy between any pair of models for RRνe/ν̄e is

∆
(HF-CRPA PW) / (SF w/o PB)
νe/νe

= 2.2%, note that this is

a comparison of incomplete models (the former without
FSI and the latter without Pauli Blocking). Therefore, as

the complete models in their nominal configuration show-
ing the largest differences in the predictions of RRνe/ν̄e ,
differences between HF-CRPA and SF are used for the
uncertainty calculation.

It can immediately be noted that the uncertainty
∆νe/νµ is slightly larger than ∆ν̄e/ν̄µ and so the cross-
section modelling uncertainty bar shows a slope steeper
than 45◦. It can also be observed that the impact of the
normalisation uncertainties, ∆νe/νµ and ∆ν̄e/ν̄µ , associ-
ated with the modelling of nuclear effects are comparable
to the statistical uncertainty but are fully correlated.
Hence, the resulting uncertainty mostly affects the
sensitivity to the CP conserving term (proportional to
cos δCP ) of the oscillation probability, rather than the CP
violating one (proportional to sin δCP ). More specifically,
it introduces a degeneracy between the CP conserving
values δCP = 0 and π, rather than between δCP = ±π/2
(CP violating) and 0, π (CP conserving)3. Moreover,
it does not extend the range of δCP values for which
there is degeneracy between the different MO and δCP
but it does enhance the existing significant degeneracy
in regions where the ellipses for the different MO overlap.

Fig. 6 also shows that a stronger degeneracy is intro-
duced in the measurement of sin2 θ23, whose effect is cor-
related between νe and νe events. In particular, the cross-
section modelling uncertainty ∆νe/ν̄e can therefore affect
the determination of the θ23 octant, which only can be
resolved with νµ → νe and ν̄µ → ν̄e measurements.

B. Impact on oscillation experiments: ESSνSB

A sensitivity study analogous to the one in section III
has been conducted for a configuration similar to the
ESSνSB conceptual experiment [9] using an FD base-
line of 360 km. The (anti)neutrino flux is peaked around
0.3 GeV, compared to Hyper-K’s 0.6 GeV. Therefore, it
is expected that the ESSνSB may be subject to larger
uncertainties related to a potential mismodeling of the
νe/ν̄e cross section ratio. Details of the simulation of an
ESSνSB-like configuration can be found in appendix A.
The largest deviation of RRνe/ν̄e from unity was found
from the comparison of the SF and the HF-CRPA mod-
els, resulting in ∆νe/νµ = 6.4%, ∆νe/νµ = 2.2% and
∆νe/νe = 4.2%, considerably larger than the uncertain-
ties derived from the Hyper-K simulation.

Bi-event plots were generated following the same pro-
cedure used in section III A 4. The results are shown
in fig. 7. Features analogous to those described for the
Hyper-K case can be observed, i.e. the degeneracy is
mostly introduced between CP conserving values of δCP ,
rather than CP violating ones. Moreover, the impact

3 For reference, an approximated parametrization of the neutrino
oscillation probability can be found in [44].
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FIG. 6: The bi-event ellipse plots are shown for for the Hyper-K experiment. Left: bi-event ellipse for NO (blue
solid line) and IO (red dashed line) and different values of δCP . Right: bi-event ellipse sin2 θ23 = 0.506 (red dashed
line), 0.526 (blue solid line), 0.546 (orange dashed line) and δCP . The green dots highlight different values of δCP

and the black bars show the corresponding statistical uncertainty. The diagonal light blue bar shows the modelling

uncertainty on the νe/ν̄e (∆
HF−CRPA/SF
νe/ν̄e

).

of the estimated systematic uncertainty is found to be
much larger than the projected statistical uncertainties
and significantly impact the sensitivity to determining
the sin2 θ23 octant.

It is worth noting that the ESSνSB experimental con-
cept shows sensitivity to both the first and the second
oscillation maxima, as shown in fig. 8. Hence, the energy
spectral information becomes more relevant than for the
Hyper-K case, making the bi-event plot based sensitivity
study more limited compared to an oscillation analysis
that also includes shape information.

IV. SUMMARY AND OUTLOOK

In this article we analysed and quantified the impact
of potential mismodelling of the νe/νµ and ν̄e/ν̄µ cross-
section ratios due to nuclear effects on measurements of
the neutrino oscillation probability at future LBL exper-
iments. Whilst fig. 1 and fig. 2 confirm large differences
between nuclear model predictions of the ratio of muon
and electron (anti)neutrino cross sections at both forward
regions and (in the antineutrino case) at very high an-
gles, as noted in previous works, fig. 3 shows that these
are also regions of very low flux-averaged cross section
for T2K/Hyper-K (whilst not shown explicitly, this is
also the case for ESSνSB). Still, the ratio of model pre-
dictions for flux-averaged cross-section ratios of νe/νµ,

ν̄e/ν̄µ and ν̄e/ν̄µ remains non-negligible relative to the
few-% level of precision required by future generations of
oscillation experiments.

For T2K and Hyper-K, model differences are equal or
smaller than 2.2%, as summarised in fig. 5. For a Hyper-
K-like simulation, it is shown that the uncertainties imply
only a weak worsening of the sensitivity to the CP vio-
lating term (sin δCP ) of the oscillation probability and
neutrino MO but that a substantial impact, compara-
ble to the one of statistical uncertainties, is expected
for measurements of the CP conserving term (cos δCP )
and the sin2 θ23 octant. Similar conclusions are made
for ESSνSB. However, the lower energy flux gives a sys-
tematic uncertainty from model spread of RRνe/ν̄e up to
4.3%, considerably larger than the expected statistical
uncertainty. Since this analysis considered a spread of
models which consider changes in only nuclear and nu-
cleon structure, the derived uncertainties should be con-
sidered an addition to those associated with radiative
corrections derived in other recent works [25–27].

Studies changing the various components of the under-
lying physics model (the nucleon axial mass, Pauli block-
ing, CRPA correlations and FSI modelling) were unable
to identify any single cause of large model differences
between HF-CRPA or SuSAv2 and SF or LFG. Fig. 5
highlights that the largest change to the ratios within a
model is the role of FSI within HF-CRPA, but the dif-
ference between applying or not applying FSI remains
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small relative to the differences between any HF-CRPA
or SuSAv2 configuration to SF or LFG. The regions of the
phase space affected by relatively large model differences
were found either at neutrino energies below 0.3 GeV
for forward-going leptons, or around 0.6 GeV for leptons
produced with angles larger than 100◦ with respect to
the neutrino direction.

It is worth noting that the reported study adopts, for
simplicity, a single systematic uncertainty per ratio con-
sidered to account for the difference between models over
the whole kinematic phase space. However, more detailed
studies will have to be performed in the future in order
to also evaluate the impact of a systematic uncertainty
affecting the modelling of the electron neutrino cross sec-
tion as a function of the phase space and, consequently,
to comprehensively estimate its impact on the measure-
ment of the neutrino oscillation parameters. This will
be particularly relevant in the case of analyses aiming
to make precision measurements of δCP close to CP-
violating values, or attempts to distinguish small from
zero CP violation, where spectral shape information is
particularly important. Nevertheless, in general, robust
integrated uncertainties on the ratios, as presented here,
remain most important for analyses focusing only on a
discovery of CP-violation.

Although the uncertainty derived from the cross-
section model spread is significant, there is scope to re-
duce it with both future theoretical developments and

experimental measurements. In particular, precise mea-
surements of muon neutrino interactions may be able to
exclude particular modelling choices and specialised mea-
surements may be able to provide a means to infer the
electron neutrino cross section as a translation of a mea-
sured muon neutrino interactions. For example, is pos-
sible that measurements which are precisely sensitive to
the CCQE muon neutrino cross section as function of lep-
ton kinematics and neutrino energy may permit a useful
inference of the electron neutrino cross section. Such a
measurement of cross-section evolution as a function of
neutrino energy may be possible using data collected at
different off-axis angles with respect to the incoming neu-
trino beam [13, 45, 46].

Dedicated measurements of electron neutrino cross sec-
tions may also be very important, offering an opportu-
nity to make direct constraints on the electron-to-muon
neutrino cross section at near detectors. These mea-
surements will involve analysing neutrino interactions
from the small (∼1%) electron neutrino contamination
to the primary muon neutrino flux at experiment’s ND,
attempts at which are often undermined by challenging
backgrounds from photon-producing processes in muon
neutrino interactions [47]. The ND electron neutrino
flux also usually differs in shape from the muon neu-
trino flux or the electron neutrino appearance flux at
the FD, and so high-statistics, high-purity measurements
may be needed to isolate the relevant regions of phase
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space. Hence, in order to perform such measurements,
massive (several tonnes) ND that combine particle track-
ing and calorimetry capabilities [48, 49] would be desir-
able at the future LBL neutrino oscillation experiments
to reduce the total uncertainty on the electron neutrino
cross section down to a few percent. Partially because of
this, the Hyper-K, DUNE, and ESSνSB experiments are
planning for the installation of significantly more mas-
sive or performant NDs than T2K and NOvA. Addition-
ally, the proposed NuStorm [50] project may facilitate
high-statistics low-background measurements of electron
neutrinos with a tuneable neutrino beam energy and spe-
cialised measurements of electron scattering may permit
uncertainty reduction through model rejection at relevant
kinematics.

The studies in this paper have been focused on CCQE
interactions on an oxygen or carbon target. One may
expect that effects analogous to those described in this
article may be similar for an argon target, and so would
be relevant to the neutrino beams of the Short-Baseline
Neutrino (SBN) program at Fermilab [51], in particular
to the lower energy off-axis NuMI beam seen by the
ICARUS experiment [52]. Additionally, current and fu-
ture oscillation experiments may benefit from additional
theoretical investigations regarding analogous modelling
differences in non-CCQE muon and electron neutrino
cross-section ratios.

In conclusion, a detailed evaluation of uncertainties

on the
(—)

ν e/
(—)

ν µ and νe/ν̄e cross-section ratios from the

modelling of nuclear effects at 0.2 to 1.2 GeV neutrino
energies has been studied using the spread of predictions
from a wide variety of models. Overall, it has been found
that such uncertainties are unlikely to be dominant in
measurements of the CP-violating sin δCP term and neu-
trino mass ordering, although they may become crucial
for analyses of cos δCP and the sin2 θ23 octant.
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Appendix A: Simulation of experimental
configurations

The method adopted to simulate and compute the
neutrino interaction spectra for is described for both the
Hyper-K and ESSνSB experimental configurations.

Hyper-K simulation: An experiment correspond-
ing to ten years of data taking with a 187 kt of water
target and an antineutrino beam mode exposure three
times larger than the neutrino one, as reported in [13], is
simulated with the NEUT neutrino event generator using
the SF CCQE cross-section model and the T2K/Hyper-K
flux [53, 54]. The Prob3++ software was used to calcu-
late the neutrino oscillation probabilities [55] and, for a
given set of oscillation parameter values, the number of
expected events was computed as:

Nosc(Eν) =
∑
Eν

Φ(Eν)×σ(Eν)×Ntgts×NPOT×Posc(Eν)

(A1)
where Eν is the neutrino energy, Φ is the incoming
neutrino flux (before oscillations occur), σ is the in-
teraction cross section, Ntgts is the number of target
nuclei, NPOT is the number of accelerator protons on
target (POT) and Posc is the oscillation appearance
probability, either νµ → νe for electron neutrino events
or ν̄µ → ν̄e for electron antineutrino events. Since Nosc
corresponds to the expected number of CCQE events
without considering detector efficiencies, smearing effects
or background, the resulting total number of events is
slightly different from the numbers reported in [13].

ESSνSB simulation: A method analogous to the
one adopted for the Hyper-K simulation was used but us-
ing the neutrino and antineutrino flux distributions of the
ESSνSB concept experiment. The fiducial active mass
was taken to be 200 kt. The flux at a baseline of 100 km
was obtained from the ESSνSB CDR [9] using a plot-
digitizer [56]. It is then additionally scaled to a FD base-
line of 360 km, assuming a radial broadening (∼ 1/r2)
of the beam. The neutrino and antineutrino oscillated
CCQE event distributions predicted by the NEUT SF
model are shown in fig. 8, using the same nominal oscil-
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lation parameters as in section III and a baseline of 360
km.

The peak is at a lower energy and spans a wider range
of angles with respect to the Hyper-K case, especially
for antineutrinos. Given that there are more events in
the region of kinematic phase space shown in fig. 1 to
be susceptible to variations of Rνe/νµ , it is unsurprising
that a larger uncertainty is found for ESSνSB compared
to the Hyper-K experiment, as discussed in section III B.

Appendix B: Statistical Uncertainties

The SF and LFG model predictions where extracted
using a NEUT monte-carlo simulation and are thus sub-
ject to a statistical uncertainty related to the number of
events generated. For this analysis, 300 million events
where produced per neutrino flavour and model. How-
ever, even with large numbers of events, the statistical
uncertainty on cross-section ratios (or double ratios) is
important to consider. The relative statistical uncer-
tainty on a cross-section ratio can be calculated as:

δ(Eν , θ)/ (NA/NB) =
√

1/NA(Eν , θ) + 1/NB(Eν , θ),
(B1)

where NA and NB are the number of events within
some bin of Eν , θ of one of the flavours. Fig. 9 shows the
relative statistical uncertainty on the cross-section ratios
considered within this article, using the two dimensional
binning shown in the majority of figures (10 degree bins
in θ and 100 MeV bins in Eν). Whilst the statistical
uncertainty within individual bins shown can be up to
∼10%, it is usually at the ∼0-3% level in the regions of
interest for this article.

When double ratios are considered (i.e. in the ratio of
model predictions of two cross section ratios) the statis-
tical uncertainty enters four times when comparing two
NEUT-generated models (note that the calculations from
the hadron tensor tables are analytical and have no statis-
tical uncertainty). The size of the relative uncertainty on
the double ratios of NEUT cross sections are also shown
in fig. 9, reaching ∼20% for some bins at very high ener-
gies and angles but is generally less than ∼5% in regions
of interest for this article.

Overall, it must be noted that the relative statisti-
cal uncertainly on the systematic uncertainties calculated
within this article, which considers the entire integrated
phase space, will be much smaller than the uncertainty
on individual bins.

Appendix C: Pauli Blocking

A comparison of the cross section predicted by NEUT’s
SF model with and without Pauli blocking is shown in
fig. 10. It is clear that the only region of the phase
space affected by Pauli blocking is at low neutrino en-
ergies and forward lepton angle, where the νµ (ν̄µ) cross
section becomes lower than the νe (ν̄e) one. This region
is also affected by a relatively large deviation from unity

in RR
SF / (SF w/o PB)
νe/νµ

. However, this is also a region of

very low cross section in all models and so barely overlaps
with the distribution of events expected at the Hyper-K
or ESSνSB FDs.

FIG. 8: The digitised ESSνSB oscillated NEUT
SF-based event rates for νµ (left) and νµ(right)

expected at the dar detector. The X and Y axes show
respectively the outgoing lepton angle and the neutrino
energy. The Z-axis shows the relative proportion of the

event rate in each bin as a percentage.
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FIG. 9: The relative fractional statistical uncertainty on single ratio, eq. (1), and double ratio, eq. (2), for the SF
and LFG models.

FIG. 10: RSF
νe/νµ

(left), R
SF w/o PB
νe/νµ

(centre) and RR
SF / (SF w/o PB)
νe/νµ

(right) are shown. The double ratio of those two

first plots is shown on the right. The contour lines highlight the regions where the single ratio significantly deviates
from unity and are built using a bi-linear interpolation based on the four nearest bin centres [42]. Note that this

uses unseen bins for neutrino energies less than 0.2 GeV.




