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A search for flavor-changing neutral-current couplings between a top quark, an up or charm
quark and a 𝑍 boson is presented, using proton–proton collision data at

√
𝑠 = 13TeV collected

by the ATLAS detector at the Large Hadron Collider. The analyzed dataset corresponds to an
integrated luminosity of 139 fb−1. The search targets both single-top-quark events produced
as 𝑔𝑞 → 𝑡𝑍 (with 𝑞 = 𝑢, 𝑐) and top-quark-pair events, with one top quark decaying through
the 𝑡 → 𝑍𝑞 channel. The analysis considers events with three leptons (electrons or muons),
a 𝑏-tagged jet, possible additional jets, and missing transverse momentum. The data are
found to be consistent with the background-only hypothesis and 95% confidence-level limits
on the 𝑡 → 𝑍𝑞 branching ratios are set, assuming only tensor operators of the Standard
Model effective field theory framework contribute to the 𝑡𝑍𝑞 vertices. These are 6.2 × 10−5
(13 × 10−5) for 𝑡 → 𝑍𝑢 (𝑡 → 𝑍𝑐) for a left-handed 𝑡𝑍𝑞 coupling, and 6.6 × 10−5 (12 × 10−5)
in the case of a right-handed coupling. These results are interpreted as 95% CL upper limits
on the strength of corresponding couplings, yielding limits for |𝐶 (13)∗

𝑢𝑊
| and |𝐶 (13)∗

𝑢𝐵
| (|𝐶 (31)

𝑢𝑊
|

and |𝐶 (31)
𝑢𝐵

|) of 0.15 (0.16), and limits for |𝐶 (23)∗
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1 Introduction

The top quark is the heaviest elementary particle known and it decays almost exclusively intoWb [1]. In
the Standard Model of particle physics (SM), flavor-changing neutral-current (FCNC) processes involving
a top quark, an up-type quark and a Z boson are forbidden at tree level and are strongly suppressed by the
GIM mechanism [2] at higher orders, leading to branching ratios for top-quark decays via FCNC processes
of the order of 10−14 [3]. However, several SM extensions predict such branching ratios to be between 10−4

and 10−7. Examples of SM extensions are the quark-singlet model [4], the two-Higgs-doublet model [5],
the Minimal Supersymmetric Standard Model (MSSM) [6], the MSSM with R-parity violation [7], models
with warped extra dimensions [8], and extended mirror fermion models [9].

FCNC couplings can be described by an effective field theory (EFT) [10, 11] that extends the SMLagrangian
LSM with higher-dimensional operators suppressed by the scale of new physics, ΛNP, as shown in Eq. (1).
At order Λ−2

NP the strength of the anomalous couplings is given by the Wilson coefficients 𝐶𝑘 that multiply
dimension-six operators O𝑘 ,

Leff = LSM + 1
Λ
2
NP

∑︁
𝑘

𝐶𝑘O𝑘 . (1)

The relevant operators for an FCNC process with a top quark and a Z boson, following the notation in
Ref. [12], are the operators O (𝑖 𝑗)

𝑢𝐵
and O (𝑖 𝑗)

𝑢𝑊
with 𝑖 ≠ 𝑗 . The indices 𝑖 and 𝑗 of the operators refer to the

flavor indices of the quark generations. One index is always equal to 3 as a top quark must be involved,
while the other one is either 1 or 2, corresponding to an up or charm quark. The FCNC tZq interactions
can be introduced by vector and tensor couplings, but only the latter are considered in this analysis because
they would produce most of the “FCNC-in-single-top-production” signal [11]. The FCNC operators can be
left-handed (LH) or right-handed (RH). The order of the indices 𝑖 and 𝑗 in Eq. (1) defines the chirality
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of the FCNC operators. A linear combination of the 𝐶 (13)
𝑢𝐵
and 𝐶 (13)

𝑢𝑊
coefficients corresponds to the tZu

LH coupling while a linear combination of the 𝐶 (31)
𝑢𝐵
and 𝐶 (31)

𝑢𝑊
coefficients defines the tZu RH coupling.

Similarly, the tZc couplings are defined by the 𝐶 (23)
𝑢𝐵
and 𝐶 (23)

𝑢𝑊
coefficients for the LH case, while the 𝐶 (32)

𝑢𝐵

and 𝐶 (32)
𝑢𝑊
coefficients describe the RH case. For each linear combination, the two coefficients assume the

same value with an opposite sign [11].

Experimental limits on the branching ratio of FCNC t → Zq decays were previously established by
experiments at the Large Electron–Positron Collider (LEP) [13–16], the Hadron–Electron Ring Accelerator
(HERA) [17], the Tevatron [18, 19] and the Large Hadron Collider (LHC) [20–23]. The most stringent
observed limits, B(t → Zu) < 17 × 10−5 and B(t → Zc) < 24 × 10−5 [21], were set by ATLAS in a
search for FCNC processes in tt decays only, using 36.1 fb−1 of 𝑝𝑝 collision data at

√
𝑠 = 13 TeV. The

quoted limits apply to both the left- and right-handed couplings, as the analysis is not sensitive to the
chirality.

This paper presents a search for FCNC tZq couplings, using 𝑝𝑝 collision data at
√
𝑠 = 13 TeV collected

by the ATLAS experiment at the LHC and corresponding to an integrated luminosity of 139 fb−1. The
search is performed by analyzing the top-quark decays in tt events as well as the production of single top
quarks, as illustrated in Figure 1. In the former channel, one of the top quarks decays through an FCNC
process (t → Zq) and the other through the dominant mode (t → Wb). In contrast, in the latter channel the
production of a single top quark proceeds through an FCNC process (gq → tZ). Single top production
with FCNC decay contributes negligibly and is not considered in this analysis. While single top-quark
production gives the analysis more sensitivity to the FCNC tZu coupling, the tt decay mode provides
almost equal sensitivity to the FCNC tZu and tZc couplings. Since the FCNC production and decay
processes are induced by the same couplings, the production cross-section and decay branching ratio are
connected. Therefore, the FCNC single-top production cross-section can be interpreted as the branching
ratio of the corresponding FCNC decay. Thus, the analysis results for the numbers of production and decay
signal events are translated into branching ratios for t → Zq. For both of the considered channels, only
the trileptonic final state is selected, in which the Z boson decays into charged leptons and the W boson
from the top quark decays leptonically. The final states where either the Z boson or the W boson decays
hadronically are not considered because of the larger backgrounds. Therefore, the analysis selects events
with three leptons (electrons or muons), a b-tagged jet, possible additional jets, and missing transverse
momentum. After the selection, the main background sources are diboson, ttZ and tZ production. To
improve the separation of signal from background events, a multivariate technique is used, which was not
employed in the previous analysis. The statistical analysis uses a binned profile likelihood fit to the data.

2 ATLAS detector

The ATLAS experiment [24] at the LHC is a multipurpose particle detector with a forward–backward sym-
metric cylindrical geometry and a near 4𝜋 coverage in solid angle.1 It consists of an inner tracking detector
surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic and

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector
and the 𝑧-axis along the beam pipe. The 𝑥-axis points from the IP to the center of the LHC ring, and the 𝑦-axis points
upwards. Cylindrical coordinates (𝑟, 𝜙) are used in the transverse plane, 𝜙 being the azimuthal angle around the 𝑧-axis. The
pseudorapidity is defined in terms of the polar angle 𝜃 as 𝜂 = − ln tan(𝜃/2). Distances in the 𝜂–𝜙 plane are measured in units of
Δ𝑅 ≡

√︃
(Δ𝜂)2 + (Δ𝜙)2.
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Figure 1: Examples of the lowest-order Feynman diagrams for (a) tt production, with one top quark decaying through
the dominant mode in the SM and the other via an FCNC process and for (b) single top-quark production via an
FCNC process in the 𝑠-channel.

hadron calorimeters, and a muon spectrometer. The inner tracking detector (ID) covers the pseudorapidity
range |𝜂 | < 2.5. It consists of silicon pixel, silicon microstrip, and transition radiation tracking detectors.
Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM) energy measurements
with high granularity. A steel/scintillator-tile hadron calorimeter covers the central pseudorapidity range
(|𝜂 | < 1.7). The endcap and forward regions are instrumented with LAr calorimeters for both the EM and
hadronic energy measurements up to |𝜂 | = 4.9. The muon spectrometer surrounds the calorimeters and is
based on three large superconducting air-core toroidal magnets with eight coils each. The field integral of
the toroids ranges between 2.0 and 6.0 Tm across most of the detector. The muon spectrometer includes a
system of precision tracking chambers and fast detectors for triggering. A two-level trigger system [25] is
used to select events. The first-level trigger is implemented in hardware and uses a subset of the detector
information to accept events at a rate below 100 kHz. This is followed by a software-based trigger that
reduces the accepted event rate to 1 kHz on average depending on the data-taking conditions. An extensive
software suite [26] is used in data simulation, in the reconstruction and analysis of real and simulated data,
in detector operations, and in the trigger and data acquisition systems of the experiment.

3 Data and samples of simulated events

The data sample used in this analysis corresponds to 139 fb−1 of pp collisions at
√
𝑠 = 13 TeV collected by

the ATLAS detector during 2015–2018, after requiring stable LHC beams and that all detector subsystems
were operational [27].

Candidate events were required to satisfy one of the single-electron triggers or one of the single-muon
triggers [25, 28, 29]. Single-lepton triggers with low transverse momentum (𝑝T) thresholds and isolation
requirements were combined in a logical OR with higher-threshold triggers that had a looser identification
criterion and did not have any isolation requirement. The lowest 𝑝T threshold used for electrons was 24GeV
(26GeV) in 2015 (2016–2018), while for muons the corresponding threshold was 20GeV (26GeV).

To evaluate the effects of the detector resolution and acceptance on the signal and background, and to
estimate the SM backgrounds, simulated event samples were produced using a Geant4-based Monte Carlo
(MC) detector simulation [30, 31]. Some of the samples used for evaluating systematic uncertainties did
not use the full Geant4 simulation but instead relied on parameterized showers in the calorimeter [31].
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The top-quark mass in the event generators described below was set to 𝑚𝑡 = 172.5GeV. In all samples, the
decays of bottom and charm hadrons were performed by EvtGen 1.2.0 [32], unless stated otherwise.

The simulated data must account for the fact that significantly more than one inelastic pp collision occurs
per bunch crossing. The average number of collisions per bunch crossing ranged from 13 to 38 for the
2015–2018 data-taking periods. Inelastic collisions were simulated using Pythia 8.186 [33] with the A3
set of tuned parameters [34] and the NNPDF2.3lo [35] set of parton distribution functions (PDFs), and
overlaid on the signal and background MC samples. These simulated events were reweighted to match
the conditions of the collision data, specifically the number of additional pp interactions in the same and
neighboring bunch crossings (pileup).

Several MC signal event samples were generated at next-to-leading order (NLO) in QCD with
MadGraph5_aMC@NLO 2.7.2 [36], using the NNPDF3.0nlo [37] PDF set. Parton showering and
hadronization were modeled with Pythia 8.302 with the NNPDF2.3lo PDF set and the A14 set of
tuned parameters [38]. Only events with leptonic decays (including 𝜏-leptons) of the W and Z bosons
were generated. The TopFCNC Universal FeynRules Output (UFO) model [11, 39, 40] was used for the
computation of top-quark FCNC production and decay processes at NLO in QCD. Since FCNC processes
in both production and decay are considered in this analysis, separate samples for each mode and for tZu
and tZc couplings were generated. In order to study the chirality of these couplings, separate samples with
LH and RH couplings were produced.

Additional signal samples generated with the same version of MadGraph5_aMC@NLO were interfaced
to Herwig 7.1.6 [41, 42] instead of Pythia 8.302 to assess the uncertainty related to the choice of
parton-shower model. The Herwig 7.1 default set of tuned parameters [42, 43] was used together with the
MMHT2014lo PDF set [44]. The decays of bottom and charm hadrons were performed by EvtGen 1.7.0.

For the normalization, the branching ratios are set to the best observed limits reported in Section 1,
constraining B(𝑡 → 𝑞

′
𝑊) = 1 − B(𝑡 → 𝑢𝑍/𝑐𝑍), with 𝑞

′
= 𝑑, 𝑠, 𝑏. The FCNC tt decay signal

is normalized using the tt cross-section prediction at next-to-next-to-leading order (NNLO) in QCD
including the resummation of next-to-next-to-leading logarithmic (NNLL) soft-gluon terms calculated
using Top++ 2.0 [45–51]. The FCNC single top-quark production signal normalization cross-section is
calculated at NLO using the TopFCNC model as implemented inMadGraph5_aMC@NLO.

The background is estimated using simulated samples that contain at least two leptons and at least two jets.
These samples include the production of tt, ttH, ttZ, ttW , tZ, tW , tWZ, Z + jets, diboson, triboson, ttt, tttt,
ttWW , ZH and WH events.

The production of tt and ttH events was modeled using the PowhegBox v2 [52–56] generator at NLO with
the NNPDF3.0nlo PDF set and the ℎdamp parameter

2 set to 1.5𝑚𝑡 for tt [57] and to 0.75 × (2𝑚𝑡 + 𝑚H)
for ttH, with 𝑚𝐻 = 125GeV. The events were interfaced to Pythia 8.230 [58] to model the parton
shower, hadronization, and underlying event, with parameters set according to the A14 tune and using the
NNPDF2.3lo set of PDFs. The decays of bottom and charm hadrons were performed by EvtGen 1.6.0.

Additional tt simulated samples are used to assess modeling uncertainties [59]. The impact of using a
different parton shower and hadronization model is evaluated by comparing the nominal “Powheg+Pythia
” tt sample with another event sample produced with the PowhegBox v2 generator, but interfaced with
Herwig 7.1.3, which used the Herwig 7.1 default set of tuned parameters and theMMHT2014lo PDF set.

2 The ℎdamp parameter is a resummation damping factor and one of the parameters that controls the matching of Powheg matrix
elements to the parton shower and thus effectively regulates the high-𝑝T radiation against which the tt system recoils.
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To estimate the systematic uncertainty in the choice of the ℎdamp parameter, a sample generated in the same
way as the nominal one but with the ℎdamp parameter set to 3.0𝑚𝑡 was produced.

The production of ttZ and ttW events was modeled using theMadGraph5_aMC@NLO 2.3.3 generator at
NLO with the NNPDF3.0nlo PDF set. The events were interfaced to Pythia 8.210, which used the A14
tune and the NNPDF2.3lo PDF set.

Additional ttZ simulated samples are used to assess modeling uncertainties. The impact of using a different
parton shower and hadronization model is evaluated by comparing the nominal ttZ sample with an event
sample produced with theMadGraph5_aMC@NLO 2.6.2 generator interfaced with Herwig 7.0.4, which
used the Herwig 7.0 default set of tuned parameters and theMMHT2014lo PDF set. The decays of bottom
and charm hadrons were performed by EvtGen 1.6.0. The uncertainty due to initial-state radiation (ISR) is
estimated by comparing the nominal event sample with two samples where the Var3c [38] up and down
variations of the A14 tune were employed.

The SM production of a single top quark in association with a Z boson (tZ) was modeled using the
MadGraph5_aMC@NLO 2.3.3 generator at NLO with the NNPDF3.0nlo PDF set. The events were
interfaced with Pythia 8.230, which used the A14 tune and the NNPDF2.3lo PDF set.

Similarly to ttZ, additional tZ simulated samples are used to assess modeling uncertainties. The impact
of using a different parton shower and hadronization model is evaluated by comparing the nominal tZ
sample with an event sample produced with theMadGraph5_aMC@NLO 2.8.1 generator interfaced with
Herwig 7.2.1, which used the Herwig 7.1 default set of tuned parameters and theMMHT2014lo PDF set.
The decays of bottom and charm hadrons were performed by EvtGen 1.7.0. The uncertainty due to ISR is
estimated by comparing the nominal tZ sample with two additional samples, which had the same settings
as the nominal one, but employed the Var3c up and down variations of the A14 tune.

The associated production of a single top quarkwith aW boson (tW)wasmodeled by thePowhegBox v2 [60]
generator at NLO in QCD using the five-flavor scheme and the NNPDF3.0nlo set of PDFs. The diagram
removal (DR) scheme [61] was used to remove interference and overlap with tt production. The events
were interfaced to Pythia 8.230, which used the A14 tune and the NNPDF2.3lo set of PDFs.

The production of tWZ events was modeled using theMadGraph5_aMC@NLO 2.3.3 generator at NLO
with the NNPDF3.0nlo PDF set. The events were interfaced with Pythia 8.212, which used the A14 tune
and the NNPDF2.3lo PDF set. The DR scheme was employed to handle the interference between the tWZ
and ttZ processes. A sample with an alternative scheme described in Ref. [62] was produced to assess the
associated systematic uncertainty.

The PowhegBox v1MC generator [63] was used to simulate at NLO accuracy the hard-scattering processes
of Z boson production and decay in the electron, muon, and 𝜏-lepton channels. It was interfaced to
Pythia 8.186 for the modeling of the parton shower, hadronization, and underlying event, with parameters
set according to the AZNLO tune [64]. The CT10nlo [65] PDF set was used for the hard-scattering
processes, whereas the CTEQ6L1 [66] PDF set was used for the parton shower. The effect of QED
final-state radiation was simulated with Photos++ 3.52 [67, 68].

Samples of diboson final states (𝑉𝑉 , with 𝑉 = W , Z) were simulated with the Sherpa 2.2.1 or 2.2.2 [69]
generator depending on the process, including off-shell effects and Higgs boson contributions where
appropriate. Fully leptonic final states and semileptonic final states, where one boson decays leptonically
and the other hadronically, were generated using matrix elements at NLO accuracy in QCD for up to
one additional parton and at LO accuracy for up to three additional parton emissions. Samples for the
loop-induced processes 𝑔𝑔 → 𝑉𝑉 were generated using LO-accurate matrix elements for up to one
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additional parton emission for both the cases of fully leptonic and semileptonic final states. The matrix
element calculations were matched and merged with the Sherpa parton shower based on Catani–Seymour
dipole factorization [70, 71] using the MEPS@NLO prescription [72–75]. The virtual QCD corrections
were provided by the OpenLoops library [76–78]. The NNPDF3.0nnlo set of PDFs was used, along
with the dedicated set of tuned parton-shower parameters developed by the Sherpa authors. Electroweak
production of a diboson in association with two jets (𝑉𝑉 𝑗 𝑗) was simulated with the Sherpa 2.2.2 generator.
The LO-accurate matrix elements were matched to a parton shower based on Catani–Seymour dipole
factorization using the MEPS@LO prescription. Samples were generated using the NNPDF3.0nnlo PDF
set, along with the dedicated set of tuned parton-shower parameters developed by the Sherpa authors. The
decays of bottom and charm hadrons are performed with built-in Sherpa features. An invariant mass of
𝑚ℓℓ > 4GeV was required at matrix-element level for any pair of same-flavor charged leptons.

To assess the uncertainty that the generator contributes to the simulation of diboson final states, alternative
samples are employed. For these, the PowhegBox v2 [79] generator was used instead of Sherpa. The effect
of singly resonant amplitudes and interference effects due to 𝑍/𝛾∗ and same-flavor lepton combinations in
the final state were included where appropriate. Interference effects between𝑊𝑊 and 𝑍𝑍 for same-flavor
charged leptons and neutrinos were ignored. Events were interfaced to Pythia 8.186 for the modeling of
the parton shower, hadronization, and underlying event, with parameters set according to the AZNLO tune.
The CT10 PDF set was used for the hard-scattering processes, whereas the CTEQ6L1 PDF set was used
for the parton shower. The factorization and renormalization scales were set to the invariant mass of the
boson pair. The same invariant mass selection as for the Sherpa samples was applied.

The production of triboson (𝑉𝑉𝑉 , with 𝑉 = W , Z) events was simulated with the Sherpa 2.2.2 generator.
Matrix elements, accurate to NLO for the inclusive process and to LO for up to two additional parton
emissions, were matched and merged with the Sherpa parton shower based on Catani–Seymour dipole
factorization using theMEPS@NLO prescription. The virtual QCD corrections for matrix elements at NLO
accuracy were provided by the OpenLoops library. Samples were generated using the NNPDF3.0nnlo
PDF set, along with the dedicated set of tuned parton-shower parameters developed by the Sherpa authors.
The decays of bottom and charm hadrons are performed with built-in Sherpa features.

The production of tttt events was modeled using theMadGraph5_aMC@NLO 2.6.2 generator at NLO
with the NNPDF3.1nlo [37] PDF set. The events were interfaced with Pythia 8.230, which used the A14
tune and the NNPDF2.3lo PDF set. The decays of bottom and charm hadrons were simulated using the
EvtGen 1.6.0 program.

Other rare top-quark processes, namely the production of ttWW and ttt events, were modeled using the
MadGraph5_aMC@NLO generator at LO interfaced with Pythia 8, which used the A14 tune. The
associated production of a Higgs boson with a W or Z boson, 𝑉H, was modeled using Pythia 8.186 with
the A14 tune and the NNPDF2.3lo PDF set.

Throughout the paper the various MC samples are merged or split as follows. The ttZ and tWZ backgrounds
are combined. The diboson contribution is split according to the origin of the associated jets using
generator-level information. Their origin is determined by matching, within a cone of size Δ𝑅 = 0.3, jets
to hadrons with 𝑝T > 5GeV. If one of the jets contains a b- or c-hadron, then it is classified as diboson
+ heavy flavor (𝑉𝑉 + HF), otherwise the event is classified as diboson + light flavor (𝑉𝑉 + LF). The tt,
tW , Z + jets, 𝑉𝑉 and tt𝑉 processes with two prompt3 leptons and one nonprompt or fake lepton (a jet

3 Prompt leptons are leptons from the decay ofW or Z bosons, either directly or through an intermediate 𝜏 → ℓ𝜈𝜈 decay, or from
the semileptonic decay of top quarks.

7



misidentified as a lepton) are shown together and called “Fakes”. The other minor backgrounds, namely
ttW , ttH, 𝑉H, ttWW , triboson, ttt and tttt, are merged and called “Other bkg.”.

4 Object reconstruction

The reconstruction of the basic objects used in the analysis is described in the following. The primary
vertex [80] is selected as the pp vertex candidate with the highest sum of the squared transverse momenta
of all associated tracks with 𝑝T > 500MeV.

Electron candidates are reconstructed from energy clusters in the EM calorimeter that match a reconstructed
track [81]. The clusters are required to be within the range |𝜂 | < 2.47, excluding the transition
region between the barrel and endcap calorimeters at 1.37 < |𝜂 | < 1.52. Each electron candidate’s
transverse impact parameter relative to the beam axis, 𝑑0, divided by its estimated uncertainty must satisfy
|𝑑0 |/𝜎(𝑑0) < 5, while the longitudinal distance 𝑧0 from the reconstructed primary vertex to the point
where 𝑑0 is measured must satisfy |𝑧0 sin(𝜃) | < 0.5mm. Electron candidates must also satisfy a transverse
momentum requirement of 𝑝T > 15GeV. A likelihood-based discriminant is constructed from a set of
variables that enhance the electron selection, while rejecting photon conversions and hadrons misidentified
as electrons. An 𝜂- and 𝑝T-dependent selection on the likelihood discriminant is applied, and the “Medium”
identification [81] is used. Electrons are also required to be isolated using criteria based on ID tracks.
Nonprompt leptons are rejected using a boosted decision tree (BDT) discriminant based on isolation and
b-tagging variables, referred to as the nonprompt-lepton BDT [82]. The efficiency at the chosen working
point for electrons satisfying the isolation criteria is about 70% for a 𝑝T of 20GeV and reaches a plateau of
95% at a 𝑝T of 100GeV. The corresponding rejection factor for leptons from the decay of b-hadrons is
about 50, estimated from a simulated tt sample. Correction factors are applied to simulated electrons to
take into account the small differences in trigger, reconstruction, identification and isolation efficiencies
between data and MC simulation.

Muon candidates are reconstructed by combining a reconstructed track from the inner detector with
one from the muon spectrometer, and are required to have 𝑝T > 15GeV and |𝜂 | < 2.5 and to meet the
“Medium” identification [83] criteria. Similarly to electrons, muon candidates must have |𝑑0 |/𝜎(𝑑0) < 3
and |𝑧0 sin(𝜃) | < 0.5mm. To reject misidentified muon candidates, several quality requirements are
imposed on the muon candidate. An isolation requirement based on ID tracks is imposed, and a threshold is
set for the nonprompt-lepton BDT output. The efficiency at the chosen working point for muons satisfying
the isolation criteria is about 80% for a 𝑝T of 20GeV and reaches a plateau of 99% at a 𝑝T of 100GeV.
The corresponding rejection factor for leptons from the decay of b-hadrons is about 20, estimated from a
simulated tt sample. Like for electrons, correction factors are applied to simulated muons to account for
the small differences between data and simulation.

Jets are reconstructed from the particle-flow objects [84] using the anti-𝑘𝑡 algorithm [85, 86] with the
radius parameter set to 𝑅 = 0.4. Their calibration follows the methodology described in Ref. [87]. Jets are
required to have 𝑝T > 25GeV and |𝜂 | < 2.5. To suppress jets arising from pileup, a discriminant called the
“jet vertex tagger” (JVT) is constructed using a two-dimensional likelihood method [88]. The jet energy
scale and resolution are corrected with 𝜂- and 𝑝T-dependent scale factors.

To identify jets containing a b-hadron (b-jets), the “DL1r” multivariate algorithm is employed [89]. It uses
impact parameter and secondary and tertiary vertex information from tracks contained in the jet as input.
Operating points are defined by a threshold value for the 𝑏-tagging discriminant output and are chosen
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to provide a specific b-jet efficiency in an inclusive tt sample. Candidate b-jets must have a 𝑏-tagging
discriminant value that exceeds a threshold corresponding to a 70% b-jet selection efficiency. With this
criterion, 0.25% of light-jets, containing neither a b- nor a c-hadron, are misidentified as b-jets, as are 10%
of jets initiated by c-quarks. Correction factors are derived and applied to correct for differences in b-jet
selection efficiency and the mistagging rates between data and MC simulation [89].

The missing transverse momentum, with magnitude 𝐸missT , is calculated as the negative of the vector sum of
the transverse momenta of all reconstructed objects. To account for soft hadronic activity, a term including
tracks associated with the primary vertex but not with any of the reconstructed objects is added to the 𝐸missT
calculation [90, 91].

To avoid cases where the detector response to a single physical object is reconstructed as two separate
final-state objects, an overlap removal procedure is used. If electron and muon candidates share a track, the
electron candidate is removed. After that, if the Δ𝑅𝑦,𝜙 distance

4 between a jet and an electron candidate is
less than 0.2, the jet is discarded. If multiple jets satisfy this requirement, only the closest jet is removed.
For jet–electron distances between 0.2 and 0.4, the electron candidate is removed. If the distance between a
jet and a muon candidate is less than 0.2, and the jet has less than three associated tracks, the jet is removed.
Any muon subsequently found at a distance of less than 0.4 from a jet is removed.

5 Event reconstruction and selection

The analysis searches for effects of FCNC tZq couplings both in tt decay and in single-top-quark production
processes. In the first process, one of the top quarks decays through the dominant mode into a W boson
and a b-quark (hereafter called the “SM top quark”, denoted by 𝑡SM), while the other top quark (hereafter
called the “FCNC top quark”, denoted by 𝑡FCNC) decays into a Z boson and a 𝑢- or 𝑐-quark. In the second
process, the production of a single top quark proceeds through an FCNC interaction in association with a
Z boson, while its decay is through the dominant mode. In each channel, only the trilepton final state is
targeted, in which the Z andW bosons decay leptonically. Therefore, the final state of the FCNC process in
tt decays is characterized by the presence of three leptons, at least two jets, one of which is a b-jet, and
missing transverse momentum from the escaping neutrino. The final state of the FCNC process in single
top-quark production is instead characterized by the presence of three leptons, a b-jet, up to one additional
jet, and missing transverse momentum. Due to the different final states, two separate signal regions (SRs)
are defined, targeting the two processes: SR1 targets FCNC processes in tt decays while SR2 targets FCNC
processes in single top-quark production. The SRs share common selections for the leptons and they differ
in their top-quark reconstruction and jet multiplicity requirements.

In both SRs, exactly three leptons (electrons or muons) that do not all have the same charge are required.
One of the leptons must have 𝑝T > 27GeV, because of the trigger thresholds, and must be matched, with
Δ𝑅 < 0.15, to the lepton reconstructed by the trigger. Events with a fourth reconstructed lepton are
vetoed. At least one opposite-sign same-flavor lepton pair (OSSF) with an invariant mass in the range
|𝑚ℓℓ − 91.2GeV| < 15GeV is required. In the 𝜇ee and e𝜇𝜇 channels the pair is uniquely identified,
whereas in the eee and 𝜇𝜇𝜇 channels both of the possible combinations are considered and the pair with
the invariant mass closer to the Z boson mass is chosen. The lepton not used to reconstruct the Z boson is

4
Δ𝑅𝑦,𝜙 is the Lorentz-invariant distance in the rapidity–azimuthal-angle plane, defined as Δ𝑅𝑦,𝜙 =

√︃
(Δ𝑦)2 + (Δ𝜙)2, where 𝑦

is the rapidity, defined as 𝑦 = (1/2) ln [(𝐸 + 𝑝𝑧)/(𝐸 − 𝑝𝑧)].

9



assumed to be the one coming from the W boson, ℓW . In SR2, to help reject background sources with a
third nonprompt lepton, events are required to have 𝑚T(ℓW , 𝜈) > 40GeV.5

In SR1 the selected events have at least two jets, with exactly one b-tagged. In SR2 the selected events have
one or two jets, with exactly one b-tagged. For events with exactly two jets, orthogonality between SR1
and SR2 is ensured by using an invariant mass cut on reconstructed top-quark candidates. An additional
SR targeting the FCNC tZc coupling in tt decay, based on the presence of a c-jet, was considered. The
c-tagging was done using the soft-muon tagging technique employed in Ref. [92]. With the current dataset,
this SR was found to bring only marginal improvements to the final limits.

In the events having at least two jets with one of them being b-tagged, the reconstruction of FCNC and
SM top-quark candidates is based on the “FCNC-in-tt-decay” signal hypothesis. The kinematics of the
top-quark candidates are reconstructed from the corresponding decay particles by minimizing the following
expression:

𝜒
2
tt =

(
𝑚
reco
𝑗𝑎ℓℓ

− 𝑚𝑡FCNC

)2
𝜎
2
tFCNC

+

(
𝑚
reco
𝑗𝑏ℓW 𝜈 − 𝑚𝑡SM

)2
𝜎
2
tSM

+

(
𝑚
reco
ℓW 𝜈 − 𝑚W

)2
𝜎
2
W

, (2)

where 𝑚reco𝑗𝑎ℓℓ
, 𝑚reco𝑗𝑏ℓW 𝜈 , and 𝑚

reco
ℓW 𝜈 are the reconstructed masses of the Zq,Wb, and ℓW𝜈 systems, respectively.

The minimization has two independent parts. The first is the jet permutation, where any non-b-tagged jet
can be assigned to 𝑗𝑎, while 𝑗𝑏 must correspond to a b-tagged jet. The second is the minimization of the 𝜒2tt
for each permutation by varying the longitudinal component of the neutrino momentum, 𝑝𝜈𝑧 , to determine
the most probable value while its transverse component is set to the missing transverse momentum in the
event.

This procedure assigns a reconstructed jet to the q-quark from the decay of the FCNC top quark and
determines the 𝑝𝜈𝑧 value to reconstruct the four-momenta of the two top-quark candidates.

In Eq. (2), the central values (𝑚𝑡FCNC
,𝑚𝑡SM

and𝑚W ) and the widths (𝜎tFCNC , 𝜎tSM and 𝜎W ) of the distributions
of the reconstructed masses of the top quark andW boson candidates are taken from reconstructed simulated
FCNC-in-tt-decay signal events that undergo the common object selection procedure just described. This
is done by matching the true q- and b-quarks in the simulated events to the reconstructed jets, setting
the longitudinal momentum of the neutrino to the 𝑝𝑧 of the true generated neutrino, and the transverse
component to the missing transverse momentum in the event, and then performing a likelihood fit with a
Bukin function6 [93] to the masses of the reconstructed top quarks and W boson. The mass values for
the LH coupling are reported in Table 1. Compatible mass values are obtained for the RH coupling. The
fraction of reconstructed top-quark candidates that are matched to the true simulated particles within a
cone of size Δ𝑅 = 0.4 is 𝜖𝑡FCNC = 75% for the FCNC top-quark candidates and 𝜖𝑡SM = 54% for the SM
top-quark candidates, where the difference comes from the fact that for the SM top-quark decay the match
of the missing transverse momentum with the generated neutrino is less efficient.

5 The transverse mass is calculated using the momentum of the lepton associated with the W boson, the 𝐸missT and the azimuthal

angle, 𝜙, between them: 𝑚T(ℓW , 𝜈)=
√︃
2𝑝ℓT𝐸

miss
T (1 − cosΔ𝜙).

6 These fits use a generalization of the Gaussian function to allow for asymmetric tails in the distribution. The overall normalization
is fixed to the yield and the shape of the function is determined by five parameters: the peak position, the width of the core, the
asymmetry, the size of the lower tail, and the size of the higher tail. From these parameters, only the peak position and the
width enter the 𝜒2.
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Table 1: Summary of the mean values and standard deviations of the invariant mass distributions for the top-quark
candidates and the W boson. These values are obtained from the Bukin fits using the FCNC-in-tt-decay signal
samples with the LH coupling. The two FCNC tZu and tZc coupling samples are combined.

FCNC top quark SM top quark W boson
𝑚𝑡FCNC

[GeV] 𝜎tFCNC [GeV] 𝑚𝑡SM
[GeV] 𝜎tSM [GeV] 𝑚W [GeV] 𝜎W [GeV]

FCNC in tt decay (LH) 171.0 11.1 166.5 23.2 80.5 15.4

Under the FCNC-in-single-top-quark-production signal hypothesis, the SM top-quark candidate is instead
reconstructed in events having one or two jets, with exactly one 𝑏-tagged. The missing transverse
momentum is assumed to be the transverse component of the neutrino momentum, while the most probable
value of 𝑝𝜈𝑧 is determined by minimizing the following expression:

𝜒
2
tZ =

(
𝑚
reco
𝑗𝑏ℓW 𝜈 − 𝑚𝑡SM

)2
𝜎
2
tSM

+

(
𝑚
reco
ℓW 𝜈 − 𝑚W

)2
𝜎
2
W

, (3)

where 𝑚reco𝑗𝑏ℓW 𝜈 and 𝑚
reco
ℓW 𝜈 are the reconstructed masses of theWb and ℓW𝜈 systems, respectively. In Eq. (3),

the central values for the masses and widths of the top quark andW boson are taken from reconstructed
simulated FCNC-in-tt-decay signal events, as is done in Eq. (2).7 Therefore, in the events with two
jets, the four-momentum of the SM top-quark candidate reconstructed under the FCNC-in-single-top-
quark-production signal hypothesis is the same as that reconstructed under the FCNC-in-tt-decay signal
hypothesis. In this case, the fraction of reconstructed top-quark candidates that are matched to the true
simulated particles within a cone of size Δ𝑅 = 0.4 is 𝜖𝑡SM = 71%.

In SR1, the mass of the FCNC top-quark candidate, 𝑚reco𝑗𝑎ℓℓ
, is required to be within 2𝜎tFCNC of 172.5GeV,

while no requirement is placed on the mass of the SM top-quark candidate, 𝑚reco𝑗𝑏ℓW 𝜈 . In SR2, the mass of the
SM top-quark candidate is required to be within 2𝜎tSM of 172.5GeV. In addition, to ensure orthogonality
with SR1, for events with exactly two jets the mass of the FCNC top-quark candidate is required to be
more than 2𝜎tFCNC from 172.5GeV. Table 2 summarizes the selection criteria applied to the signal regions
considered. With these criteria, 496 data events are selected in SR1 and 460 are selected in SR2.

Figure 2 shows the distributions of the masses of the two top-quark candidates in SR1, and the mass of the
top-quark candidate and the 𝑝T of the reconstructed Z boson in SR2. These kinematic distributions are
some of the key features that distinguish signal events from the backgrounds and they are utilized in the
multivariate analysis described in Section 6. In SR1, the dominant signal is the FCNC-in-tt-decay events
(shown with solid lines in Figure 2 separately for the tZu and tZc couplings), while the FCNC-in-single-
top-quark-production contribution (shown with dashed lines) is smaller. In contrast, SR2 is more sensitive
to the tZu FCNC-in-single-top-quark-production signal, with similar smaller contributions from the other
three signals. After the event selection the main background sources are ttZ, tZ and diboson production.

7 Using the central values for the masses and widths extracted from the FCNC single-top production signal sample does not have
a significant effect on the final results.
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Figure 2: Comparison between data and background prediction before the fit (“Pre-Fit”) for some kinematic
distributions in the SRs. The distributions are: (a) the mass of the SM top-quark candidate in SR1, (b) the mass of
the FCNC top-quark candidate in SR1, (c) the mass of the SM top-quark candidate in SR2 and (d) the transverse
momentum of the Z boson candidate in SR2. The uncertainty band includes both the statistical and systematic
uncertainties in the background prediction. The four FCNC LH signals are also shown separately, normalized to five
times the cross-section corresponding to the most stringent observed branching ratio limits [21]. The first (last) bin
in all distributions includes the underflow (overflow). The lower panels show the ratios of the data (“Data”) to the
background prediction (“Bkg.”).
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Table 2: Overview of the requirements applied to select the events in the signal regions. OSSF is an opposite-sign
same-flavor lepton pair, 𝑚Z = 91.2GeV and 𝑚t = 172.5GeV.

Common selections

Exactly 3 leptons with 𝑝T(ℓ1) > 27GeV
≥ 1 OSSF pair, with |𝑚ℓℓ − 𝑚Z | < 15GeV

SR1 SR2

≥ 2 jets 1 jet 2 jets
1 b-jet 1 b-jet 1 b-jet
– 𝑚T(ℓW , 𝜈)> 40GeV 𝑚T(ℓW , 𝜈)> 40GeV

|𝑚reco𝑗𝑎ℓℓ
− 𝑚t | < 2𝜎tFCNC – |𝑚reco𝑗𝑎ℓℓ

− 𝑚t | > 2𝜎tFCNC
– |𝑚reco𝑗𝑏ℓ𝑊 𝜈 − 𝑚t | < 2𝜎tSM |𝑚reco𝑗𝑏ℓ𝑊 𝜈 − 𝑚t | < 2𝜎tSM

6 Background estimation and separation from signal

Two classes of backgrounds are considered: processes in which three or more prompt leptons are produced,
such as diboson production or the associated production of top quarks (ttZ, tWZ, tZ, ttW , ttH) and
processes with two prompt leptons in the final state along with one additional nonprompt or fake lepton that
satisfies the selection criteria, such as tt, tW , and Z + jets. Such nonprompt or fake leptons can originate
from decays of bottom or charm hadrons, jets misidentified as electrons, leptons from kaon or pion decays,
or electrons from photon conversions.

All background contributions are estimated by using MC samples that are normalized to their respective
SM predicted cross-sections calculated at NLO in QCD. The cross-section of the ttH background includes
NLO+NLL soft-gluon resummation [94]. For the tt + tW nonprompt lepton backgrounds the normalization
is extracted from data, as described later.

After applying the event selection requirements, diboson, ttZ and tZ production constitute the largest
backgrounds. For SR1, the dominant backgrounds are ttZ and 𝑉𝑉 + HF production. Monte Carlo
simulation indicates that these represent more than 65% of the total number of selected background events
in this region, with the two processes contributing equally. For SR2, 𝑉𝑉 + HF and tZ are the dominant
backgrounds, giving 70% of background events. The processes with nonprompt leptons constitute a minor
background, with their contribution being at most 10% of the total selected events.

Four control regions (CRs) are defined and used in the fit that is described in Section 8. The CRs are used
to adjust the normalization and to reduce the associated systematic uncertainties in the main backgrounds.
The selections applied to define the CRs are summarized in Table 3 and described in the following.

A tt CR is designed to control the tt background. The tt CR is constructed by requiring the presence of
three leptons, with one of the possible pairs having opposite charge, as in the SRs. To veto the presence
of a Z boson, the opposite-sign lepton pair is also required to consist of different flavors. Events with at
least one jet, with exactly one b-tagged, are considered. This region is dominated by tt events with 40%
contamination from other backgrounds, mainly ttW and ttH. A total of 157 data events are selected for the
tt CR.

To control the ttZ background, a ttZ CR is defined. The requirements on the leptons are the same as for
the SRs, while at least four jets, with exactly two b-tagged, are required. This region is dominated by ttZ
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events with 25% contamination from other backgrounds, mainly tZ and 𝑉𝑉 + HF. A total of 286 data
events are selected for the ttZ CR.

Two mass sideband CRs are also included. These CRs are designed to contain a mixture of the main
background sources (ttZ and diboson). The mass sideband CR1 is defined with almost the same event
selection as SR1, with the differences being that the mass of the FCNC top-quark candidate must be more
than 2𝜎tFCNC from 172.5GeV, and the mass of the SM top-quark candidate must also be more than 2𝜎tSM
from 172.5GeV. The mass sideband CR2 is defined with almost the same event selection as SR2, with
the differences being that only events with one jet are considered and that the mass of the SM top-quark
candidate must be more than 2𝜎tSM from 172.5GeV. Totals of 343 and 104 data events are selected for the
mass sidebands CR1 and CR2 respectively.

Table 3: Overview of the requirements applied to select the events in the control regions. OSSF is an opposite-sign
same-flavor lepton pair, 𝑚Z = 91.2GeV and 𝑚t = 172.5GeV.

Common selections

Exactly 3 leptons with 𝑝T (ℓ1) > 27GeV
tt CR ttZ CR Sideband CR1 Sideband CR2

≥ 1 OS pair, no OSSF ≥ 1 OSSF pair ≥ 1 OSSF pair ≥ 1 OSSF pair
with |𝑚ℓℓ − 𝑚Z | < 15GeV with |𝑚ℓℓ − 𝑚Z | < 15GeV with |𝑚ℓℓ − 𝑚Z | < 15GeV

– – – 𝑚T (ℓW , 𝜈) > 40GeV
≥ 1 jet ≥ 4 jets ≥ 2 jets 1 jet
1 b-jet 2 b-jets 1 b-jet 1 b-jet
– – |𝑚reco𝑗𝑎ℓℓ

− 𝑚t | > 2𝜎tFCNC –
– – |𝑚reco𝑗𝑏ℓ𝑊 𝜈 − 𝑚t | > 2𝜎tSM |𝑚reco𝑗𝑏ℓ𝑊 𝜈 − 𝑚t | > 2𝜎tSM

To better separate the signal from the backgrounds, a multivariate analysis (MVA) technique is used. The
chosen MVA is the gradient boosted decision tree (GBDT) method implemented with TMVA [95, 96].
Decision trees [97] recursively partition the parameter space into regions where signal or background
purities are enhanced. Gradient boosting is a method which improves the performance and stability of
decision trees and involves the combination of many trees into a single final discriminant. After boosting,
the final score undergoes a transformation to map the scores onto the interval −1 to +1. The most signal-like
events have scores near +1 while the most background-like events have scores near −1. A 𝑘-fold cross
validation is employed.

The GBDT training is done separately for the LH and RH samples and in each SR as follows. In SR1, for
both the FCNC tZu and tZc coupling searches, the expected contribution from FCNC processes in tt decay
is significantly higher than the one from single-top-quark production. Therefore, the GBDT is trained with
only the FCNC-in-tt-decay signal against all backgrounds. Since the kinematics of FCNC-in-tt-decay
events for tZu and tZc couplings are similar, the FCNC-in-tt-decay signal samples with the two couplings
are combined to train the GBDT. Therefore, in SR1 a single MVA discriminant, 𝐷1, is built for both the
FCNC tZu and tZc coupling searches. In contrast, SR2 is particularly sensitive to the FCNC tZu coupling
in single-top-production events. Thus, the corresponding MVA discriminant, 𝐷𝑢

2 , is built by training the
GBDT with the the tZu-coupling FCNC-in-single-top-production sample against all backgrounds. Despite
the lower sensitivity to the FCNC tZc coupling in SR2, this region is used in combination with SR1 in
the search for a FCNC tZc coupling signal. In the total expected FCNC tZc signal yield, the contribution
from the FCNC processes in tt decay events is comparable to the one from the single-top-quark-production
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events. Therefore, in SR2 the MVA discriminant for the search for a FCNC tZc coupling signal, 𝐷𝑐
2 , is built

using both the FCNC-in-tt-decay and FCNC-in-single-top-production samples against all backgrounds.

For the training of each of the three discriminants, a total of six variables is used. These variables are
chosen from a larger set. Only variables that provide good separation and are well modeled are used in
the final training. For the 𝐷1 discriminant the six variables are: the reconstructed masses of the SM and
FCNC top-quark candidates, the Δ𝑅 separation between them, the Δ𝑅 separation between the lepton from
the SM top-quark decay and the reconstructed Z boson, the number of jets, and the transverse momentum
of the jets associated with the u/c-quark from the FCNC top-quark candidate’s decay. For both the 𝐷𝑢

2 and
𝐷

𝑐
2 discriminants the following six variables are used: the 𝑝T of the Z boson and of the b-tagged jet, the

Δ𝑅 separation between them, the SM top-quark candidate’s mass, the Δ𝑅 separation between the lepton
from the SM top-quark candidate decay and the reconstructed Z boson, and the 𝜒2 from the kinematic fit
under the signal hypothesis of an FCNC process in single-top-quark production.

7 Systematic uncertainties

Systematic uncertainties in the signal acceptance and in the normalization of the individual backgrounds,
as well as uncertainties in the shape of the fitted distributions, are taken into account. These are treated as
being correlated between the different regions, unless stated otherwise. The uncertainties are classified
into the following categories:

Reconstruction efficiency and calibration uncertainties: Systematic uncertainties affecting the recon-
struction efficiency and energy calibration of electrons, muons, jets and b-jets are propagated through the
analysis.

The differences between the electron (muon) trigger, reconstruction, selection and isolation efficiencies
in data and those in MC simulation are corrected for by scale factors derived from dedicated Z → e+e−

( Z → 𝜇
+
𝜇
− ) enriched control samples using a tag-and-probe method [81, 83]. Uncertainties in these

scale factors are taken into account. Moreover, uncertainties are included for the electron (muon) energy
(momentum) scale and resolution [81, 83].

For the jets, an uncertainty for the JVT requirement is considered. The jet energy scale was derived using
information from test-beam data, LHC collision data and simulation, as described in Ref. [98]. The impact
of the uncertainty in the jet energy resolution is also evaluated.

The 𝑏-tagging efficiencies and mistagging rates are measured in data using the same methods as described
in Refs. [99–101], with the systematic uncertainties due to 𝑏-tagging efficiency and the mistagging rates
calculated separately. The impact of the uncertainties on the 𝑏-tagging calibration is evaluated separately
for b-, c- and light-jets in the MC samples.

The uncertainty in 𝐸missT due to a possible miscalibration of the soft-track component of the 𝐸missT is derived
from data–MC comparisons of the 𝑝T balance between the hard and soft 𝐸

miss
T components [90]. The

uncertainty associated with the leptons and jets is propagated from the corresponding uncertainties in the
energy/momentum scales and resolutions, and is classified together with the uncertainty associated with
the corresponding objects.
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Signal and background modeling: The systematic uncertainties due to MC modeling of the signal and
the main backgrounds are estimated by comparing samples from different MC generators and PDF sets
and by varying the parameters associated with the renormalization and factorization scales, and additional
radiation. For some processes, some of these uncertainties are found to be negligible and therefore they are
not mentioned in the following.

For the signal, the effects of the systematic uncertainty in the renormalization and factorization scales, 𝜇r
and 𝜇f , are taken into account by varying these parameters by factors of 2 and 0.5 with respect to their
default values and comparing the results of these variations with the nominal prediction. The uncertainty in
the modeling of the parton shower is estimated by comparing the nominal signal sample with one generated
with Herwig 7 instead of Pythia 8. PDF uncertainties are found to be negligible and are not included for
the signal.

For the ttZ and tZ backgrounds, the following uncertainties are included. The effect of changing the parton
shower is considered as an uncertainty, following the same strategy used for the signal. The uncertainty
due to ISR is estimated by comparing the nominal event sample with two samples where the Var3c up and
down variations of the A14 tune were employed. Uncertainties from the variation of 𝜇r and 𝜇f are also
included.

For the tWZ background, the effect of changing the modeling of the interference with ttZ is included by
comparing two different diagram removal predictions.

The effect of changing the MC generator for the modeling of the diboson background is considered as an
uncertainty. It is evaluated by comparing the nominal Sherpa sample with one generated with PowhegBox.
This uncertainty is split into the two light- and heavy-flavor components and evaluated separately for each
jet multiplicity. Uncertainties in the 𝜇r and 𝜇f scales, as well as in the PDF and in 𝛼s are also included for
the diboson background.

For the tt background, several sources of uncertainty are taken into account. The effect of changing the
parton shower is included as an uncertainty. The Var3c A14 tune variations, as well as variations of 𝜇r and
𝜇f are also included. Additionally, the uncertainty associated with the ℎdamp parameter is evaluated by
using the alternative sample with the ℎdamp value increased to 3𝑚𝑡 . The NNPDF3.0lo replicas are used to
evaluate the PDF uncertainties for the nominal PDF. Finally, an uncertainty is added to take into account
the differences in tt background composition between the SRs and the tt CR, which is used to control the tt
background in the fit to data. In particular, the fractions of nonprompt leptons originating from each source
are computed, separately for photon conversions and b-hadron decays, in the SRs and in the tt CR, for each
jet multiplicity. Then the maximum variation of the fractions between the control region and the signal
regions is taken as an uncertainty.

Signal and background rate uncertainty: The tt cross-section uncertainties due to the PDF and 𝛼s are
calculated using the PDF4LHC15 prescription [102] with theMSTW2008nnlo [103, 104], CT10nnlo [65,
105] and NNPDF2.3lo PDF sets, and are added in quadrature to the effect of the scale uncertainty, resulting
in a total uncertainty of 5.5% that is assigned to the FCNC-in-tt-decay signal.

For the ttZ background, a 12% rate uncertainty is included [106], and for the ttH process the normalization
uncertainty is 15% [106], while for ttW a more conservative 50% is used [107]. For the tZ process,
an uncertainty of 15% in the normalization is applied [108, 109], while for the tWZ process a more
conservative 30% is used. For 𝑉𝑉 + LF production, the normalization uncertainty is taken to be 20% [110]
and for 𝑉𝑉 +HF production it is 30% [111]. Concerning the Z + jets process, a rate uncertainty of 100% is
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applied, due to the presence of a nonprompt lepton. A conservative overall normalization uncertainty of
50% is applied to the remaining minor backgrounds (ttt, tttt, 𝑉𝑉𝑉 , 𝑉H and ttWW). These background
components are typically well below 1% in the SRs.

Luminosity: The uncertainty in the combined 2015–2018 integrated luminosity is 1.7% [112], obtained
using the LUCID-2 detector [113] for the primary luminosity measurements.

Uncertainty in pileup modeling: The uncertainty in pileup modeling is accounted for by varying the
reweighting of the MC samples to the data pileup conditions, using the uncertainty in the average number
of interactions per bunch crossing.

8 Results

A simultaneous binned profile likelihood fit to the data in the SRs and the CRs is performed using MC
distributions of both the signal and background predictions. Four separate fits are performed to extract LH
and RH results for the FCNC tZu and tZc couplings. Only the relevant signal templates are used in each fit.
The templates are binned distributions of the 𝐷1 discriminant in SR1 and in the mass sideband CR1; the
𝐷

𝑢
2 discriminant in SR2 and in the mass sideband CR2; and the total event yields in the tt CR and the ttZ
CR. When fitting to extract limits on the FCNC tZc coupling, the 𝐷𝑐

2 discriminant is used instead of 𝐷
𝑢
2 .

The fitted SRs are defined from the SRs described in Section 5 after removing events that constitute
two validation regions (VRs) that are not included in the fit, but the fit results are propagated to those
regions. The VRs are used to check the stability of the fit and they are obtained by applying a selection
on the GBDT discriminants. VR1 is defined by selecting events with 𝐷1 < −0.6 from the SR1, while
VR2 contains events from SR2 with 𝐷

𝑢
2 < −0.7 and 𝐷

𝑐
2 < −0.4. With the given normalization of

the signal samples, the fraction of signal events that is selected from the SRs to enter the VRs ranges
from 2% to 5%, depending on the SR. The signal contamination in the VRs is at most 2%. The signal
selection efficiency for the FCNC-in-tt-decay signal in SR1 ranges between 4% and 5%, while that for the
FCNC-in-single-top-production signal in SR2 ranges between 3% and 4%. In contrast, the signal selection
efficiency for the FCNC-in-tt-decay signal in SR2 and the FCNC-in-single-top-production signal in SR1 is
around 1%.

The statistical analysis used to extract the signal is based on a binned likelihood functionL(𝜇, ®𝜃) constructed
as a product of Poisson probability terms over all bins in each considered distribution, and Gaussian
constraint terms for ®𝜃, a set of nuisance parameters that parameterize effects of MC statistical and systematic
uncertainties in the signal and background expectations. The signal strength parameter 𝜇 is a multiplicative
factor applied to the number of signal events normalized to a reference branching ratio. For that, the
most stringent limits mentioned in Section 1 are used. The nuisance parameters are allowed to vary in
the combined fit to adjust the expectations for signal and background according to the corresponding
systematic uncertainties, and their final values are the adjustment that best fits the data. The normalization
of the tt + tW backgrounds is unconstrained in the fit.
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A test statistic, 𝑞𝜇, is constructed according to the profile likelihood ratio:

𝑞𝜇 =



−2 ln ©«
L
(
𝜇,
ˆ̂®𝜃 (𝜇)

)
L
(
0,
ˆ̂®𝜃 (0)

) ª®¬ if �̂� < 0,

−2 ln ©«
L
(
𝜇,
ˆ̂®𝜃 (𝜇)

)
L
(
�̂�, ®̂𝜃

) ª®¬ if 0 ≤ �̂� ≤ 𝜇,

0 if �̂� > 𝜇,

(4)

where �̂� and ®̂𝜃 are the parameters that maximize the likelihood, and
ˆ̂®𝜃 are the nuisance parameter values

that maximize the likelihood for a given 𝜇 hypothesis. This test statistic is used to determine the probability
for accepting the background-only hypothesis for the observed data.

Table 4 shows the pre- and post-fit predictions for the signal and background event yields along with the
observed numbers of events in the VRs. The post-fit yields refer to the fit for the FCNC tZu LH coupling
extraction. The data and background expectation are in better agreement after the fit, with an increase
of the 𝑉𝑉 + HF background normalization within its pre-fit uncertainty. The post-fit level of agreement
between data and the background prediction in the VRs shows no significant mismodeling.

Table 4: Predicted and observed yields in the two VRs considered in the fit. The signal and background predictions
are shown before (“Pre-fit”) and after the fit to data for the FCNC tZu LH coupling extraction (“Post-fit”). The quoted
uncertainties include the statistical and systematic uncertainties of the yields. For the post-fit predictions, they are
computed taking into account correlations among nuisance parameters and among processes. For the backgrounds
with a nonprompt or fake lepton, the contribution from tt + tW is shown separately from “Other fakes”. For the
minor backgrounds, the contribution from ttW and ttH are shown separately from “Other bkg.”.

Pre-fit Post-fit
VR1 VR2 VR1 VR2

ttZ + tWZ 70 ± 10 2.2 ± 0.6 70 ± 7 2.4 ± 0.6
𝑉𝑉 + LF 10 ± 5 9.8 ± 3.4 10 ± 5 9.7 ± 3.0
𝑉𝑉 + HF 56 ± 28 36 ± 14 60 ± 14 47 ± 8
tZ 6.5 ± 1.6 13.5 ± 2.7 6.6 ± 1.5 14.7 ± 2.6
tt + tW fakes 5.4 ± 2.6 4.5 ± 1.7 4.8 ± 2.1 3.8 ± 1.4
Other fakes 0.0 ± 0.6 1.4 ± 1.9 0.03± 0.24 0.8 ± 1.1
ttW 2.3 ± 1.2 0.48 ± 0.26 2.3 ± 1.2 0.48 ± 0.25
ttH 3.0 ± 0.5 0.101± 0.032 3.0 ± 0.5 0.108± 0.033
Other bkg. 0.8 ± 0.4 0.5 ± 0.7 0.8 ± 0.4 0.5 ± 0.6

Total background 154 ± 31 69 ± 15 158 ± 13 79 ± 7

Data 151 80 151 80

Data / Bkg. 0.98± 0.22 1.16 ± 0.29 0.96± 0.11 1.01 ± 0.15

Tables 5 and 6 show the observed number of events in data and the post-fit predictions for the signal and
background event yields in the SRs and CRs. The yields refer to the fit for the FCNC tZu LH coupling
extraction. Good agreement between data and the SM expectation is observed. The normalization factor
for the tt + tW backgrounds, which is an unconstrained fit parameter, agrees with unity within uncertainties.
The variations of the post-fit background normalizations are within pre-fit uncertainties. All post-fit values
of the nuisance parameters are less than one standard deviation from the pre-fit values. The statistical
component is the dominant contribution in the total uncertainty. The same conclusions are obtained from
the fits for the other FCNC couplings.
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Table 5: Predicted and observed yields in the two SRs considered in the fit. The signal and background predictions are
shown after the fit to data for the FCNC tZu LH coupling extraction. The quoted uncertainties include the statistical
and systematic uncertainties of the yields, computed taking into account correlations among nuisance parameters and
among processes. For the backgrounds with a nonprompt or fake lepton, the contribution from tt + tW is shown
separately from “Other fakes”. For the minor backgrounds, the contribution from ttW and ttH are shown separately
from “Other bkg.”.

SR1 SR2
(𝐷1 > −0.6) (𝐷𝑢

2 > −0.7 or 𝐷𝑐
2 > −0.4)

ttZ + tWZ 137 ± 12 36 ± 6
𝑉𝑉 + LF 18 ± 7 24 ± 8
𝑉𝑉 + HF 114 ± 19 162 ± 26
tZ 46 ± 7 108 ± 18
tt + tW fakes 14 ± 4 27 ± 8
Other fakes 7 ± 8 5 ± 6
ttW 4.2± 2.1 3.1 ± 1.6
ttH 4.8± 0.7 0.89± 0.17
Other bkg. 2.0± 1.0 2.5 ± 2.9

FCNC (𝑢)𝑡𝑍 0.9± 1.7 4 ± 8
FCNC tt (𝑢𝑍) 5 ± 9 0.8 ± 1.5

Total background 348 ± 15 369 ± 21
Data 345 380

Table 6: Predicted and observed yields in the four CRs considered in the fit. The signal and background predictions
are shown after the fit to data for the FCNC tZu LH coupling extraction. The quoted uncertainties include the
statistical and systematic uncertainties of the yields, computed taking into account correlations among nuisance
parameters and among processes. For the backgrounds with a nonprompt or fake lepton, the contribution from
tt + tW is shown separately from “Other fakes”. For the minor backgrounds, the contribution from ttW and ttH are
shown separately from “Other bkg.”.

Sideband CR1 Sideband CR2 ttZ CR tt CR

ttZ + tWZ 102 ± 14 8.2 ± 1.4 230 ± 18 15.4 ± 1.5
𝑉𝑉 + LF 27 ± 11 12 ± 4 0.23± 0.19 0.38 ± 0.25
𝑉𝑉 + HF 166 ± 25 64 ± 9 17 ± 8 2.9 ± 0.5
tZ 22 ± 4 6.8 ± 1.4 21 ± 5 0.96 ± 0.19
tt + tW fakes 9.3 ± 2.6 7.2 ± 2.1 4.0 ± 1.3 93 ± 19
Other fakes 2 ± 4 2.0 ± 2.8 0.15± 0.18 0.08 ± 0.09
ttW 4.5 ± 2.3 2.3 ± 1.2 3.0 ± 1.5 27 ± 13
ttH 2.6 ± 0.4 0.33± 0.07 7.5 ± 1.2 14.1 ± 2.2
Other bkg. 3.3 ± 2.5 0.8 ± 0.4 1.9 ± 0.9 3.2 ± 1.5

FCNC (𝑢)𝑡𝑍 0.4 ± 0.7 0.17± 0.33 0.09± 0.18 0.05 ± 0.10
FCNC tt (𝑢𝑍) 0.14± 0.27 0.04± 0.07 0.11± 0.20 0.018± 0.035

Total background 338 ± 18 104 ± 8 284 ± 16 157 ± 13

Data 343 104 286 157
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The 𝜇 parameters are shown in Table 7.

Table 7: Summary of the signal strength 𝜇 parameters obtained from the fits to extract LH and RH results for the
FCNC tZu and tZc couplings. For the reference branching ratio, the most stringent limits are used [21].

Vertex Coupling 𝜇

tZu LH 0.08 ± 0.12 (stat.) ± 0.08 (syst.)
tZu RH 0.10 ± 0.12 (stat.) ± 0.08 (syst.)
tZc LH 0.10 ± 0.17 (stat.) ± 0.14 (syst.)
tZc RH 0.06 ± 0.16 (stat.) ± 0.13 (syst.)

Figure 3 shows the distributions of the fitted variables in the CRs and SRs after the fit for the FCNC tZu
LH coupling extraction. For the FCNC tZc LH coupling extraction, the fitted distributions are presented in
Figure 4, where 𝐷𝑐

2 is used in SR2 and in the mass sideband CR2. For the tt and ttZ CRs, only the event
yields are used. The data and background prediction agree within the uncertainties.

Limits on each FCNC t → Zq branching ratio are computed with the CLs method [114] using the asymptotic
properties of 𝑞𝜇 [115] and assuming that only the corresponding FCNC coupling contributes. The observed
and expected 95% confidence-level (CL) limits on the branching ratios are shown in Table 8, where the
limits on the relevant Wilson coefficients are also reported. The expected limits on the branching ratios
calculated without systematic uncertainties are lower by 20% and 25% for the tZu and tZc couplings,
respectively. The leading systematic uncertainties include the uncertainty in the SM tZ background
normalization and the diboson modeling uncertainties.

Table 8 also shows limits on the FCNC tZu LH and RH couplings obtained when considering only one
SR, either SR1 or SR2, and all CRs in the likelihood. The results show that SR2, targeting the FCNC
single-top-production signal, contributes more strongly than SR1 to the combined limits. Separate results
for the FCNC tZc coupling are not shown, since the limits are dominated by the FCNC-tt-in-decay signal.
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Figure 3: Comparison between data and background prediction after the fit to data (“Post-Fit”) for the FCNC tZu LH
coupling extraction for the fitted distributions in the CRs and SRs. The distributions are: (a) the 𝐷1 discriminant in
the mass sideband CR1, (b) the 𝐷𝑢

2 discriminant in the mass sideband CR2, (c) the 𝐷1 discriminant in SR1 and (d)
the 𝐷𝑢

2 discriminant in SR2. The uncertainty band includes both the statistical and systematic uncertainties in the
background prediction. The FCNC tZu LH signals are also separately shown, normalized to 500 or 50 times the best
fit of the signal yield. The lower panels show the ratios of the data (“Data”) to the background prediction (“Bkg.”).
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Figure 4: Comparison between data and background prediction after the fit to data (“Post-Fit”) for the FCNC tZc LH
coupling extraction for the fitted distributions in the CRs and SRs. The distributions are: (a) the 𝐷1 discriminant in
the mass sideband CR1, (b) the 𝐷𝑐

2 discriminant in the mass sideband CR2, (c) the 𝐷1 discriminant in SR1 and (d)
the 𝐷𝑐

2 discriminant in SR2. The uncertainty band includes both the statistical and systematic uncertainties in the
background prediction. The FCNC tZc LH signals are also separately shown, normalized to 500 or 50 times the best
fit of the signal yield. The lower panels show the ratios of the data (“Data”) to the background prediction (“Bkg.”).
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Table 8: Observed and expected 95% CL limits on the FCNC t → Zq branching ratios and the effective coupling
strengths for different vertices and couplings (top eight rows). For the latter, the energy scale is assumed to be
ΛNP = 1 TeV. The bottom rows show, for the case of the FCNC t → Zu branching ratio, the observed and expected
95% CL limits when only one of the two SRs, either SR1 or SR2, and all CRs are included in the likelihood.

Observable Vertex Coupling Observed Expected

SRs+CRs

B(t → Zq) tZu LH 6.2×10−5 4.9 +2.1
−1.4 × 10

−5

B(t → Zq) tZu RH 6.6×10−5 5.1 +2.1
−1.4 × 10

−5

B(t → Zq) tZc LH 13×10−5 11 +5
−3 × 10

−5

B(t → Zq) tZc RH 12×10−5 10 +4
−3 × 10

−5

|𝐶 (13)∗
𝑢𝑊

| and |𝐶 (13)∗
𝑢𝐵

| tZu LH 0.15 0.13 +0.03
−0.02

|𝐶 (31)
𝑢𝑊

| and |𝐶 (31)
𝑢𝐵

| tZu RH 0.16 0.14 +0.03
−0.02

|𝐶 (23)∗
𝑢𝑊

| and |𝐶 (23)∗
𝑢𝐵

| tZc LH 0.22 0.20 +0.04
−0.03

|𝐶 (32)
𝑢𝑊

| and |𝐶 (32)
𝑢𝐵

| tZc RH 0.21 0.19 +0.04
−0.03

SR1+CRs

B(t → Zq) tZu LH 9.7×10−5 8.6 +3.6
−2.4 × 10

−5

B(t → Zq) tZu RH 9.5×10−5 8.2 +3.4
−2.3 × 10

−5

SR2+CRs

B(t → Zq) tZu LH 7.8×10−5 6.1 +2.7
−1.7 × 10

−5

B(t → Zq) tZu RH 9.0×10−5 6.6 +2.9
−1.8 × 10

−5

9 Conclusions

A search for FCNC processes involving a top quark, an up-type quark and a Z boson is presented. FCNC
tZq couplings are searched for both in tt decay events, where one top quark decays according to the SM
and the other one decays as t → Zq, and in single top-quark production through the gq → tZ FCNC
process, followed by SM top-quark decay. The analysis uses 139 fb−1 of pp collision data collected by the
ATLAS experiment at the LHC between 2015 and 2018 at a center-of-mass energy of 13 TeV. Events
with three leptons, a b-tagged jet, possible additional jets and missing transverse momentum are selected.
Multivariate discriminants are used to distinguish signal events from background events.

The data are in good agreement with the SM expectations, and no evidence of a signal is found. Limits at
95% CL are placed on the t → Zq branching ratios for both the tZu and tZc vertices and for both the RH
and LH couplings. Assuming a LH coupling, the observed limits on the branching ratios are 6.2 × 10−5 for
t → Zu and 13 × 10−5 for t → Zc. These results for t → Zu (t → Zc) improve on the previous observed
limits from ATLAS by a factor of 3 (2), and on the previous expected limits by a factor of 5 (3). These are
the most stringent limits to date. The improvement relative to the previous results comes from the inclusion
of the FCNC-in-single-top-quark-production signal and the usage of a multivariate analysis in addition to
the higher integrated luminosity. These results also constrain the values of Wilson coefficients for effective
field theory operators contributing to the t → Zu and t → Zc FCNC decays of the top quark.
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