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1 Introduction

Grooming has emerged as an essential technique for jet substructure studies at the LHC
where the high levels of pileup (PU) and underlying event (UE) lead to large amounts
of soft QCD radiation originating from outside the jet being clustered into jets, masking
their intrinsic substructure. Grooming was initially conceived as a method for removing
some of this soft radiation from jets so as to enhance the resolution with which the sub-
structure could be examined. One of the most popular grooming algorithms is mMDT [1]
or equivalently Soft Drop [2] with β = 0. Aside from reducing the effects of UE and
PU, it was also found that grooming jets with mMDT reduces the size of hadronisation
corrections to observables measured on those jets [1]. This naturally makes observables
computed on groomed jets good candidates for direct comparison between perturbative
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QCD calculations and experimental measurements, or extractions of αs from jet substruc-
ture measurements through fitting precision calculations to data [3–5]. On top of this, it
was found that grooming with mMDT removes any non-global logarithms (NGLs) [1, 6]
which would be present for the same observable computed on un-groomed jets. This elim-
ination of NGLs removes one of the major difficulties associated with producing precise
resummed predictions for jet shape observables. Because of these favourable properties
a number of calculations have been carried out for groomed observables and compared
directly to unfolded LHC data [7–14].

There are a number of approaches to producing all orders predictions for groomed jet
observables including Monte Carlo event generators, which typically offer limited logarith-
mic accuracy [15], and analytic resummations carried out using either perturbative QCD
methods or soft collinear effective theory (SCET). The resummation for the groomed jet
mass was first carried out in [1] at NLL accuracy.1 This resummation was matched to
NLO [11] and compared with unfolded LHC data in [9] which also showed a comparison
with an NNLL calculation carried out in the small zcut limit [12, 16, 17] without NLO
matching. This latter calculation was carried out in the SCET formalism and has since
been extended to N3LL accuracy by extracting the relevant anomalous dimensions from
fixed-order codes [18], though the N3LL resummation has not been compared to data.
Although the SCET factorisation theorem has been presented for multiple observables,
the required anomalous dimensions are not known to NNLL accuracy other than for the
jet mass or equivalent observables, as far as we are aware [12, 19]. Another approach to
producing resummed predictions, in the absence of grooming, is to use the CAESAR and
ARES programs to generate, respectively, NLL and NNLL predictions [20, 21]. Never the
less, the CAESAR plug-in for Sherpa [22] was applied in refs. [7, 8] to produce NLL pre-
dictions for groomed jet angularities, where the need for NNLL resummation to reduce
the uncertainty was noted. Beyond NLL accuracy, the formal lack of recursive infra-red
and collinear safety (rIRC safety) of groomed observables starts to have an impact, thus
precluding direct use of the ARES formalism to generate NNLL predictions for groomed
observables and motivating the analytic resummation carried out in this work.

In this work we extend the NLL resummation carried out in [1] to reach NNLL accuracy.
Previously a fixed-order study of the mMDT heavy-jet mass was carried out in [23] (see
also [24]), which enabled us to uncover the relation between the NNLL terms, in the
presence of grooming, with the equivalent structures known from resummed results for
generic ungroomed two-jet observables [21, 25]. In this work we build on these insights
to obtain the resummed distribution for a wide class of rIRC safe observables, which are
additive in the presence of an arbitrary number of soft and collinear emissions, whose
momenta are denoted by ki,

Vs.c({p̃}, k1, . . . , kn) =
n∑
i=1

Vs.c({p̃}, ki) , (1.1)

1In this work we adopt a logarithmic counting scheme where the leading logarithms are double logs
despite these being absent for observables groomed with mMDT.
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where {p̃} denotes the set of primary hard partons in the final state. We focus in this
paper on e+e− collisions and consider jets clustered with Cambridge-Aachen (C/A) al-
gorithm [26, 27] in the regime where v � zcut � 1, where v denotes the value of the
observable. Although our results are derived in the context of e+e− collisions, the NNLL
results are process independent, allowing them to be used at a hadron collider, provided
appropriate NLO matching is carried out. Predictions for hadron collider phenomenology
will typically require results for gluon initiated jets as well as quark initiated jets, therefore
phenomenological results for hadron colliders are left to future work.

We begin, in section 2, by presenting the quantity to be calculated and laying out the
resummation formalism we will use to do this. In section 3, we then recap the NLL re-
summation of groomed observables and examine the treatment of multiple emission effects,
showing that these start at N3LL accuracy. The way in which we carry out the resumma-
tion to NNLL accuracy is then outlined in section 4 in which we show how the resummation
can be computed as an inclusive piece, which is evaluated in section 5, and a clustering
term, calculated in section 6. Our resummation formula is valid in the small zcut limit,
nevertheless, in section 7.1 we also include finite O(zcut) corrections at NLL accuracy using
the results of [11]. We then define our NLO matching procedure in section 7.2 and finally
present phenomenological predictions for three groomed event (jet) observables: the heavy
jet mass and two angularities: the width (λWTA

β=1 ) and Les Houches angularity (λWTA
β=0.5) [28]

in section 7.3. The angularities are defined as

λWTA
β =

∑
iEi| sin(θi)|2−β(1− | cos(θi)|)β−1∑

iEi
, (1.2)

where the sum over i runs over all particles and θi is the angle between the particle, i, and
the winner takes all (WTA) axis [29]. Finally, in section 8, we comment on the context of
our results and possible developments of this work.

2 Observable definition and resummation formalism

Our goal is to derive the cumulative distribution for additive jet shapes computed on
jets groomed with mMDT. This is given by the number of events where the value of the
observable is below v, namely

Σ(v; zcut) = 1
σ0

∞∑
n=0

∫
dσn Θ

(
v − V mMDT({p̃}, k1, . . . , kn)

)
, (2.1)

where dσn denotes the emission probability of producing n secondary partons (including
virtual corrections at all orders), σ0 is the Born cross-section for e+e− collisions and zcut is
the mMDT parameter to be defined below. We work up to NNLL accuracy in ln(v), in the
regime where v � zcut � 1. Taking v < zcut restricts us to the region where grooming is
active. In this region the distribution is at most single logarithmic in v as the argument of
soft logarithms becomes zcut, whereas for v > zcut one finds that the distribution coincides
with that of the un-groomed observable, which is double logarithmic. For phenomenological
purposes it is typical to take zcut ' 0.1, making resummation of ln(zcut) unnecessary. This
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hierarchy of scales also allows us to ignore terms suppressed by powers of v, zcut and v/zcut.
For simplicity we work in the context of e+e− collisions and separate the event into two
hemispheres. For concreteness, the hemispheres are separated by a plane perpendicular to
the thrust axis, or equivalently, for the purpose of our calculation, a plane perpendicular
to the initial qq̄ pair. We note that the exact boundary of the hemisphere is unimportant
for our purposes and it is only important that the axis used to define the hemispheres
reduces to the initial qq̄ pair in the soft and collinear limit. For example, as we will do
in section 7, the axis of the leading C/A jet in the event can be used to define the two
hemispheres. We then run mMDT on each hemisphere and compute our observable on
each of the groomed hemispheres.2 We then require that the larger value of the observable
from the two hemispheres is less than v. We can therefore calculate the cumulant for a
single hemisphere, and take the square of it to obtain the full result:3

Σ(v; zcut) = Σ2
` (v; zcut) , (2.2)

where Σ2
` (v; zcut) is the cumulant for a single hemisphere.

The mMDT grooming procedure starts by clustering the particles in a hemisphere
using the C/A algorithm and proceeds in the following way:

1. Undo the last clustering in the sequence to obtain two branches, i and j.

2. If the softer branch does not satisfy min(Ej ,Ei)
Ei+Ej > zcut then it is discarded and the

groomer returns to step 1.

3. If min(Ei,Ej)
Ei+Ej > zcut is satisfied, the groomer stops and the groomed hemisphere con-

tains all of the particles in both i and j.

We define V ({p̃}, , k1, . . . , kn) to be a rIRC safe additive observable [20], which in the soft
and collinear limit can be parametrised as

Vs.c({p̃}, k1, . . . , kn) =
n∑
i=1

d

(
kti
Q

)a+b 1
zbi
, (2.3)

where d is a normalisation constant that we set to unity throughout. In addition, the kti
are the transverse momenta of emissions with respect to the thrust axis and zi = 2Ei/Q is
the energy fraction of the emission.

In this work we need the groomed variant of such an observable which we write as

V mMDT
s.c ({p̃}, k1, . . . , kn) =

n∑
i=1

(
Vs.c({p̃}, ki) ΘmMDT(ki, {p̃}, k1, . . . , ki−1, ki+1, . . . , kn)

)
,

(2.4)
where ΘmMDT(ki, {p̃}, k1, . . . , ki−1, ki+1, . . . , kn) = 1 if the ith emission is retained by the
groomer and zero if it is removed.

2We remind the reader that even though we compute the observable on separate hemispheres, the
observable is still global, and so we are not affected by non-global logarithms.

3Our formalism also applies naturally to event shapes where the contributions of the two hemispheres
is summed, e.g. the thrust variable.

– 4 –



J
H
E
P
0
1
(
2
0
2
3
)
0
4
5

In the limit v � 1, all emissions are constrained to be soft and/or collinear with respect
to the primary qq̄ pair. We can then write the cumulative distribution in eq. (2.1) as

Σ(v; zcut) = H(Q)
∞∑
n=0

1
n!

n∏
i=1

∫
[dki]M2

s/c(k1, . . . , kn) Θ
(
v − V mMDT({p̃}, k1, . . . , kn)

)
,

(2.5)
where, V mMDT({p̃}, k1, . . . , kn) is defined similarly to eq. (2.4) but lifting that soft and
collinear approximation on V ({p̃}, ki), and the phase space measure for a single massless
emission reads

[dk] = d3−2εk

(2π)3−2ε
1

2E , (2.6)

andM2
s/c(k1, . . . , kn) is the squared matrix-element for n soft and/or collinear emissions4

and the factor of 1/n! is the symmetry factor for n identical particles. Although eq. (2.5) is
finite in 4 dimensions, both the real and virtual components of it are separately divergent,
and hence are specified in 4− 2ε dimensions. The function H(Q) encodes the (normalized)
all orders virtual corrections to the Born process. For two hard legs, due to trivial colour
correlations, H(Q) takes a simple form given in [25, 30]. For groomed observables at NNLL
accuracy we can express H(Q) as

H(Q) =
(

1 + CFαs
2π H1

)
exp

(
−
∫ Q

[dk]M2
soft(k)

)
exp

(
−
∑
`

∫ Q2 dk2
t

k
2(1+ε)
t

γ`
(
αs
(
k2
t

)))
,

(2.7)
where we have defined αs ≡ αs(Q2), which we use throughout this article. H1 is a mul-
tiplicative constant obtained by matching eq. (2.7) onto the quark form factor at one
loop [25], and is given by H1 =

(
π2 − 8

)
. Further, M2

soft(k) denotes the soft squared am-
plitude for a single emission, with the inclusion of the CMW (physical) coupling [31]. The
explicit form ofM2

soft(k) is given below in eq. (2.13). Finally, the hard collinear anomalous
dimension,

γ`
(
αs(k2

t )
)

= CFαs(k2
t )

2π

(
γ

(0)
h.c + αs(k2

t )
2π γ

(1)
h.c

)
(2.8)

is needed up to O(α2
s) for NNLL accuracy, with the coefficients, the endpoint contributions

to the DGLAP splitting kernels [32, 33], given by:

γ
(0)
h.c = −3

2 , (2.9)

γ
(1)
h.c = −CF

(
3
8 −

π2

2 + 6ζ(3)
)
− CA

(
17
24 + 11π2

18 − 3ζ(3)
)

+ TRnf

(
1
6 + 2π2

9

)
. (2.10)

We introduce the Sudakov decomposition of any light-like momentum

kµ = z(1)pµ1 + z(2)pµ2 + κµ , (2.11)

where {p1, p2} are reference vectors corresponding to the Born level qq̄ pair. Explicitly, we
have p1 = Q

2 (1, ~nT ) and p2 = Q
2 (1,−~nT ), with ~nT a unit vector lying along the thrust axis

4In practice we will always replaceM2
s/c(k1, . . . , kn) with a more definite approximation related to our

accuracy, where at most two emissions are not fully factorised, and the rest are treated as independent.
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and κ is a vector transverse to p1 and p2. The transverse momentum, with respect to the
thrust axis, is then k2

t = −κ2. The thrust axis partitions any event into two hemispheres,
each containing either of the qq̄ pair. As noted before, the physical final state momenta of
the hard system is denoted instead by {p̃1, p̃2}. We further note that the physical energy
fraction of an emission is given by:

z = z(1) + z(2) , (2.12)

such that in the collinear limit with respect to q or (q̄), the energy fraction z coincides with
either z(1) or z(2), depending on the which hemisphere the emission is in.

With eq. (2.11) in hand we can specify the remaining ingredients in eq. (2.7). Up to
NNLL accuracy we have

[dk]M2
soft(k) =

2∑
`=1

CF ᾱs(k2
t )

π

dz(`)

z(`)
dk2

t

(k2
t )1+ε

dφ
2π

(
1 + ᾱs(k2

t )
2π KCMW

)
Θ
(
z(`) − kt

Q

)
,

(2.13)
where the sum runs over the two hemispheres, i.e. ` = {1, 2}, and KCMW = CA

(
67
18 −

π2

6

)
−

TRnf
10
9 is the CMW coupling [31]. Essentially, this amounts to replacing the double-soft

function with its inclusive limit by integrating over the branchings of the soft gluon. The
lower limit on the light-cone variables z(`) delineates the hemisphere boundary and we
defined

ᾱs = αs

(
4πµ2)ε

Γ(1− ε) . (2.14)

3 Recap of NLL resummation

Before discussing how eq. (2.5) can be evaluated up to NNLL accuracy, we shall recap the
NLL resummation of this type of observable, which is known from ref. [1]. In doing so we
will pay particular attention to the effect of multiple emissions contributing to the value of
the observable, showing that for the observables considered in this work such effects have
an impact starting at N3LL, and so can be neglected at our accuracy.

Though we shall not attempt to derive them we will also discuss two types of terms,
which despite being formally NNLL, naturally fit into an NLL resummation framework.
These are terms originating from use of the CMW scheme for the coupling [31], and the
term usually referred to as C1, which captures the O(αs) terms in the distribution which
are not logarithmically enhanced, but survive in the limit that v and zcut are taken to zero.

We can evaluate Σ(v; zcut), defined in eq. (2.5), to NLL accuracy by considering a
sequence of independent emissions which are strongly ordered in angle and inclusive of
their branchings. In this limit the squared matrix element factorises into a product of
independent emissions as

M2
s/c(k1, . . . , kn) =

n∏
i=1
M2

s/c(ki) (3.1)

with the superscript s/c denoting that the matrix elements should either be evaluated
in the soft and/or collinear approximation. At NLL accuracy, nevertheless, the collinear
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approximation is sufficient for mMDT groomed observables [1] and thus we write (in d=4
dimensions): ∫

[dk]M2
c(k) = CF

2π

∫ 1

0
dz pgq(z)

∫ z2Q2

0

dk2
t

k2
t

αs(k2
t ) , (3.2)

where the argument of the coupling is set to the transverse momentum squared of the
emission, and the upper limit on the k2

t integral denotes the hemisphere boundary, which
at NLL accuracy is immaterial because logarithms have collinear origin.5 In addition, it is
sufficient to treat the transverse momentum appearing in the argument of the coupling in
the soft and collinear approximation. Finally, the lowest-order splitting function reads

pgq(z) = 2
z
− (2− z) , (3.3)

where we remind the reader that z denotes the energy fraction of the emission.
At NLL, it also suffices to consider the observable in the soft-collinear limit as per

eq. (2.4). Moving to the derivation, the phase space for each emission can be partitioned
into a region with z < zcut and a region with z > zcut allowing us to write∫

[dk]M2
c(k) = CF

2π

∫ 1

0

2dz
z

∫ z2Q2

0

dk2
t

k2
t

αs
(
k2
t

)
Θ(zcut − z) +

∫ 1

0

dv′
v′
R′NLL,`(v′; zcut) , (3.4)

where in the first term on the right hand side, which covers the phase space with z < zcut,
we have replaced the splitting function by its soft divergent piece, as here the hard piece,
i.e. (2 − z) in eq. (3.3), can only generate power corrections in zcut. The second term
covers the phase space with z > zcut and we have defined the logarithmic derivative of the
Sudakov radiator6

R′NLL,`(v; zcut) = CF
2π

∫ 1

zcut
dz
(2
z

+ γ0
h.cδ(1− z)

)∫ z2Q2

0

dk2
t

k2
t

v δ (Vs.c(z, kt)− v) , (3.5)

in which we have replaced the splitting function with 2/z+ δ(1− z)γ0
h.c, the effect of which

is to remove power corrections in zcut and NNLL terms.
We can re-write the virtual corrections (eq. (2.7)) in the spirit of eq. (3.4) by taking the

collinear limit of eq. (2.13) and partitioning the energy fraction integral in the exponent
into regions where z > zcut and z < zcut to write (for a single hemisphere)

HNLL,`(Q) = exp
[
−
∫ 1

0

dv′
v′
R′NLL,`(v′; zcut)−

CF
2π

∫ 1

0

2dz
z

∫ z2Q2

0

dk2
t

k2
t

αs
(
k2
t

)
Θ(zcut − z)

]
,

(3.6)
where we have kept only the leading term in anomalous dimension, and dropped the H1(Q)
and KCMW terms, as is consistent with NLL accuracy.

The strong ordering of emissions means that each branch of the C/A clustering se-
quence ,that is examined by the groomer for the zcut condition, will consist of a single

5In the current section, as well as sections 4 and 5, we drop the azimuthal measure from our formulae.
6Here we effectively replace an integral over kt with a logarithmic integral over v by virtue of the Dirac

delta function in eq. (3.5). We also remind the reader that eq. (3.5) captures only NLL terms.
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emission from the initial quark, inclusive of it’s branchings. Furthermore, as shown in ap-
pendix A, we can neglect the contribution of any emission with zi < zcut to the observable
whilst only neglecting power corrections in v and zcut.7 Physically, this is because such
emissions are either groomed away, or are both softer and more collinear than the emission
that dominates the value of the observable. We therefore drop any emission with zi < zcut
from V mMDT

s.c ({p̃}, k1, . . . , kn)) in eq. (2.5). Expressing Θ(v − V mMDT
s.c ({p̃}, k1, . . . , kn)) as

its Laplace representation we can then write eq. (2.5), for a single hemisphere at NLL
accuracy as8

ΣNLL,`(v;zcut) = exp
[
−
∫ 1

0

dv′
v′
R′NLL,`(v′;zcut)−

CF
2π

∫ 1

0

2dz
z

∫ z2Q2

0

dk2
t

k2
t

αs
(
k2
t

)
Θ(zcut−z)

]

×
∫
c

dν
2πiν e

−νv
∞∑
n=0

1
n!

(∫ 1

0

dv′
v′
eνv
′
R′NLL,`(v′;zcut) (3.7)

+ CF
2π

∫ 1

0

2dz
z

∫ z2Q2

0

dk2
t

k2
t

αs
(
k2
t

)
Θ(zcut−z)

)n
,

where the first line is the virtual term, and the second line represents real corrections.
Note that in the above expression there is no factor of e−νv′ in the term accounting for
real emissions with z < zcut, as real emissions have been dropped from the observable in
this region of phase space. Eq. (3.7) can then be evaluated using what are now standard
techniques [35] to give

ΣNLL,`(v; zcut) =
exp

[
−RNLL,`(v; zcut)− γER′NLL,`(v; zcut)

]
Γ[1 +R′NLL,`(v; zcut)]

, (3.8)

where the Sudakov radiator is RNLL,`(v; zcut) =
∫ 1
v

dv′
v′ R

′
NLL,`(v′; zcut). Here we can see that

the emissions which are softer than zcut have cancelled completely against the correspond-
ing virtual corrections. Since RNLL,`(v; zcut) is single logarithmic, we see that expanding
exp[−γER′(v)]

Γ[1+R′(v)] contributes at the N3LL level and thus can be neglected.9
In the above derivation we have neglected terms proportional to KCMW which are

NNLL for groomed observables and do emerge in the full NNLL calculations of ref. [23].
However, these terms are naturally part of a strongly ordered NLL resummation and can
be included by a modification to the radiator [1]

RNLL′,`(v; zcut) = CF
2π

∫ 1

0
dz
∫ z2Q2

0

dk2
t

k2
t

αs(k2
t )
[2
z

(
1 + αs(k2

t )
2π KCMW

)
(3.9)

+
∫ 1

0
dz
∫ z2Q2

0

dk2
t

k2
t

αs(k2
t )γ

(0)
h.cδ(1− z)

]
Θ (Vs.c(z, kt)− v) Θ(z − zcut) .

where the primed notation denotes that NNLL effects which fit into the strongly ordered
framework are included. The other NNLL term which naturally fits into a strongly ordered

7We stress that this does not to the apply to the NNLL clustering correction calculated in section 6.
8We are able to express real corrections in this form because we consider event shapes, which by con-

struction do not depend on the rapidity fraction [34].
9This may not be the case for non-additive observables such as the broadening [36].
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resummation is the leading order constant, which on physical grounds must factorise from
the exponential (Sudakov factor). This contribution can naturally be accommodated within
a strongly ordered resummation through a coefficient, denoted by C1. Translating to
the full result for both hemispheres, as per eq. (2.2), we can then write the NLL result,
supplemented with the aforementioned NNLL terms as

ΣNLL′(v; zcut) =
(

1 + αsCF
2π C1

)
exp[−RNLL′(v; zcut)] , (3.10)

where the full radiator is related to the radiator for a single hemisphere simply by a factor
of two: RNLL′(v; zcut) = 2RNLL′,`(v; zcut).

In the next section, we will see that, along with the addition of a term to account for the
effect of the C/A clustering sequence, the remarkably simple structure of eq. (3.10) persists
at NNLL accuracy, with remaining NNLL terms accounted for through terms related to
the standard C1 by running coupling effects, and by evaluating the hard collinear part of
R(v; zcut) up to NNLL accuracy [25].

4 Structure of NNLL resummation

The groomed jet mass distribution was investigated, in the relevant triple-collinear limit
at order α2

s, in refs. [23]. In addition, the distribution of a generic observable has been
considered in ref. [24]. It was demonstrated that the remaining part of the NNLL groomed
jet mass result, which is not related to the strongly-ordered picture (i.e. not already in-
cluded within eq. (3.10)), is structured as an inclusive hard-collinear piece, often referred
to as B(2) [37–40], plus a term accounting for the effect of the C/A clustering sequence in
the grooming procedure. This motivates us to structure the resummation in a similar way,
by considering a suitably inclusive version of the groomed observable, which is added to a
clustering correction to give the resummed distribution we seek. This organization of our
resummed predictions is quite natural, e.g. see ref. [41]. Motivated by this we define an
observable, V simp.({p̃}, k1, . . . , kn), computed using a simplified groomer which functions
exactly as mMDT except that the C/A clustering sequence is replaced by one where partons
originating from a common parent are clustered together. For example, in figure 1, the glu-
ons (1 and 2) are first clustered together, irrespective of which pairwise angle between any
of the three partons is smallest, followed by clustering the resulting branch with the quark.

The integrated distribution (eq. (2.5)) is then written as

Σ(v; zcut) = Σsimp.(v; zcut) + Σclust.(v; zcut) , (4.1)

where the first contribution reads

Σsimp.(v; zcut) = H(Q)
∞∑
n=0

1
n!

∫ n∏
i=1

[dki]M2
s/c(k1, . . . , kn)Θ

(
v − V simp.({p̃}, k1, . . . , kn)

)
,

(4.2)
and represents the integrated distribution computed using the inclusive groomer. The
second contribution embodies the difference between the actual and simplified groomers as
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Figure 1. A diagram showing a quark emitting a gluon, which then decays to a pair of gluons.
Using our simplified groomer, the two gluons are always clustered together first, the resulting branch
is then clustered with the quark.

follows

Σclust.(v; zcut) = H(Q)
∞∑
n=0

1
n!

n∏
i=1

∫
[dki]M2

s/c(k1, . . . , kn) (4.3)

×
[
Θ
(
v − V mMDT({p̃}, k1, . . . , kn)

)
−Θ

(
v − V simp.({p̃}, k1, . . . , kn)

) ]
.

The clustering correction starts contributing only at NNLL, and arises from the regions of
phase space where the C/A clustering sequence differs from that of our simplified groomer.
This leads to different sets of emissions being groomed away by the two groomers [23].
Sections 5 and 6 describe in detail the NNLL resummation of the pieces in eqs. (4.2)
and (4.3) respectively.

5 The simplified groomer at NNLL accuracy

In this section we compute the NNLL resummed cumulant for the simplified groomer, as
given in eq. (4.2). From refs. [23] we can see that Σsimp.(v; zcut) should contain all of the
structures given in eq. (3.10); the ones which stem from strongly ordered configurations
of emissions, as well as hard-collinear terms which first enter at O(α2

s), proportional to
B(2) [37–40].

We have already presented an NLL′ result in section 3 and shown that multiple emission
effects start at N3LL, and so can be neglected at the NNLL accuracy we ultimately obtain.
We will now show, in section 5.1, how this NLL′ result can be modified to include the NNLL
hard collinear terms, completing the NNLL evaluation of Σsimp.(v; zcut). We will uncover
the almost exact similarity between the groomed simplified cumulant, Σsimp.(v; zcut), and
the ungroomed version of the observable. In particular, the structure in eq. (4.1) is chosen
to make contact with already known results for un-groomed observables in the ARES for-
malism [21, 25]. An example calculation of the observable dependent hard-collinear terms
is provided for the angularities with respect to the WTA axis in section 5.2.

5.1 NNLL hard collinear terms: B(2)

In this section we show how the NNLL hard-collinear term, B(2), arises in our resummation.
At O(α2

s), for a general observable that satisfies eq. (2.3), the term proportional to B(2) is
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of the form

−B(2)
∫ Q2

v
2
a+bQ2

(
αs
(
k2
t

)
2π

)2 dk2
t

k2
t

(5.1)

and it is known that [42–44]

B(2) = CFγ
(1)
h.c + CF b0Xv , (5.2)

where γ(1)
h.c is given in eq. (2.9), b0 = (11CA− 4TRnf )/6 and Xv is an observable dependent

coefficient. This term was identified, for the groomed jet mass, via an NLO calculation
in [23], which was found to be Xρ = π2

3 −
7
2 , for a single hemisphere. The observation was

made that this is the same as for the un-groomed jet mass [21, 25, 45], as one might expect
since hard emissions are not affected by grooming. We note that at our prescribed level of
accuracy there is some freedom in how these terms are included in the resummation, i.e.
whether or not they are exponentiated.

The γ(1)
h.c term is universal for all observables and is just part of the quark form fac-

tor [25, 42, 46]. It should therefore sit in the Sudakov radiator as it does for un-groomed
observables [25], which then reads (for a single hemisphere)

RNNLL,`(v;zcut) = CF
2π (5.3)

×
∫ 1

0

2dz(`)

z(`)

∫ (z(`)Q)2

0

dk2
t

k2
t

αs(k2
t )
(

1+ αs(k2
t )

2π KCMW

)
Θ
(
Vs.c(z(`),kt)−v

)
Θ(z−zcut)+ CF

2π

×
∫ 1

0
dz
∫ z2Q2

0

dk2
t

k2
t

αs(k2
t )
(
γ

(0)
h.c + αs(k2

t )
2π γ

(1)
h.c

)
δ(1−z)Θ(Vs.c(z,kt)−v)Θ(z−zcut) .

We note importantly that at NNLL the soft limit, i.e. the first contribution in eq. (5.3), must
be employed exactly. In particular, it is not sufficient to enforce the collinear limit as we did
at the NLL level in eq. (3.9). In the soft wide-angle region, there is a mismatch between the
energy fraction of the emission, z = z(`) +k2

t /
(
z(`)Q2

)
, and the light-cone momentum frac-

tion z(`) which results in a constant at O(αs), i.e. NNLL contribution, which here appears in
the Sudakov factor. Within NNLL accuracy we are free to, and indeed do, remove this term
from the Sudakov factor and instead include it in the C1 term. This leaves the Sudakov radi-
ator free of soft wide angle terms, and thus process independent. The evaluation of eq. (5.3)
is straightforward and is given in appendix. B. When evaluating RNNLL(v; zcut), the terms
which start at O(αs), should have the coupling evaluated at two loops in order to capture a
set of NNLL terms, whilst for the terms which start at O(α2

s), one loop accuracy is sufficient.
We now discus how the observable dependent piece of the hard-collinear terms pro-

portional to b0Xv are included in the resummation. As already stressed, the hard-collinear
pieces of the resummation are the same as for un-groomed observables and so can be re-
summed using the same methods. By examining refs. [21, 24, 25], we can see that the
observable dependent part of B(2), the b0Xv term, is in fact related to the leading-order
result and can be found by computing the C1 term of eq. (3.10) with a running coupling
with argument set to k2

t , as we shall further elaborate on below. Within the ARES for-
malism [21, 25] this can be seen by examining the functions C1

h.c and δFrec, observing that
they reproduce our b0Xv term and the corresponding parts of C1.
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The C1 term of eq. (3.10) was calculated for the heavy hemisphere mass in ref. [23] (cf.
section 3 therein), and reads C1 = −2 ln 2 (−4 ln zcut − 3)−1, if the jet mass is normalized to
(Q/2)2. So as to reduce the number of terms in formulae we instead adopt the normalization
ρ = M2

H/Q
2 as this removes the factors of ln(2) and thus C1 = −1. If we absorb the factor

of CFαs2π into the definition of C1 and re-calculate it with the argument of the coupling set
to k2

t ,10 which we denote by Cr.c(v) we find

Cr.c(ρ) = CFαs
2π

( 1
1− λρ

(
7− 2π2

3

)
+ 1

1 + 2λzcut

(−π2

3

)
+
(
π2 − 8

))

' −CFαs2π + CF

(
αs
2π

)2
b0

(
2π2

3 − 7
)

ln ρ+O(α3
s) + N3LL , (5.4)

where we have defined λx = β0αs ln 1/x and b0 = 2πβ0. From the second line of eq. (5.4) we
see that this exactly reproduces both the C1 and b0Xρ = b0

(
2π2

3 − 7
)
terms identified in [23,

24]. The details of how Cr.c(v) is calculated are given in section 5.2 where we illustrate the
calculation using the example of the angularities with respect to the WTA axis. Use of the
running coupling also results in terms beyond O(αs) which are not enhanced by logarithms
of the observable but by logarithms of zcut, which are N3LL and so can be neglected, as
we have done in the expansion in the second line of eq. (5.4).

Our final NNLL resummed result for the simplified groomer now reads

Σsimp
NNLL(v; zcut) =

(
1 + Cr.c(v)

)
exp

[
−R̄NNLL(v; zcut)

]
, (5.5)

where R̄NNLL(v; zcut) ≡ 2R̄NNLL,`(v; zcut), given in eq. (B.6). This result bears a strong
resemblance to the NLL result of [1], which was re-derived in section 3. The pure NLL
result is recovered if one neglects the Cr.c(v) term as well as the γ(1)

h.c and KCMW terms in
the Sudakov factor.

5.2 Calculating Cr.c(v)

We now turn our attention to illustrating more precisely what is captured by the function
Cr.c(v) and how it can be calculated. The computation follows the ARES formalism [21, 25],
but tailored to groomed observables. Cr.c(v) captures the difference between the leading-
order result, computed with the argument of the coupling set to k2

t ,11 and the part of the
O(αs) result that is captured by the Sudakov factor. Terms suppressed by powers of v or
zcut are neglected throughout.

When the emission is retained by the groomer, we calculate the difference between the
real contribution to the leading-order integrated distribution and the corresponding contri-
bution that is exponentiated, which we denote by Cr.c

col.,`(v). We then add to this H1(Q) =
CFαs

2π (π2 − 8), the piece of the leading-order virtual corrections that is not included in the
10In the argument of the coupling we have used kt in the soft and collinear limit, i.e. kt = zθQ/2, although

any definition of kt which coincides with this in the soft limit would be equivalent within NNLL accuracy.
11As shall be illustrated below, setting the argument of the coupling to k2

t will turn out only to be
important in the collinear limit, and even then, the kt which appears in the argument of the coupling need
only be correct in the soft and collinear limit.
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Sudakov factor. In addition, as part of the definition of Cr.c(v) we include the constant
term proportional to π2 that appears in the Sudakov radiator in eq. (B.3). The choice to
expand this term in the radiator is made to ensure that the radiator is process independent.

The general expression then reads (for a single hemisphere)

Cr.c
` (v) = CFαs

2π

(
π2

2 − 4
)
− CFαs

2π

(
π2

6

)
+ Cr.c

col.,`(v) , (5.6)

where, the first term is half of H1(Q), the second is the constant, soft-wide-angle term that
we expanded from the Sudakov factor and

Cr.c
col.,`(v) =

∫
[dk]M2(k; ε)Θ

(
v − V simp.({p̃}, k)

)
Θ(z − zcut) (5.7)

− CF
2π

∫ 1

zcut
dz
(2
z
− γ(0)

h.cδ(1− z)
)∫ z2Q2

0
dz dk2

t

k
2(1+ε)
t

αs
(
k2
t

)
Θ
(
v − V simp.

s.c (z, kt)
)
,

whereM2(k; ε) is the tree-level matrix element squared for the emission of a collinear gluon
from a qq̄ pair, retaining the full ε dependence. This calculation is carried out in d = 4−2ε
dimensions as the two integrals are separately divergent, however the full result is finite
in four dimensions. We note that apart from the need to capture the ε dependent part of
M2(k; ε), this calculation could be carried out directly in d = 4 dimensions by combining
the integrals in the first and second line. On the first line of eq. (5.7) it is important to
treat the observable correctly in the hard-collinear region of phase space rather than using
the soft and collinear parametrisation of the observable as is done in the second line of
eq. (5.7) [21, 25].

As well as correcting the observable, eq. (5.7) also corrects the matrix element in the
hard-collinear limit, which amounts to capturing terms generated by the interplay of the
O(ε) part of the splitting function and the collinear pole. As the emission is retained by
the groomer (z > zcut), Cr.c

col.,`(v) depends on the precise behaviour of the observable in the
hard-collinear limit, therefore, eq. (5.7) must be evaluated on an observable-by-observable
basis. Below we illustrate how Cr.c

col.,`(v) can be evaluated, using the angularities [47, 48]
with respect to the WTA axis [29] as an example. For e+e− colliders the angularities are
defined as [25, 48]

λWTA
β =

∑
iEi| sin(θi)|2−β(1− | cos(θi)|)β−1∑

iEi
, (5.8)

where the sum runs over all particles in the hemisphere after grooming and θi is the angle
between a particle and the WTA axis. In the soft and collinear approximation these
observables can be parametrised as per eq. (2.3) with a = 1 and b = β − 1.

In the presence of a single hard-collinear emission, the angularities with respect to the
WTA axis reads [25]

λWTA
β = min(z, 1− z)

(z(1− z))β
(
kt
Q

)β
, (5.9)

from which the soft-collinear limit, z → 0, is easily identified, viz.

λWTA,soft
β = z1−β

(
kt
Q

)β
. (5.10)
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Evaluating eq. (5.7) is equivalent to computing the functions C1
h.c and δF rec in [21, 25].

With z > zcut, we can take the collinear approximation toM2(k; ε) to write

Cr.c
col.,`(v) = CF

2π

∫ 1

zcut
dz pgq(z; ε)

∫ z2Q2

0

dk2
t

k
2(1+ε)
t

αs
(
k2
t

)
Θ
(
λWTA
β − min(z, 1− z)

(z(1− z))β
(
kt
Q

)β)

− CF
2π

∫ 1

zcut
dz
(2
z
− γ(0)

h.cδ(1− z)
)∫ z2Q2

0

dk2
t

k
2(1+ε)
t

αs
(
k2
t

)
Θ
(
λWTA
β − z1−β

(
kt
Q

)β)
, (5.11)

where pgq(z; ε) =
(

1+(1−z)2

z + εz
)
is the d-dimensional splitting function. Eq. (5.11) cor-

rects the treatment of the observable in the hard-collinear region as well as capturing terms
due to the interplay of the O(ε) term in the splitting function and the collinear pole. To
evaluate this within NNLL accuracy, we can make the approximation [21] that

αs
(
k2
t

)
' αs

(
(λWTA
β )

2
βQ2) = αs

1 + (2/β)λλWTA
β

, (5.12)

where λx was defined in the previous section. With this in hand we can now evaluate
eq. (5.11) to find

Cr.c
col.,`(v) = CF

2π
αs(

1 + (2/β)λλWTA
β

) (− 3
β

+ π2

3β −
3 ln(2)
β

− 2π2

3 + 13
2

)
. (5.13)

Notice in particular that this computation has a smooth limit as zcut → 0, and thus one
could set zcut to zero from the outset. Plugging this result back into eq. (5.6), we can then
write the expression for Cr.c(v) for the angularities with respect to the WTA axis:

Cr.c
` (v) = CFαs

2π

( 1
1 + (2/β)λλWTA

β

(
− 3
β

+ π2

3β −
3 ln(2)
β
− 2π2

3 + 13
2

)
+
(
π2

3 −4
))

. (5.14)

Expanding this to O(α2
s) one finds

Cr.c
` (v) = CFαs

2π

(5
2 −

3
β

+ π2

3

( 1
β
− 1

)
− 3 ln(2)

β

)
+
(
αs
2π

)2
CF b0

(
− 3
β

+ π2

3β −
3 ln(2)
β

− 2π2

3 + 13
2

)
ln(λWTA

β ) +O(α3
s) (5.15)

which gives the standard C1 term at order αs (for a single hemisphere) and a term propor-
tional to b0 at order α2

s, which forms part of the hard-collinear coefficient B(2) = γ
(1)
h.c +b0X

where for the angularities XλWTA
β

is the coefficient of b0 in eq. (5.15).

5.3 Relationship to resummation of un-groomed observables

We now discuss how the above result for Σsimp(v; zcut) is related to NNLL resummations of
un-groomed observables as carried out using ARES [21, 25], highlighting why a number of the
effects included there are relevant only beyond NNLL accuracy for groomed observables.
The Sudakov factor reported in eq. (5.3) has a similar structure as that given in [25], the
only differences being the boundary of the energy fraction integrals and that here there
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is no K(2) term in the soft physical coupling as in eq. (3.9) of ref. [25] as this would be
N3LL. Our Cr.c

col.(v) function is identical to the terms δF rec and C1
h.c in [21, 25]. The ARES

function δFwa would at most contribute power corrections in zcut because when an emission
is retained by the groomer the angle is constrained to be of the order v/zcut � 1.

The ARES terms FNLL, δFh.c and δFs.c are related to multiple emission effects which
we have shown start at N3LL for the observables considered in this work, although they
could come into play at NNLL for non-additive observables such as the broadening [49].
Finally, for un-groomed observables one should, at NNLL accuracy, correct for the inclusive
treatment of correlated emissions for a single correlated pair, giving a correction starting at
α2
s ln(v) which in ARES is called δFcorrel.. This logarithm is of soft origin and for groomed

observables is replaced by a logarithm of zcut, making the correction N3LL.

6 The clustering correction

We now turn our attention to the clustering correction which is given by

Σclust.(v; zcut) = H(Q)
∞∑
n=0

1
n!

n∏
i=1

∫
[dki]M2

s/c(k1, . . . , kn) (6.1)

× [Θ(v − V mMDT({p̃}, k1, . . . , kn))−Θ(v − V simp.
s.c ({p̃}, k1, . . . , kn))],

which is added to eq. (5.5) to give Σ(v; zcut) as in eq. (4.1). It is in this part of the calculation
where the lack of rIRC safety of groomed observables plays a role. This is because, as we
shall see, the clustering correction is generated as a result of the observable’s scaling with
the momentum of one emission depending on the momentum of another.

6.1 Independent emission clustering correction

As there are some differences between the clustering corrections for independent and corre-
lated emissions, we will first compute Σclust.(v; zcut) considering only independent emissions.
The calculation is carried out considering emissions in a single hemisphere, with a factor of
two provided to account for the opposite hemisphere. This piece accounts for the fact that
gluons softer than zcut, which in the previous section were always treated as being groomed
away, can be retained by the groomer, when, due to the C/A clustering sequence, they are
examined for the zcut condition as part of a branch containing another independent soft
gluon such that for two gluons labelled α and β,

zα, zβ < zcut and zα + zβ > zcut , (6.2)

resulting in the branch being retained by the groomer. This is exactly the clustering
correction calculated for the heavy hemisphere mass in ref. [23]. At NNLL accuracy, it
is sufficient to consider that such a branch only contains two independent emissions as is
depicted in figure 2. This is because requiring an extra emission in a branch results in an
extra power of the coupling but no additional logarithms so that such configurations are
at least N3LL.
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branch 2

branch 1

Figure 2. The configuration responsible for the independent emission clustering correction, where
two soft emissions with zi < zcut are de-clustered from the parent parton as a single branch which
as a whole passes the zcut condition.

As per eq. (6.1), the clustering correction Σclust.(v; zcut) is proportional to

Θ(v − V mMDT({p̃}, k1, . . . , kn))−Θ(v − V simp.
s.c. ({p̃}, k1, . . . , kn)) . (6.3)

Within NNLL accuracy, and considering only independent emissions, this quantity is only
non zero when there is a branch of the C/A clustering sequence, that is examined by the
groomer as a result of all branches at wider angles being groomed away, and which contains
two emissions labelled by kα, kβ ∈ {ki} which:

• would individually be groomed away

• collectively pass the grooming condition

• set a value of the observable larger than the cut on it: V mMDT({p̃}, kα, kβ) > v,

resulting in this pair of emissions being allowed by our simplified groomer when in fact they
should be vetoed. Therefore, we evidently have V mMDT({p̃}, k1, . . . , kα, kβ , . . . , kn) > v in
this region of phase space and, as such, the clustering correction arises when the combina-
tion of step functions in eq. (6.3) is equal to −1, i.e. V simp.

s.c. ({p̃}, k1, . . . , kα, kβ , . . . , kn) < v.
This region of phase space is illustrated on a Lund diagram in figure 3.

We will now compute the clustering correction described above. To that end, we define
the function:

Θind.
clust. ≡ Θ(θα − θα,β)Θ(θβ − θα,β)

×Θ(zcut − zα)Θ(zcut − zβ)Θ(zα + zβ − zcut)Θ(Vs.c.({p̃}, kα, kβ)− v) , (6.4)

where θα (θβ) is the angle between the final-state quark and emission α (β), and θα,β is the
angle between partons α and β. Provided we ensure that the groomer examines the branch
containing α and β, i.e. it is not stopped by a wider angle emission, Θind.

clust. isolates the region
of phase space which generates the clustering correction. The branch containing the two
emissions responsible for the clustering correction is constrained by Θ(Vs.c.({p̃}, kα, kβ)−v),
which forms part of Θind.

clust., to be at angles larger than
(
v/zbcut

)1/a+b
. The requirement on

all other emissions that V simp.
s.c. ({p̃}, k1, . . . , kn) < v forces all emissions other than α and β

which carry zi > zcut to be at angles smaller than
(
v/zbcut

)1/a+b
, thus guaranteeing that

the groomer will examine the α, β branch, see figure 3.
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v

ln(kt)

η

zcut

v

ln(kt)

η

2zcut
zcut

1

Figure 3. Lund diagram showing the region of phase space responsible for the independent emission
clustering correction in blue. The region shown in red is the vetoed phase space responsible for
the Sudakov factor. The two dots represent possible locations in the phase space for the pair of
independent emissions which generate the clustering correction. Discussion of the hashed area,
which contributes in principle to the clustering correction but turns out only to beyond NNLL
accuracy, is postponed to later in this section.

We can then write eq. (6.1) as

Σclust.
ind. (v; zcut) = −H(Q) 1

2!

∫
[dkα][dkβ ]M2

s.c(kα)M2
s.c(kβ)Θind.

clust.

×
∞∑
n=0

1
n!

n∏
i=0

∫
[dki]M2

c(ki)Θ
(
v − V simp

s.c. ({p̃}, k1, . . . , kn)
)
, (6.5)

where M2
c was defined in eq. (3.2) with M2

s.c denoting its soft limit, the explicit form of
which is given in eq. (6.7), and where kα and kβ now do not appear in the list of particles
labelled 1 to n in the final line of eq. (6.5). The real emissions labelled with i, i.e. the ones
not responsible for generating the clustering correction, can then be combined with H(Q)
and evaluated using the techniques discussed in section 3 to give12 (for a single hemisphere)

Σclust.
ind.,`(v; zcut) = F ind.

clust.,`(v) exp[−RNLL,`(v; zcut)] , (6.6)

where

F ind.
clust.,`(v) = − 1

2!

∫
[dkα][dkβ ]M2

s.c(kα)M2
s.c(kβ)Θind.

clust.

= −C2
F

∫
αs
(
k2
tα

)
2π

αs
(
k2
tβ

)
2π

2dzα
zα

2dzβ
zβ

dφ
2π

dθ2
β

θ2
β

dθ2
α

θ2
α

Θind.
clustΘ(θα − θβ) , (6.7)

12In principle, F ind.
clust.(v) is also a function of zcut but turns out not to depend on zcut within NNLL

accuracy.
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and we have used the symmetry between partons α and β to eliminate 1
2! in favour of

Θ(θα − θβ). For the jet mass, eq. (6.6) is just the NLL Sudakov factor, multiplied by the
NLO clustering correction calculated in ref. [23], where the argument of the coupling has
been set to the transverse momentum of the emission.

Factorising the clustering correction from the Sudakov factor in this way allows one to
write the full resummed integrated distribution as

ΣNNLL(v; zcut) = e−R̄NNLL(v;zcut) + (2Cr.c
` (v) + 2Fclust.,`(v))e−RNLL(v;zcut) , (6.8)

where we have anticipated a similar factorisation for the correlated emission clustering
correction and grouped the clustering terms together as Fclust. = F ind.

clust.+Fcor.
clust.. In eq. (6.8)

we have specified the NLL Sudakov factor where it multiplies Cr.c(v) and Fclust.(v) so as
to remove N3LL terms which would be generated by the interplay of these term with the
NNLL terms in the Sudakov factor.

Returning to evaluate the clustering correction, we can make two further approxima-
tions. Firstly, making the replacement αs(k2

tβ)→ αs(k2
tα) is equivalent to integrating over

the phase space of emission β and dropping terms which are beyond NNLL accuracy.13

Secondly, we can drop the contribution of emission β to the observable (V ({p̃}, kα, kβ)→
V ({p̃}, kα)) as the larger angle emission dominates the value of the observable. The latter
results only in the neglect of terms which do not contain a logarithm of v, and so are
N3LL or are suppressed by powers of zcut, which are neglected.14 We can now evaluate the
integrals over θβ and φ before exchanging the integral over θ2

α for one over k2
tα to obtain

F ind.
clust.,`(v) = − 4

π
Cl2

(
π

3

)[ ∫ z2
cutQ

2

(vzbcut)
2
a+bQ2

dk2
tα

k2
tα

(
αs
(
k2
tα

)
2π

)2 ∫ zcut

ktα/Q

dzα
zα

∫ zcut

zcut−zα

dzβ
zβ

(6.9)

+ Θ(b)
∫ (vzbcut)

2
a+bQ2

v
2
aQ2

dk2
tα

k2
tα

(
αs
(
k2
tα

)
2π

)2 ∫ (ktα/Q)
a+b
b v

−1
b

ktα/Q

dzα
zα

∫ zcut

zcut−zα

dzβ
zβ

]
,

where we have made use of the soft and collinear parametrisation of the observable in terms
of a and b given in eq. (2.3) and the second line contributes only when b > 0. The integral
in the last line corresponds to the phase space indicated by the hashed region in figure 3
and does not contribute at NNLL. It is therefore neglected from here on, and the remaining
integrals evaluated, neglecting power corrections, to give

F ind.
clust.,`(v) = −

(
αsCF

2π

)2 4π
3 Cl2

(
π

3

) ln 1/v
a+ b− 2λv

+ N3LL , (6.10)

where we have dropped power corrections and terms which are only enhanced by logarithms
of zcut and as such are N3LL.

13We have checked this by expanding αs(k2
tβ) ' αs

(
1 + β0αs ln(

k2
tβ

Q2 )
)
, evaluating the integrals over

zα, zβ , φ and θ2
β and observing that the logarithm of ktβ eventually becomes a logarithm of ktα. Any

additional terms not accounted for in our prescription are just constants with an additional power of αs
and so are N3LL.

14We have explicitly checked this for the heavy hemisphere mass, and verified that as zcut → 0 the result
asymptotes to eq. (6.10).
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As well as the NNLL O(α2
s) term, eq. (6.10) also contains NNLL terms to all orders

due to the running coupling which generates the term in the denominator proportional to
αsβ0 ln(v

2
a+b ). The running coupling also generates terms enhanced by logarithms of zcut

to all orders which are beyond NNLL accuracy and so are neglected.
We have checked eq. (6.10) at O(α2

s) against Event2 [50, 51] for the jet mass, width
and Les Houches angularity and found good agreement. This check is possible because
Event2 provides event weights separated by colour factor and associates each momenta in
the event with a species of parton. This allows one to construct both V mMDT({p̃}, k1, k2)
and V simp({p̃}, k1, k2) for each event, and thus extract the clustering correction at O(α2

s).
At O(α2

s), eq. (6.10) also agrees with the fixed order clustering correction for the jet
mass given by eq. (35) in ref. [23]. We also find agreement to all orders at NNLL accuracy
with the corresponding terms in the SCET resummation of the groomed jet mass carried
out in [12].

We have shown that a sub-jet consisting of two independent emissions, α and β, gen-
erates a correction with a single collinear logarithm of the observable, and that for this to
happen

zα, zβ < zcut and zα + zβ > zcut (6.11)
must be satisfied. The generalisation of this to three emissions, α, β, γ, is that

zi < zcut

zi + zj < zcut , i 6= j

zα + zβ + zγ > zcut ,

(6.12)

where i, j ∈ α, β, γ. As all three emissions are constrained to be at similar angles, the above
configurations can have only one logarithm of the observable and so are N3LL. A similar
argument holds for more emissions so that at NnLL accuracy one only has to consider
clustering corrections involving up to n emissions, the exception being NLL accuracy where
there is no clustering correction. Therefore, the clustering correction result we give for the
C2
F colour channel in eq. (6.10) is sufficient for NNLL accuracy.

6.2 Correlated emission clustering correction

The correlated emission clustering correction shares some similarities with the independent
emission correction. The main difference is that it is due to a pair of emissions being
groomed away in a region of phase space where the simplified groomer treats them as
being retained, as opposed to the other way around for independent emissions. An O(α2

s)
configuration where this occurs is shown in figure 4, which shows a pair of gluons, which
are treated as being retained by the simplified groomer, but are actually removed due to
the C/A clustering sequence. This configuration of emissions corresponds to the clustering
correction computed in ref. [23] for the CFCA channel.

We can calculate the correlated emission clustering correction up to NNLL accuracy
by considering a pair of correlated emissions which we again label α and β. Configurations
involving three emissions would be N3LL as argued for the independent emission cluster-
ing correction. As per eq. (6.1), for correlated emissions the clustering correction is non
vanishing if the correlated pair:
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branch 1

branch 2

Figure 4. The configuration responsible for the correlated emission clustering correction. Both
gluons have zi < zcut, but have a combined energy fraction greater than zcut. The two gluons
are clustered in separate C/A branches, with branch two being de-clustered from the jet first and
groomed away. The other gluon is then de-clustered from the quark and is also groomed away.

• would individually be groomed away

• collectively pass the grooming condition

• set a value of the observable larger than the cut on it: V mMDT({p̃}, kα, kβ) > v .

The region of phase space responsible for the clustering correction is summarised in eq. (6.2)
with Vs.c.({p̃}, kα, kβ) > v, which is illustrated in figure 5. The relevant region of phase
space for these two emissions is isolated by

Θcor.
clust. ≡ (Θ(θα,β − θα)Θ(θβ − θα) + (α↔ β))

×Θ(zcut − zα)Θ(zcut − zβ)Θ(zα + zβ − zcut)Θ(Vs.c.({p̃}, kα, kβ)− v) . (6.13)

In the same spirit as eq. (6.5), we can then write:

Σclust.
cor.,`(v; zcut) = H(Q) 1

2!

∫
[dkα][dkβ ]α2

s(k2
t )M̄2

cor(kα, kβ)Θcor.
clust.

×
∞∑
n=0

1
n!

n∏
i=0

∫
[dki]M2

c(ki)Θ(v − V simp.
s.c. ({p̃}, {ki})), (6.14)

where M̄2
cor(kα, kβ) is the squared matrix element for two correlated soft emissions, given

in appendix A of [25], but with the two factors of the coupling stripped off. The argument
of both factors of the coupling is approximated as k2

t , the total transverse momentum of
the two partons15 similar to what is done for the correlated emission correction in [21, 25].
Like the independent emission case, it is not important exactly what the argument of both
powers of the coupling are, only that they scale with the observable as v

2
a+bQ2.

In the region of phase space given by eq. (6.13), it is sufficient to use the collinear
limit of M̄2

cor(kα, kβ). Following the same steps as for the independent emission clustering
correction, we can write now write eq. (6.14) as

Σclust.
cor.,`(v; zcut) = Fcor.

clust.,`(v) exp[−RNLL,`(v; zcut)] , (6.15)
15In the region of phase space relevant for the clustering correction, the relative transverse momenta of

a and b must be of order the transverse momentum of the parent.
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v

ln(kt)

η

zcut

v

ln(kt)

η

2zcut
zcut

1

Figure 5. Lund diagram showing the region of phase space responsible for the correlated clustering
correction in blue, and in red the vetoed phase space responsible for the Sudakov factor. The black
dots depict two correlated emissions, which, due to their separation in angle are clustered into
different C/A branches, giving rise to the clustering correction. The black square represents the
parent of these two emissions.

where,

Fcor.
clust.,`(v) = 1

2!

∫
[dkα][dkβ ]α2

s(k2
t )M̄2

cor(kα, kβ)Θcor.
clust. . (6.16)

We have not been able to compute these integrals analytically. However, it is possible
to re-write them as an integral over the total transverse momentum of emissions α and β,
which collects all the observable dependence and is straightforward to evaluate, multiplied
by an integral which is computable numerically. We can write the phase space measure
from eq. (6.16) as

[dkα][dkβ ]dk2
t δk2

t
(6.17)

where

δk2
t

= δ

(
k2
t − (zα + zβ)2

(
zαθ

2
α

zα + zβ
+

zβθ
2
β

zα + zβ
−

zαzβθ
2
α,β

(zα + zβ)2

))
(6.18)

and kt is the total transverse momentum of α and β in the collinear limit. As we are
working with rIRC safe observables and up to NNLL accuracy we can make the replacement
Vs.c.({p̃}, kα, kβ) → Vs.c.({p̃}, kα + kβ) [20, 21]. Moreover, in calculating Vs.c.({p̃}, kα +
kβ), we can take the invariant mass of the α, β pair to be zero within NNLL accuracy.
In the region of phase space defined by Θcor.

clust., the ordering v < zcut then allows us to
further simplify the limits on k2

t to v
2
a+b z

2b
a+b
cut Q

2 < k2
t < z2

cutQ
2, where we have applied the

parametrisation of the observable given in eq. (2.3).
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We then choose θα > θβ and provide a factor of two to account for the opposite ordering
to write

Fcor.
clust.(v) =

∫ Q2z2
cut

Q2v
2
a+b z

2b
a+b
cut

dk2
t

k2
t

α2
s(k2

t )×
(∫

[dkα][dkβ ]M̄2
cor(kα, kβ) k2

t δk2
t

Θ(θα − θβ)

×Θ(θα,β − θβ)Θ(zcut − zα)Θ(zcut − zβ)Θ(zα + zβ − zcut)
)
. (6.19)

After integrating over the delta function in eq. (6.19), the remaining integrals within
[dkα][dkβ ] can be re-scaled so that, other than the overall factor of dk2

t

k2
t

and the argu-
ment of the coupling, there is no kt dependence in the integrals in eq. (6.19). Leaving aside
the integral over k2

t , we can carry out the rest of the integrals numerically in the limit of
zcut → 0, to give [23]:

Fcor.
clust.,`(v) = 1

2(CFTRnf1.754 + CFCA1.161)
∫ Q2z2

cut

Q2v
2
a+b z

2b
a+b
cut

(
αs(k2

t )
2π

)2 dk2
t

k2
t

. (6.20)

This is then simply evaluated to give:

Fcor.
clust.,` =

(
αs
2π

)2
(CFTRnf1.754 + CFCA1.161) ln 1/v

a+ b− 2λv
, (6.21)

where as for the independent emission clustering correction, we have omitted terms which
are beyond our prescribed accuracy. We re-iterate that the it is only important that the
argument of the coupling scales with the observable so as to produce the factor of ln

(
v
−2
a+b
)

in the denominator of eq. (6.21), and that the precise details of the argument do not matter
at NNLL accuracy.

We have checked the leading O(α2
s) NNLL term in eq. (6.21) for the CFCA channel

using Event2 for the jet mass, width, and Les Houches angularity (LHA), and found good
agreement. The correlated clustering correction, and our resummed result as a whole,
agrees with the collinear O(α2

s) calculation carried out for the jet mass in ref. [23] and is
consistent with the SCET resummation of the groomed jet mass [12], up to NNLL accuracy.

7 Phenomenology

So far, we have focused on the regime v � zcut � 1 which mean that powers of zcut have
been ignored in the resummation. Nevertheless, this is not the only regime relevant for
phenomenology. Firstly, one typically sets zcut ∼ 0.1 in experimental analyses.16 Therefore,
terms of order αns zcut lnn(v) could reasonably be expected to have a similar size to the NNLL
terms which we resum. It is therefore desirable to resum these terms, as was done for the
jet mass in ref. [11]. We therefore show in section 7.1 how our results can be modified so
that such terms are resummed at the NLL level. By contrast, previous resummations of

16In tagging applications the optimal value of zcut arises from considering the impact of the groomer on
signal jets, for instance jets initiated by a boosted electroweak boson, as well as background QCD jets. For
pure QCD studies, including testing resummed calculations against data, we are however free to investigate
larger values of zcut and our ability to describe them.
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the groomed jet mass have either carried out the resummation at NLL accuracy, retaining
power corrections in zcut [11], or at NNLL accuracy but neglecting power corrections [12].

Although an interesting problem, the resummation of finite zcut terms at the NNLL
level, i.e. O(αns zcut lnn−1(v)), is beyond the scope of this work. For typical values of
zcut ∼ 0.1, such terms are likely to be small compared to the NNLL terms which survive
in the small zcut limit, but could be comparable in size to N3LL corrections. Secondly it is
desirable to present results that are valid over the full experimentally measurable range of
values of v, necessitating matching to fixed-order calculations to capture the limit where v
approaches zcut. We define a fixed-order matching prescription in section 7.2 before study-
ing, in section 7.3, the impact of including these terms for the jet mass, width and LHA.

7.1 Finite zcut

We will initially deal with NLL resummation while retaining power corrections in zcut, as
this will inform our matching procedure. The NLL resummation including these terms
was carried out, for the jet mass distribution, in ref. [11]. Dropping the arguments of the
radiators for compactness, their result can be expressed as

1
σ0

dσ
d ln (1/ρ) =

(
R′q,NLL R′g,NLL

)
(7.1)

× exp
(
−Rq,NLL −Rq zcut −Rq→g Rg→q

Rq→g −Rg,NLL −Rg zcut −Rg→q

)(
σq
σg

)
,

where σq and σg are the Born cross-sections for quark and gluon initiated jets respectively,
and Rg,NLL is the small zcut radiator for gluon jets, which is related to the NLL quark
radiator (see eq. (3.5)) by a change of colour factor from CF to CA and replacing the quark
hard collinear anomalous dimension with the relevant one for gluons (γ0

h.c,q → γ0
h.c,g = −b0).

Compared to ref. [11] we have expressed the quark and gluon radiators as the small zcut limit
of the radiator RNLL

q/g , the NLL accurate radiator given by g1 and h1 in appendix B, plus the
functions, Rq/g zcut which vanish with zcut. This allows us to easily replace the parts of the
radiators which survive in the small zcut limit with the NNLL radiators given in section 5.
For a general observable v, the other components of the radiators are defined as follows:

Rq zcut(v, zcut) = −CF
π

(∫ 1

1−zcut
dz pgq(z) +

∫ zcut

0
dz
(
pgq(z)− 2

z

))
×
∫ z2Q2

0

dk2
t

k2
t

αs(k2
t )Θ (Vsc(z, kt)− v)

Rg zcut(v, zcut) = −CA
π

∫ 1

1−zcut

2 dz
z

∫ z2Q2

0

dk2
t

k2
t

αs(k2
t ) Θ(Vsc(z, kt)− v)

−
∫ zcut

0
2dz

(
CA

(
pgg(z)− 1

z
− 1

1− z

)
+ TRnfpqg(z)

)
×
∫ z2Q2

0

dk2
t

k2
t

αs(k2
t )

π
Θ (Vsc(z, kt)− v)

Rq→g(v, zcut) = CF
π

∫ 1

1−zcut
dz pgq(z)

∫ z2Q2

0

dk2
t

k2
t

αs(k2
t ) Θ(Vsc(z, kt)− v)

Rg→q(v, zcut) = TRnf
π

∫ 1

1−zcut
2 dz pqg(z)

∫ z2Q2

0

dk2
t

k2
t

αs(k2
t ) Θ(Vsc(z, kt)− v) . (7.2)
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To complete the matching of our NNLL result to the NLL finite zcut result we must
also include the NNLL corrections which are not exponentiated. As we do not attempt to
capture finite zcut NNLL terms it is sufficient to make sure that however these are included,
we reproduce eq. (6.8) on taking the small zcut limit. For our purposes σg = 0, and we can
normalize our distributions to the Born cross-section for the production of a qq̄ pair and
finally write the NNLL result including NLL finite zcut effects as:

ΣNNLL(v; zcut) =
(
1 + 2Cr.c

` (v) + 2Fclust.,`(v) , 1
)

(7.3)

× exp
(
−R̄q,NNLL −Rq zcut −Rq→g Rg→q

Rq→g −Rg,NLL −Rg zcut −Rg→q

)(
1
0

)
,

where Fclust. = Fclust.
ind. + Fclust.

cor. and R̄q,NNLL is given in appendix B. In the small zcut
approximation the functions Ri zcut and Ri→j vanish, where i 6= j can be q or g and we
return to our NNLL result.

7.2 Matching

We now turn to matching our resummed calculation to NLO fixed-order calculations. Al-
though our NNLL calculation captures all logarithms of the observable at O

(
α2
s

)
, which are

not suppressed by powers of zcut, there still exist NLO terms which are O(zcut) but diverge
as v → 0. For this reason we use a multiplicative matching procedure similar to that em-
ployed in ref. [7]. This choice of matching scheme ensures that the O(zcut) logarithmically
divergent terms are suppressed by the Sudakov factor as v → 0, whilst correctly capturing
both the NNLL resummed distribution at small zcut, the finite zcut terms at NLL accuracy
and the full fixed-order distribution at NLO.

We introduce the notation Σ(1)
NNLL(v) for the O(αs) part of the resummed distribution,

with Σ(2)
NNLL(v) representing the α2

s terms. The matched cumulative distribution then reads

Σ(v) = ΣNNLL
[
1 +

(
Σ(1)(v)− Σ(1)

NNLL(v)
)

+
(
Σ(2)(v)− Σ(2)

NNLL(v)
)
− Σ(1)

NNLL(v)
(
Σ(1)(v)− Σ(1)

NNLL(v)
)]
. (7.4)

The first term in eq. (7.4) is just the NNLL distribution. The term,
(
Σ(1)(v)−Σ(1)

NNLL(v)
)
,

is the O(αs) part of the distribution with the terms already captured by the all or-
ders NNLL distribution subtracted. This term is multiplied by the full NNLL distri-
bution thus generating spurious terms at O

(
α2
s

)
, which are removed by the last term,

Σ(1)
NNLL(v)

(
Σ(1)(v)− Σ(1)

NNLL(v)
)
. The term,

(
Σ(2)(v)−Σ(2)

NNLL(v)
)
is the O

(
α2
s

)
part of the

distribution with the terms already captured by the NNLL distribution subtracted. There
are no spurious terms within our accuracy generated by the interplay of this term with
ΣNNLL.

We perform the matching for the process e+e− → qq̄ for three jet shapes: the heavy
hemisphere mass, the width λWTA

1 , and the Les Houches angularity λWTA
0.5 . The fixed-order

results are calculated, for zcut = 0.1, using Event2 with the jet clustering, and grooming
being done using fast-jet [52]. Each event was partitioned into two hemispheres by a plane
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Figure 6. Matched NNLL predictions alongside the NLL result, both with finite zcut effects
showing the central values and uncertainty bands.

perpendicular to the C/A jet axis,17 mMDT is then run on each hemisphere and the jet
shape calculated on the groomed hemispheres. The larger value of the observable from the
two hemispheres is then binned.

7.3 Results

Having defined the matching procedures for incorporating both the O(zcut) effects at NLL
and the full NLO distribution, we now investigate the impact of including these effects and
the size of the uncertainties, which we derive from resummation and renormalisation scale
variation. Figure 6 shows our matched results for the heavy hemisphere mass, width, and
Les Houches angularity, alongside the respective NLL with finite zcut results for a typical
value of zcut = 0.1 so as to show the size of the NNLL corrections.

For the jet mass and width, the uncertainty bands are found by simultaneously varying
the resummation and renormalisation scales by factors of two in such a way as to avoid
introducing any spurious terms within the stated accuracy, similar to ref. [53]. The renor-

17This partitioning of the hemispheres, compared to using the thrust axis does not have an impact on
the NNLL results for groomed observables, only on the fixed order matching.
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malisation scale enters through the argument of the coupling, and is included by making
the replacement

αs(Q)→ αs(xQ) + α2
s(Q)β0 ln(x) , (7.5)

and varying x between 0.5 and 2. This preserves the NNLL result whilst generating
our renormalisation scale variation. The resummation scale uncertainty is found for the
small zcut NNLL calculation by making the replacement R(v, zcut) → RNLL(xv, zcut) −
R′NLL(v, zcut) ln x + Rremainder(xv, zcut), where again, x is varied between 0.5 and 2. Here
RNLL(v, zcut) contains purely the next to leading logarithms in the small zcut limit, and
nothing else, and Rremainder(v, zcut) = R(v, zcut)−RNLL(v, zcut). This has the effect of intro-
ducing terms proportional to ln 2 which are N3LL and higher without introducing spurious
terms within the accuracy that we control, thus giving an estimate of the possible size of
missing N3LL terms. To obtain the resummation scale uncertainty for the NLL accurate
results18 shown in figure 6 we simply replace v → xv which introduces terms due to scale
variation at NNLL. For the NNLL result matched to the NLL finite zcut resummation, the
prescriptions for NNLL and NLL scale variation detailed above are applied simultaneously
to the relevant terms so that the scale variation starts at NNLL for terms suppressed by
powers of zcut, and N3LL for terms which survive in the small zcut limit.

The Les Houches angularity (λWTA
0.5 ) becomes sensitive to very small transverse mo-

mentum emissions much faster than the other two observables. It was therefore necessary
to introduce a freezing scale for the coupling, which we set at 1GeV to avoid divergences
due to the Landau pole. The uncertainty band shown in figure 6c for this observable there-
fore incorporates variation in the freezing scale by factors of two as well as the uncertainties
previously discussed.

From figure 6 we see that the inclusion of NNLL terms is important both for the notice-
able shift in the central value, but also for the large reduction in the uncertainty it provides.
The importance of this reduction is reinforced by ref. [8] which commented on the relatively
large theoretical uncertainties in the NLL results which were used in their phenomenolog-
ical study. The reduction in uncertainty obtained by going to NNLL accuracy brings the
theoretical uncertainty close to the size of experimental uncertainties shown in ref. [8].

Figure 7 shows results for the jet mass for zcut = 0.1, 0.2, 0.3 at several levels of accuracy
alongside the ratio of these results to our NNLL result matched to NLO and the O(zcut)
NLL calculation. Particularly as zcut is increased, we can see that at moderate values of
ln(v) resumming finite zcut terms at NLL becomes as important as NNLL resummation of
small zcut terms. For values of zcut ' 0.1 or larger, which might be used for phenomenology,
finite zcut effects at NLL accuracy should therefore be retained, if one is keeping similarly
sized NNLL terms in the limit zcut → 0. One caveat to this is that, if the impact of
resumming finite zcut effects is investigated on results which are matched to fixed order,
the size of the finite zcut effects may well appear reduced, as the finite zcut effects will
automatically be included up to the order in αs which the matching is carried out to. This
may explain the small effect of finite zcut resummation observed in previous studies carried
out at NLL accuracy [11, 54].

18This includes the finite zcut corrections which we match our NNLL result to.
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(c) zcut = 0.3.

Figure 7. Predictions for the cumulative jet mass distribution at various levels of accuracy for
three different values of zcut.
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8 Conclusions

In this work the distribution of additive rIRC safe observables, computed on jets groomed
with mMDT, in the context of e+e− collisions, was calculated at NNLL accuracy in the
small zcut limit. Motivated by the calculations presented in ref. [23], the resummation
is structured as an inclusive piece, defined in section 4, which is added to a clustering
correction, which accounts for the effect of the C/A clustering sequence. Our result agrees
up to NNLL accuracy with a previous resummation of the groomed jet mass carried out in
SCET [12, 18], which provides a powerful cross check between the two results. However,
there are differences between the two calculations starting at N3LL.

Having presented our NNLL result in the small zcut limit, we then modified our result so
as to include NLL terms which vanish with zcut, which were previously resummed in [1, 11].
This was done because NLL terms suppressed by a power of zcut could reasonably be
expected to be numerically similar in size to the NNLL terms we resummed in the small
zcut limit, for values of zcut ∼ 0.1. We then performed fixed order matching to O(α2

s)
for the heavy jet mass, width, and Les Houches angularity. Our results for these three
observables are shown in section 7.3 at different levels of accuracy to assess the impact of
different effects. From these results we saw that, for values of zcut ≥ 0.1, the NLL finite
zcut effects are indeed of a similar size to the NNLL terms kept in the small zcut limit, and
so, for phenomenology, should be retained if one is keeping the NNLL terms. Although we
noted that if matching to NLO fixed order calculations, the effect of resumming finite zcut
may well be less noticeable.

One continuation of this work would be to extend the resummation presented here to
gluon jets. Together with the work presented here, this could then be used to produce
NNLL accurate predictions for a range of observables which could be compared with mea-
surements carried out at the LHC. NLL finite zcut effects and NLO matching could be
included in such predictions in the same way as we have done in this work. As discussed
in section 7.3, going to NNLL accuracy brings the uncertainties close to the size of exper-
imental uncertainties shown in ref. [8]. With these reduced uncertainties it may then be
feasible to perform an extraction of αs from jet substructure measurements as investigated
in ref. [5], but using a range of groomed observables. This could help with breaking the
degeneracy between fitting the fraction of quark and gluon jets simultaneously with αs
that was noted in [3].

Though this work has only considered additive observables, we believe that it should
be possible to extend the methods presented here to non-additive observables such as the
broadening [36]. Another possibility is extending the resummation to soft drop with β > 0.
These extensions would further expand the range of observables for which NNLL accurate
predictions could be produced for hadron collider phenomenology.
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A Exponentiation of soft emissions

Here we provide an explicit demonstration that all emissions satisfying zi < zcut can be
dropped from V simp

s.c. ({p̃}, k1, . . . , kn) up to power corrections in v, regardless of whether or
not they are groomed away and thus can be fully exponentiated.

We start by considering an ensemble of soft and collinear emissions which are ordered
in angle with an emission, (s), singled out as the one which stops the groomer, in configu-
rations in which the groomer does not remove all emissions:

Σreal =
∞∑
p=0

p∑
m=0

{ m∏
j=0

ᾱ

∫ zcut

0

dzj
zj

∫ 1

θ2
s

dθ2
j

θ2
j

Θ(θj−θj+1) (A.1)

×
(
ᾱ

∫ zcut

0

dzs
zs

∫ 1

0

dθ2
s

θ2
s

Θ(zcut−zi)+ᾱ
∫ 1

zcut

dzs
zs

∫ 1

0

dθ2
s

θ2
s

Θ(v−Vs.c.({p̃},ks)−Vs.c.({p̃},{ki}))
)

×
p−m∏
i=0

(
ᾱ

∫ zcut

0

dzi
zi

∫ θ2
s

0

dθ2
i

θ2
i

+ᾱ
∫ 1

zcut

dzi
zi

∫ θ2
s

0

dθ2
i

θ2
i

)
Θ(θi−θi+1)

}
,

where ᾱ = CFαs
π . The term on the second line has zs > zcut and represents all configurations

where the groomer is stopped, and thus all emissions at smaller angles (those on the final
line) are retained and contribute to the observable. This term can be re-written as
∞∑
p=0

p∑
m=0

{ m∏
j=0

ᾱ

∫ zcut

0

dzj
zj

∫ 1

θ2
s

dθ2
j

θ2
j

Θ(θj−θj+1)

×
(
ᾱ

∫ 1

zcut

dzs
zs

∫ 1

0

dθ2
s

θ2
s

Θ(v−Vs.c.({p̃},ks)−Vs.c.({p̃},{ki}))
)

×
p−m∏
i=0

(
ᾱ

∫ zcut

0

dzi
zi

∫ θ2
s

0

dθ2
i

θ2
i

+ᾱ
∫ 1

zcut

dzi
zi

∫ θ2
s

0

dθ2
i

θ2
i

)
Θ(θi−θi+1)

}

=
∫ dν

2πiν e
ν
∞∑
p=0

p∑
m=0

{ m∏
j=0

(
ᾱ

∫ zcut

0

dzj
zj

∫ 1

θ2
s

dθ2
j

θ2
j

Θ(θj−θj+1)
)
ᾱ

∫ 1

zcut

dzs
zs

∫ 1

0

dθ2
s

θ2
s

e−ν
Vs.c.({p̃},ks)

v

×
p−m∏
i=0

(
ᾱ

∫ 1

zcut

dzi
zi

∫ θ2
s

0

dθ2
i

θ2
i

e−ν
Vs.c.({p̃},ki)

v +ᾱ
∫ zcut

0

dzi
zi

∫ θ2
s

0

dθ2
i

θ2
i

+ᾱ
∫ zcut

0

dzi
zi

∫ θ2
s

0

dθ2
i

θ2
i

(e−ν
Vs.c.({p̃},ki)

v −1)
)

Θ(θi−θi+1)
}
. (A.2)

where the step functions involving the observable have been written in their Laplace rep-
resentation. Emissions at smaller angles (labelled with i) are now represented by three
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terms, one for emissions with z > zcut, which always contribute to the observable, another
accounting for emissions with z < zcut as if they do not contribute to the observable,
and a correction (the final line of eq. (A.2)) accounting for the fact that emissions with
z < zcut do in fact contribute to the observable. Emissions at smaller angles than θs can
be exponentiated and the aforementioned correction evaluated:

=
∫ dν

2πiν e
ν
∞∑
q=0

{ q∏
j=0

(
ᾱ

∫ zcut

0

dzj
zj

∫ 1

θ2
s

dθ2
j

θ2
j

Θ(θj−θj+1)
)
ᾱ

∫ 1

zcut

dzs
zs

∫ 1

0

dθ2
s

θ2
s

e−ν
Vs.c.({p̃},ks)

v

×exp
[
ᾱ

∫ 1

zcut

dz
z

∫ θ2
s

0

dθ2

θ2 e
−ν Vs.c.({p̃},k)

v + ᾱ

∫ zcut

0

dz
z

∫ θ2
s

0

dθ2

θ2 +O(ᾱszacutθ
a+b
s )

]}
. (A.3)

One can consider expanding this exponential to any order and observe that correction
term, the O(ᾱszacutθ

a+b
s ) terms on the final line of the above equation, will at most generate

N3LL power corrections in both v and zcut once the integral over θs is carried out, which
is sufficient to show that this term can be dropped. Equivalently, any emission softer than
zcut can be dropped from Vs.c.({p̃}, k1, . . . , kn), as we have made use of in the main text.

B The Sudakov radiator at NNLL

In this appendix we evaluate the integral in eq. (5.3). The only point to note here is the fact
that, at NNLL accuracy, we need to retain the difference between the physical energy of the
emission, z, and the light-cone variables (z(1), z(2)) of eq. (2.11). As is customary, we ar-
range the Sudakov radiator in terms of functions of definite logarithmic accuracy, as follows:

RNNLL,`(v; zcut) = −g1,`(λv;λzcut)− g2,`(λv, λzcut)− h2(λv)− h3(λv) , (B.1)

where

g1,`(λv;λzcut) = CF
παsβ2

0
λzcut ln

(
1− 2λv

a+ b`

)
, (B.2)

g2,`(λv;λzcut) = CF
παsβ2

0
λ2
zcut

(
a− 2λv

a+ b` − 2λv

)
+ CFβ1

πβ3
0
λzcut

2λv + (a+ b`) ln
(
1− 2λv

a+b`

)
a+ b` − 2λv

− CF
π2β2

0
λzcut

λvKCMW
a+ b` − 2λv

− CFαs
2π

π2

6 , (B.3)

h1,`(λv) = CFγ
(0)
h.c

2πβ0
ln
(

1− 2λv
a+ b`

)
, (B.4)

h2,`(λv) = CFαsγ
(0)
h.c β1

2πβ2
0(a+ b` − 2λv)

(
(a+ b`) ln

(
1− 2λv

a+ b`

)
+ 2λv

)

− CFαsγ
(1)
h.c

2π2β0(a+ b` − 2λv)
λv . (B.5)

We finally note that consistent with our logarithmic accuracy we are free to re-expand the
pure π2/6 constant in g2,`. We include this term as part of the definition of Cr.c

` in eq. (5.6).
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We make such a choice to avoid un-wanted N3LL contributions. Therefore, we define the
following function which is employed in our master resummed formula:

R̄NNLL,`(v; zcut) = −g1,`(λv;λzcut)− ḡ2,`(λv, λzcut)− h2(λv)− h3(λv) , (B.6)

where

ḡ2,`(λv;λzcut) = CF
παsβ2

0
λ2
zcut

(
a− 2λv

a+ b` − 2λv

)
+ CFβ1

πβ3
0
λzcut

2λv + (a+ b`) ln
(
1− 2λv

a+b`

)
a+ b` − 2λv

.

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited. SCOAP3 supports
the goals of the International Year of Basic Sciences for Sustainable Development.

References

[1] M. Dasgupta, A. Fregoso, S. Marzani and G.P. Salam, Towards an understanding of jet
substructure, JHEP 09 (2013) 029 [arXiv:1307.0007] [INSPIRE].

[2] A.J. Larkoski, S. Marzani, G. Soyez and J. Thaler, Soft drop, JHEP 05 (2014) 146
[arXiv:1402.2657] [INSPIRE].

[3] J. Bendavid et al., Les Houches 2017: physics at TeV colliders Standard Model working group
report, (2018) [arXiv:1803.07977] [INSPIRE].

[4] S. Marzani, D. Reichelt, S. Schumann, G. Soyez and V. Theeuwes, Fitting the strong coupling
constant with soft-drop thrust, JHEP 11 (2019) 179 [arXiv:1906.10504] [INSPIRE].

[5] H.S. Hannesdottir, A. Pathak, M.D. Schwartz and I.W. Stewart, Prospects for strong coupling
measurement at hadron colliders using soft-drop jet mass, arXiv:2210.04901 [INSPIRE].

[6] M. Dasgupta and G.P. Salam, Resummation of nonglobal QCD observables, Phys. Lett. B
512 (2001) 323 [hep-ph/0104277] [INSPIRE].

[7] S. Caletti et al., Jet angularities in Z+jet production at the LHC, JHEP 07 (2021) 076
[arXiv:2104.06920] [INSPIRE].

[8] D. Reichelt, S. Caletti, O. Fedkevych, S. Marzani, S. Schumann and G. Soyez,
Phenomenology of jet angularities at the LHC, JHEP 03 (2022) 131 [arXiv:2112.09545]
[INSPIRE].

[9] CMS collaboration, Measurements of the differential jet cross section as a function of the jet
mass in dijet events from proton-proton collisions at

√
s = 13TeV, JHEP 11 (2018) 113

[arXiv:1807.05974] [INSPIRE].

[10] CMS collaboration, Study of quark and gluon jet substructure in Z+jet and dijet events from
pp collisions, JHEP 01 (2022) 188 [arXiv:2109.03340] [INSPIRE].

[11] S. Marzani, L. Schunk and G. Soyez, A study of jet mass distributions with grooming, JHEP
07 (2017) 132 [arXiv:1704.02210] [INSPIRE].

[12] C. Frye, A.J. Larkoski, M.D. Schwartz and K. Yan, Factorization for groomed jet substructure
beyond the next-to-leading logarithm, JHEP 07 (2016) 064 [arXiv:1603.09338] [INSPIRE].

– 31 –

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1007/JHEP09(2013)029
https://arxiv.org/abs/1307.0007
https://inspirehep.net/literature/1240687
https://doi.org/10.1007/JHEP05(2014)146
https://arxiv.org/abs/1402.2657
https://inspirehep.net/literature/1281068
https://arxiv.org/abs/1803.07977
https://inspirehep.net/literature/1663483
https://doi.org/10.1007/JHEP11(2019)179
https://arxiv.org/abs/1906.10504
https://inspirehep.net/literature/1741249
https://arxiv.org/abs/2210.04901
https://inspirehep.net/literature/2164069
https://doi.org/10.1016/S0370-2693(01)00725-0
https://doi.org/10.1016/S0370-2693(01)00725-0
https://arxiv.org/abs/hep-ph/0104277
https://inspirehep.net/literature/555905
https://doi.org/10.1007/JHEP07(2021)076
https://arxiv.org/abs/2104.06920
https://inspirehep.net/literature/1858240
https://doi.org/10.1007/JHEP03(2022)131
https://arxiv.org/abs/2112.09545
https://inspirehep.net/literature/1993727
https://doi.org/10.1007/JHEP11(2018)113
https://arxiv.org/abs/1807.05974
https://inspirehep.net/literature/1682495
https://doi.org/10.1007/JHEP01(2022)188
https://arxiv.org/abs/2109.03340
https://inspirehep.net/literature/1920187
https://doi.org/10.1007/JHEP07(2017)132
https://doi.org/10.1007/JHEP07(2017)132
https://arxiv.org/abs/1704.02210
https://inspirehep.net/literature/1590283
https://doi.org/10.1007/JHEP07(2016)064
https://arxiv.org/abs/1603.09338
https://inspirehep.net/literature/1437957


J
H
E
P
0
1
(
2
0
2
3
)
0
4
5

[13] ATLAS collaboration, Measurement of the Lund jet plane using charged particles in 13TeV
proton-proton collisions with the ATLAS detector, Phys. Rev. Lett. 124 (2020) 222002
[arXiv:2004.03540] [INSPIRE].

[14] ATLAS collaboration, Measurement of soft-drop jet observables in pp collisions with the
ATLAS detector at

√
s = 13TeV, Phys. Rev. D 101 (2020) 052007 [arXiv:1912.09837]

[INSPIRE].

[15] M. Dasgupta, F.A. Dreyer, K. Hamilton, P.F. Monni and G.P. Salam, Logarithmic accuracy
of parton showers: a fixed-order study, JHEP 09 (2018) 033 [arXiv:1805.09327] [INSPIRE].

[16] G. Bell, R. Rahn and J. Talbert, Generic dijet soft functions at two-loop order: correlated
emissions, JHEP 07 (2019) 101 [arXiv:1812.08690] [INSPIRE].

[17] G. Bell, R. Rahn and J. Talbert, Automated calculation of dijet soft functions in the presence
of jet clustering effects, PoS RADCOR2017 (2018) 047 [arXiv:1801.04877] [INSPIRE].

[18] A. Kardos, A.J. Larkoski and Z. Trócsányi, Two- and three-loop data for the groomed jet
mass, Phys. Rev. D 101 (2020) 114034 [arXiv:2002.05730] [INSPIRE].

[19] Z.-B. Kang, K. Lee, X. Liu and F. Ringer, Soft drop groomed jet angularities at the LHC,
Phys. Lett. B 793 (2019) 41 [arXiv:1811.06983] [INSPIRE].

[20] A. Banfi, G.P. Salam and G. Zanderighi, Principles of general final-state resummation and
automated implementation, JHEP 03 (2005) 073 [hep-ph/0407286] [INSPIRE].

[21] A. Banfi, H. McAslan, P.F. Monni and G. Zanderighi, A general method for the resummation
of event-shape distributions in e+e− annihilation, JHEP 05 (2015) 102 [arXiv:1412.2126]
[INSPIRE].

[22] E. Gerwick, S. Hoeche, S. Marzani and S. Schumann, Soft evolution of multi-jet final states,
JHEP 02 (2015) 106 [arXiv:1411.7325] [INSPIRE].

[23] D. Anderle, M. Dasgupta, B.K. El-Menoufi, J. Helliwell and M. Guzzi, Groomed jet mass as
a direct probe of collinear parton dynamics, Eur. Phys. J. C 80 (2020) 827
[arXiv:2007.10355] [INSPIRE].

[24] M. Dasgupta and B.K. El-Menoufi, Dissecting the collinear structure of quark splitting at
NNLL, JHEP 12 (2021) 158 [arXiv:2109.07496] [INSPIRE].

[25] A. Banfi, B.K. El-Menoufi and P.F. Monni, The Sudakov radiator for jet observables and the
soft physical coupling, JHEP 01 (2019) 083 [arXiv:1807.11487] [INSPIRE].

[26] Y.L. Dokshitzer, G.D. Leder, S. Moretti and B.R. Webber, Better jet clustering algorithms,
JHEP 08 (1997) 001 [hep-ph/9707323] [INSPIRE].

[27] M. Wobisch and T. Wengler, Hadronization corrections to jet cross-sections in deep inelastic
scattering, in Workshop on Monte Carlo generators for HERA physics (plenary starting
meeting), (1998), p. 270 [hep-ph/9907280] [INSPIRE].

[28] J.R. Andersen et al., Les Houches 2015: physics at TeV colliders Standard Model working
group report, in 9th Les Houches workshop on physics at TeV colliders, (2016)
[arXiv:1605.04692] [INSPIRE].

[29] A.J. Larkoski, D. Neill and J. Thaler, Jet shapes with the broadening axis, JHEP 04 (2014)
017 [arXiv:1401.2158] [INSPIRE].

[30] L.J. Dixon, L. Magnea and G.F. Sterman, Universal structure of subleading infrared poles in
gauge theory amplitudes, JHEP 08 (2008) 022 [arXiv:0805.3515] [INSPIRE].

– 32 –

https://doi.org/10.1103/PhysRevLett.124.222002
https://arxiv.org/abs/2004.03540
https://inspirehep.net/literature/1790256
https://doi.org/10.1103/PhysRevD.101.052007
https://arxiv.org/abs/1912.09837
https://inspirehep.net/literature/1772062
https://doi.org/10.1007/JHEP09(2018)033
https://arxiv.org/abs/1805.09327
https://inspirehep.net/literature/1674695
https://doi.org/10.1007/JHEP07(2019)101
https://arxiv.org/abs/1812.08690
https://inspirehep.net/literature/1710427
https://doi.org/10.22323/1.290.0047
https://arxiv.org/abs/1801.04877
https://inspirehep.net/literature/1648178
https://doi.org/10.1103/PhysRevD.101.114034
https://arxiv.org/abs/2002.05730
https://inspirehep.net/literature/1780816
https://doi.org/10.1016/j.physletb.2019.04.018
https://arxiv.org/abs/1811.06983
https://inspirehep.net/literature/1704115
https://doi.org/10.1088/1126-6708/2005/03/073
https://arxiv.org/abs/hep-ph/0407286
https://inspirehep.net/literature/655163
https://doi.org/10.1007/JHEP05(2015)102
https://arxiv.org/abs/1412.2126
https://inspirehep.net/literature/1332934
https://doi.org/10.1007/JHEP02(2015)106
https://arxiv.org/abs/1411.7325
https://inspirehep.net/literature/1330322
https://doi.org/10.1140/epjc/s10052-020-8411-y
https://arxiv.org/abs/2007.10355
https://inspirehep.net/literature/1808097
https://doi.org/10.1007/JHEP12(2021)158
https://arxiv.org/abs/2109.07496
https://inspirehep.net/literature/1922749
https://doi.org/10.1007/JHEP01(2019)083
https://arxiv.org/abs/1807.11487
https://inspirehep.net/literature/1684498
https://doi.org/10.1088/1126-6708/1997/08/001
https://arxiv.org/abs/hep-ph/9707323
https://inspirehep.net/literature/445565
https://arxiv.org/abs/hep-ph/9907280
https://inspirehep.net/literature/484872
https://arxiv.org/abs/1605.04692
https://inspirehep.net/literature/1459079
https://doi.org/10.1007/JHEP04(2014)017
https://doi.org/10.1007/JHEP04(2014)017
https://arxiv.org/abs/1401.2158
https://inspirehep.net/literature/1276724
https://doi.org/10.1088/1126-6708/2008/08/022
https://arxiv.org/abs/0805.3515
https://inspirehep.net/literature/786456


J
H
E
P
0
1
(
2
0
2
3
)
0
4
5

[31] S. Catani, B.R. Webber and G. Marchesini, QCD coherent branching and semiinclusive
processes at large x, Nucl. Phys. B 349 (1991) 635 [INSPIRE].

[32] W. Furmanski and R. Petronzio, Singlet parton densities beyond leading order, Phys. Lett. B
97 (1980) 437 [INSPIRE].

[33] G. Curci, W. Furmanski and R. Petronzio, Evolution of parton densities beyond leading
order: the nonsinglet case, Nucl. Phys. B 175 (1980) 27 [INSPIRE].

[34] A. Banfi, H. McAslan, P.F. Monni and G. Zanderighi, The two-jet rate in e+e− at
next-to-next-to-leading-logarithmic order, Phys. Rev. Lett. 117 (2016) 172001
[arXiv:1607.03111] [INSPIRE].

[35] S. Catani, G. Turnock and B.R. Webber, Heavy jet mass distribution in e+e− annihilation,
Phys. Lett. B 272 (1991) 368 [INSPIRE].

[36] P.E.L. Rakow and B.R. Webber, Transverse momentum moments of hadron distributions in
QCD jets, Nucl. Phys. B 191 (1981) 63 [INSPIRE].

[37] J.C. Collins and D.E. Soper, Back-to-back jets in QCD, Nucl. Phys. B 193 (1981) 381
[INSPIRE].

[38] J.C. Collins and D.E. Soper, Back-to-back jets: Fourier transform from b to kT , Nucl. Phys.
B 197 (1982) 446 [INSPIRE].

[39] J. Kodaira and L. Trentadue, Summing soft emission in QCD, Phys. Lett. B 112 (1982) 66
[INSPIRE].

[40] J. Kodaira and L. Trentadue, Single logarithm effects in electron-positron annihilation, Phys.
Lett. B 123 (1983) 335 [INSPIRE].

[41] A. Banfi, P.F. Monni, G.P. Salam and G. Zanderighi, Higgs and Z-boson production with a
jet veto, Phys. Rev. Lett. 109 (2012) 202001 [arXiv:1206.4998] [INSPIRE].

[42] D. de Florian and M. Grazzini, Next-to-next-to-leading logarithmic corrections at small
transverse momentum in hadronic collisions, Phys. Rev. Lett. 85 (2000) 4678
[hep-ph/0008152] [INSPIRE].

[43] S. Catani, D. de Florian and M. Grazzini, Universality of nonleading logarithmic
contributions in transverse momentum distributions, Nucl. Phys. B 596 (2001) 299
[hep-ph/0008184] [INSPIRE].

[44] D. de Florian and M. Grazzini, The back-to-back region in e+e− energy-energy correlation,
Nucl. Phys. B 704 (2005) 387 [hep-ph/0407241] [INSPIRE].

[45] Y.-T. Chien and M.D. Schwartz, Resummation of heavy jet mass and comparison to LEP
data, JHEP 08 (2010) 058 [arXiv:1005.1644] [INSPIRE].

[46] D. de Florian and M. Grazzini, The structure of large logarithmic corrections at small
transverse momentum in hadronic collisions, Nucl. Phys. B 616 (2001) 247
[hep-ph/0108273] [INSPIRE].

[47] A.J. Larkoski, J. Thaler and W.J. Waalewijn, Gaining (mutual) information about
quark/gluon discrimination, JHEP 11 (2014) 129 [arXiv:1408.3122] [INSPIRE].

[48] C.F. Berger, T. Kucs and G.F. Sterman, Event shape/energy flow correlations, Phys. Rev. D
68 (2003) 014012 [hep-ph/0303051] [INSPIRE].

[49] P.E.L. Rakow and B.R. Webber, Transverse momentum moments of hadron distributions in
QCD jets, Nucl. Phys. B 191 (1981) 63 [INSPIRE].

– 33 –

https://doi.org/10.1016/0550-3213(91)90390-J
https://inspirehep.net/literature/298129
https://doi.org/10.1016/0370-2693(80)90636-X
https://doi.org/10.1016/0370-2693(80)90636-X
https://inspirehep.net/literature/155291
https://doi.org/10.1016/0550-3213(80)90003-6
https://inspirehep.net/literature/152873
https://doi.org/10.1103/PhysRevLett.117.172001
https://arxiv.org/abs/1607.03111
https://inspirehep.net/literature/1475281
https://doi.org/10.1016/0370-2693(91)91845-M
https://inspirehep.net/literature/318417
https://doi.org/10.1016/0550-3213(81)90286-8
https://inspirehep.net/literature/10151
https://doi.org/10.1016/0550-3213(81)90339-4
https://inspirehep.net/literature/164211
https://doi.org/10.1016/0550-3213(82)90453-9
https://doi.org/10.1016/0550-3213(82)90453-9
https://inspirehep.net/literature/11171
https://doi.org/10.1016/0370-2693(82)90907-8
https://inspirehep.net/literature/167878
https://doi.org/10.1016/0370-2693(83)91213-3
https://doi.org/10.1016/0370-2693(83)91213-3
https://inspirehep.net/literature/179471
https://doi.org/10.1103/PhysRevLett.109.202001
https://arxiv.org/abs/1206.4998
https://inspirehep.net/literature/1119064
https://doi.org/10.1103/PhysRevLett.85.4678
https://arxiv.org/abs/hep-ph/0008152
https://inspirehep.net/literature/531778
https://doi.org/10.1016/S0550-3213(00)00617-9
https://arxiv.org/abs/hep-ph/0008184
https://inspirehep.net/literature/531881
https://doi.org/10.1016/j.nuclphysb.2004.10.051
https://arxiv.org/abs/hep-ph/0407241
https://inspirehep.net/literature/654927
https://doi.org/10.1007/JHEP08(2010)058
https://arxiv.org/abs/1005.1644
https://inspirehep.net/literature/854837
https://doi.org/10.1016/S0550-3213(01)00460-6
https://arxiv.org/abs/hep-ph/0108273
https://inspirehep.net/literature/562245
https://doi.org/10.1007/JHEP11(2014)129
https://arxiv.org/abs/1408.3122
https://inspirehep.net/literature/1310831
https://doi.org/10.1103/PhysRevD.68.014012
https://doi.org/10.1103/PhysRevD.68.014012
https://arxiv.org/abs/hep-ph/0303051
https://inspirehep.net/literature/614597
https://doi.org/10.1016/0550-3213(81)90286-8
https://inspirehep.net/literature/10151


J
H
E
P
0
1
(
2
0
2
3
)
0
4
5

[50] S. Catani and M.H. Seymour, The dipole formalism for the calculation of QCD jet
cross-sections at next-to-leading order, Phys. Lett. B 378 (1996) 287 [hep-ph/9602277]
[INSPIRE].

[51] S. Catani and M.H. Seymour, A general algorithm for calculating jet cross-sections in NLO
QCD, Nucl. Phys. B 485 (1997) 291 [hep-ph/9605323] [INSPIRE].

[52] M. Cacciari, G.P. Salam and G. Soyez, FastJet user manual, Eur. Phys. J. C 72 (2012) 1896
[arXiv:1111.6097] [INSPIRE].

[53] D. Napoletano and G. Soyez, Computing N -subjettiness for boosted jets, JHEP 12 (2018)
031 [arXiv:1809.04602] [INSPIRE].

[54] A.J. Larkoski, Improving the understanding of jet grooming in perturbation theory, JHEP 09
(2020) 072 [arXiv:2006.14680] [INSPIRE].

– 34 –

https://doi.org/10.1016/0370-2693(96)00425-X
https://arxiv.org/abs/hep-ph/9602277
https://inspirehep.net/literature/415918
https://doi.org/10.1016/S0550-3213(96)00589-5
https://arxiv.org/abs/hep-ph/9605323
https://inspirehep.net/literature/418649
https://doi.org/10.1140/epjc/s10052-012-1896-2
https://arxiv.org/abs/1111.6097
https://inspirehep.net/literature/955176
https://doi.org/10.1007/JHEP12(2018)031
https://doi.org/10.1007/JHEP12(2018)031
https://arxiv.org/abs/1809.04602
https://inspirehep.net/literature/1693800
https://doi.org/10.1007/JHEP09(2020)072
https://doi.org/10.1007/JHEP09(2020)072
https://arxiv.org/abs/2006.14680
https://inspirehep.net/literature/1803325

	Introduction
	Observable definition and resummation formalism
	Recap of NLL resummation
	Structure of NNLL resummation
	The simplified groomer at NNLL accuracy
	NNLL hard collinear terms: B**((2))
	Calculating C**(r.c)(v)
	Relationship to resummation of un-groomed observables

	The clustering correction
	Independent emission clustering correction
	Correlated emission clustering correction

	Phenomenology
	Finite z(cut)
	Matching
	Results

	Conclusions
	Exponentiation of soft emissions
	The Sudakov radiator at NNLL

