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Abstract

For the first time at LHC energies, the forward rapidity gap spectra from proton-lead
collisions for both proton and lead dissociation processes are presented. The anal-
ysis is performed over 10.4 units of pseudorapidity at a center-of-mass energy per
nucleon pair of

√
s

NN
= 8.16 TeV, almost 300 times higher than in previous measure-

ments of diffractive production in proton-nucleus collisions. For lead dissociation
processes, which correspond to the pomeron-lead event topology, the EPOS-LHC gen-
erator predictions are a factor of two below the data, but the model gives a reasonable
description of the rapidity gap spectrum shape. For the pomeron-proton topology,
the EPOS-LHC, QGSJET II, and HIJING predictions are all at least a factor of five lower
than the data. The latter effect might be explained by a significant contribution of
ultra-peripheral photoproduction events mimicking the signature of diffractive pro-
cesses. These data may be of significant help in understanding the high energy limit
of quantum chromodynamics and for modeling cosmic ray air showers.
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1 Introduction
Diffractive scattering, i.e. a process when there is an exchange of an object with vacuum quan-
tum numbers between colliding particles [1, 2], is one of the main topics of high energy hadronic
physics. The neutral colorless object that plays the main role in such exchanges, known as the
pomeron (IP) [3–5], is deeply connected to the fundamental nature of quantum chromodynam-
ics (QCD). In spite of many decades of study, diffractive processes are still poorly understood
[6–8].

The space-time development of hadronic diffractive processes inside a nucleus, because of in-
tranuclear pomeron interactions, may involve rather specific interference effects due to Gribov
inelastic screening contributions [9]. Such contributions are absent in the standard Glauber ap-
proach, which only includes elastic intranuclear rescatterings [10]. It has also been suggested
that the nucleus can serve as a color filter for different transverse states of an incident hadron
in diffractive hadron-nucleus scatterings [11]. Such interactions could manifest a new color
dynamics [11, 12] in the form of inelastic Gribov contributions, which may be detectable using
the dependence of diffraction on the nuclear mass, A [12].

At center-of-mass energies of several tens of GeV the HELIOS and EHS/NA22 Collaborations
found that the cross section for hadron-nucleus diffraction scales as 'A1/3 [13, 14]. This sug-
gests that, for these energies, hadron-nucleus diffraction occurs mostly in peripheral collisions.
In contrast, inelastic interactions are expected to follow black-disk scattering, with a cross sec-
tion scaling as'A2/3. Although there are a number of different models for soft proton-nucleus
interactions within the general Glauber–Gribov approach [12, 15–20], and some of them are
implemented in event generators [18–20], there are no experimental data available for compar-
ison at higher energies. This paper presents the first data on proton-nucleus diffraction at the
CERN LHC.

Diffractive processes at high energies are characterized by large gaps in the rapidity distribu-
tion of final-state particles, while the probability to find a continuous rapidity region ∆η free of
particles is suppressed exponentially in nondiffractive inelastic events, dσ/d∆η ∼ exp(−∆η).
Three major types of diffractive processes can be selected by the topology of the events [6, 21].
Single-diffractive processes are characterized by an intact projectile hadron and a large for-
ward rapidity gap (FRG). This gap extends from the projectile rapidity back towards the region
populated by products from the inelastic interaction between the emitted pomeron and target
hadron. In double-diffractive events, the hadron emitting a pomeron dissociates as well, so
the rapidity gap appears between the two groups of dissociation products. Central-diffractive
processes, or double pomeron exchanges, are characterized by particles in the central rapidity
region from a pomeron-pomeron interaction, surrounded by extended rapidity gaps.

Experimentally, a rapidity gap candidate event can be observed as an inelastic collision event
with a continuous region devoid of detected final-state particles. To increase the acceptance for
single-diffractive dissociation, the search for pseudorapidity gaps, ∆ηF, starts from the most
forward region of a detector. Both the ATLAS [22] and CMS [23] Collaborations have measured
the FRG cross section, dσ/d∆ηF, for proton-proton (pp) collisions at a center-of-mass energy of√

s = 7 TeV.

In high energy proton-lead (pPb) collisions, events with large rapidity gaps may originate not
only from the pomeron exchange process, but also from ultra-peripheral photoproduction [24].
The electromagnetic field of a nucleus results in an equivalent flux of quasi-real photons which
scales as Z2. The topology of photon-proton collisions is indistinguishable from those induced
by pomeron exchange.
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Diffraction of hadrons by nuclear targets at very high energies is also relevant for cosmic-ray
physics [25]. Diffractive processes have a large cross section, and thus significantly contribute
to the hadronic interactions that define the development of extensive air showers from high
energy cosmic rays. A correct realization of the mechanism of inelastic diffraction is at present
one of the most difficult tasks for hadronic generators used in shower simulations [26]. Data
on diffraction in pPb collisions can provide valuable input for checking and tuning these gen-
erators.

We present in this paper, for the first time at LHC energies, FRG distributions in pPb collisions
for both pomeron-lead and pomeron-proton topologies. The analysis is performed over 10.4
units of pseudorapidity at a center-of-mass energy per nucleon pair of

√
s

NN
= 8.16 TeV, i.e.,

almost 300 times higher than in the previous measurements of diffractive production in proton-
nucleus collisions [13, 14]. The data are compared to the HIJING v2.1 [18], EPOS-LHC [19] and
QGSJET II-04 [20] event generators. The latter two generators are both based on the Gribov–
Regge theory [6, 21, 27], implementing it in different ways. The QGSJET II generator is a theory
driven model, in which multi-pomeron interactions are accounted for with resummation of
relevant diagrams, while EPOS-LHC relies more on data driven parameterizations. The HIJING

generator is based on PYTHIA [28], with semi-hard parton scatterings described by perturbative
QCD, and with soft interactions modeled by string excitations with an effective cross section.
In particular, HIJING has no low-mass diffractive excitations, which are implemented in the
EPOS-LHC and QGSJET II generators.

Tabulated results are provided in the HEPData record for this analysis [29].

2 Experimental setup
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintilla-
tor hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Muons
are measured in gas-ionization detectors embedded in the steel flux-return yoke outside the
solenoid. The silicon detectors provide tracking in the region |η| < 2.5, ECAL and HCAL
cover the region |η| < 3.0, while the muon system covers the region |η| < 2.4. In the for-
ward region, the Hadron Forward (HF) calorimeters cover the region 2.85 < |η| < 5.19. The
HF calorimeters are made of steel absorber with longitudinal quartz fibers, so that bundles of
quartz fibers form towers with individual readout, and provide a fine transverse segmentation
with a typical tower size of 0.175×0.175 (∆η×∆φ, where φ is azimuthal angle in radians).

Events of interest are selected using a two-tiered trigger system. The first level, composed of
custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz within a fixed latency of about 4 µs [30]. The second
level, known as the high-level trigger, consists of a farm of processors running a version of the
full event reconstruction software optimized for fast processing, and reduces the event rate to
around 1 kHz before data storage [31]. A more detailed description of the CMS detector can be
found in Ref. [32].

Analysis in the midrapidity region |η| < 3.0 is based upon objects produced by the CMS
particle-flow (PF) algorithm [33], which reconstructs and identifies each individual particle-
flow candidate with an optimized combination of information from the various elements of
the CMS detector. The energy of electrons is determined from a combination of the electron
momentum determined by the tracker, the energy of the corresponding ECAL cluster, and the
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energy sum of all bremsstrahlung photons spatially compatible with originating from the elec-
tron track. The energy of muons is obtained from the curvature of the corresponding track. The
energy of charged hadrons is determined from a combination of their momentum measured in
the tracker and the matching ECAL and HCAL energy deposits, corrected for the response
function of the calorimeters to hadronic showers. Finally, the energy of neutral hadrons is
obtained from the corresponding corrected ECAL and HCAL energies.

To compare the reconstructed data to EPOS-LHC and HIJING generator predictions, a detailed
Monte Carlo (MC) simulation of the CMS detector response, based on the GEANT4 frame-
work [34], is applied to the generated events. The simulated events are then processed and
reconstructed in the same way as the collision data.

3 Event selection
The analysis is performed using proton-lead (pPb) collisions, in which the proton moves coun-
terclockwise and the lead ion moves clockwise, and lead-proton (Pbp) collisions, in which the
directions of the two beams are reversed. In the CMS coordinate system, the direction of the
proton beam in pPb collisions defines positive rapidity. Since the rigidity, i.e., the ratio of mo-
mentum to charge, but not the energy of the proton and lead beams is the same, the nucleon-
nucleon center-of-mass is found at a laboratory frame rapidity of ylab = ±0.465, depending
on the lead beam direction. The data were recorded in the fall of 2016 and correspond to an
integrated luminosity of 6.4 µb−1 [35].

For this analysis, events are selected with several hardware-based triggers. The zero bias (ZB)
trigger only requires the presence of proton and lead bunches in the CMS detector. The beam
bunches are detected by induction counters placed 175 m from the interaction point on each
side of the experiment. The minimum bias (MB) trigger requires the presence of proton and
lead beams and an energy deposit of >7 GeV in at least one of the HF calorimeters. The analysis
is performed with the minimum bias events while the zero bias data sets were used for detector
acceptance corrections and in studies of systematic effects. In addition, a set of events triggered
on non-colliding bunches is used to study the noise in the detector.

The integrated luminosities of the minimum bias data sets are 3.9 and 2.5 µb−1 for Pbp and
pPb, respectively, with a total uncertainty of 3.5% [35]. The analysis is performed on each data
subset separately, and the discrepancy between the obtained results is used as a measure of
the systematic uncertainty due to the detector effects which are not accounted for in the MC
simulation. The final distributions are obtained as a combination of the two results.

The offline selection requires that at least one tower in either HF has an energy deposit of at
least 10 GeV. The edge towers of the HF, 2.85 < |η| < 3.14, are shadowed by the endcap
of the Hadronic Calorimeter and thus are not considered in the selection. Excessively noisy
towers, whose internal noise significantly exceeds the average noise level of the HF towers
are also excluded. Events containing more than one candidate vertex [36] found close to the
nominal interaction point are rejected from the analysis in order to minimize a contribution
from simultaneous inelastic collisions. Events are required to have a vertex that is within 15 cm
of the nominal interaction point along the beam axis and with 1 cm perpendicular to the beam
axis.

Figure 1 shows schematic topologies of single-diffractive pomeron-lead (IPPb) and pomeron-
proton (IPp) processes for pPb collisions. The HF calorimeters on the side of either lead or
proton dissociation are marked with the corresponding color, and are referred to as HF+ or
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HF−, depending on the η sign. Single-diffractive dissociation is characterized by a large FRG
and an intact proton or ion. Since, for these data, it was not possible to measure the intact
protons or ions, the analysis is based on the detection of large FRGs. Double-diffractive disso-
ciation processes, when the proton or ion emitting a pomeron breaks up, result in two sprays
of particles separated by a rapidity gap. If the decay products from the struck proton or ion
escape the detector, it is not possible to distinguish such events from single-diffractive ones.

The high Pb nuclear charge, Zb = 82, enhances the flux of coherent quasi-real photons with
respect to the proton by a factor of Z2

b . This leads to a significant contribution of electromagnetic
γp processes to the sample of events with a large gap on the lead side [24, 37–40].
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Figure 1: Topologies of pPb events with large FRG for IPPb (left) and IPp or γp (right). The
blue and red cones indicate the products of diffractive dissociation for the lead ion and proton,
respectively. The regions free of final-state particles are marked with green arrows. It is possible
for γPb interactions to mimic the topology on the left but these are highly suppressed compared
to the γp case on the right.

4 Forward rapidity gap distributions
To identify regions devoid of detected final-state particles, the central detector acceptance, |η| <
3, is divided into 12 η bins, each 0.5 units wide, and every bin is considered separately. The
following criteria are used to define “empty” bins:

• For |η| < 2.5, i.e. within the acceptance of the tracker, a given η bin is considered
to be empty if no high purity track [36] with pT > 200 MeV is found and the total
energy of all PF candidates in this bin is less than 6 GeV. The use of particle flow
objects ensure that bins populated with neutral particles only are not misidentified
as being empty.

• For 2.5 < |η| < 3.0, where no tracking information is available, a bin is considered
to be empty if the total energy of all hadronic PF candidates in this bin is less than
13.4 GeV. The electronic noise of the ECAL for this region was such that electromag-
netic PF candidates were not considered.

The energy thresholds are set above the detector noise but still low enough to tag the presence
of final-state particles with a good efficiency.

The description of the analysis is based upon the pPb data. Each event in which HF− has at
least one tower with energy greater than 10 GeV is selected and all empty η bins are identified.
If the bin 2.5 < η < 3 is empty, the event is tagged as a IPPb candidate, as shown in Fig. 1 (left),
and ∆ηF is defined as the distance from η = 3 to the nearest edge of the first nonempty η bin.
Alternatively, if HF+ has at least one tower above the threshold and the bin −3 < η < −2.5
is empty then the event is flagged as a IPp+γp candidate, as is shown in Fig. 1 (right). In this
case, ∆ηF is the distance from η = −3 to the nearest edge of the last nonempty η bin. If both
HF+ and HF− are above threshold and FRGs are present on both sides of the detector then the
event is counted as both a IPPb and a IPp+γp candidate. For Pbp running, the classification of
events is similar but with the η definitions swapped.
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The differential cross section of FRG events found in the interval |η| < 3.0 is defined by

dσ

d∆ηF

∣∣∣∣
∆ηF:|η|<3.0

=
1

AεL
dN

d∆ηF

∣∣∣∣
∆ηF:|η|<3.0

, (1)

where N is the number of events with a FRG ∆ηF, L is the integrated luminosity, A is the
detector acceptance, and ε is the efficiency for selecting events. The product Aε depends on
∆ηF and is determined for every ∆ηF bin using zero bias data. The only trigger required for
this event sample is the presence of lead and proton bunches crossing the interaction point.
To reject zero bias events without collisions or with only elastic collisions, just those zero bias
events that have at least one high purity track with pT > 200 MeV were considered. For a given
∆ηF, Aε is defined as the fraction of such selected zero bias events that fire the minimum bias
trigger, have at least one HF tower with energy exceeding 10 GeV, and have a FRG of size ∆ηF.

The rate of misreconstructed tracks is estimated using non-colliding bunches and is found to
be negligible, i.e. no fake tracks have been found at the per mille level. Thus, the track require-
ment guarantees that the selected zero bias events are indeed inelastic collisions. The statistical
uncertainty in Aε does not exceed 5% for large ∆ηF (∆ηF ≥ 3) and is negligible for smaller
∆ηF. The systematic uncertainty caused by the track requirement is estimated using HIJING

and EPOS-LHC MC samples of ZB events, and then comparing the Aε coefficients obtained
with and without the track requirement. The predictions of both MC generators agree rather
well and the largest uncertainty of ∼3% is found for bin 1 < |η| < 1.5.

Systematic uncertainties related to the asymmetries in the detector are estimated by comparing
the same distributions obtained during the pPb and Pbp runs. They vary as a functions of ∆ηF

but stay below 13%. Utilizing the values of the discrepancy in track reconstruction efficiency
between data and simulation found in Ref. [41], the size of that discrepancy in the current
study is estimated to be 5%. This discrepancy induces a systematic uncertainty of less than
5%. A discrepancy in the PF energy scale is dominated by the HCAL energy scale uncertainty.
This has been evaluated in Ref. [42] using 40–60 GeV charged hadrons and found to be about
3%. To account for the significantly lower values of the rapidity gap energy thresholds, and for
compatibility with the previous studies of the FRG distributions in pp collisions [23], the PF
energy threshold is varied by 10% and the full variation in the dσ/d∆ηF spectra is taken as an
estimate of the corresponding systematic uncertainty. This uncertainty is about 5% for the first
two ∆ηF bins and smaller for the larger FRG sizes.

The uncertainty in the determination of the integrated luminosity is 3.5% [35]. The mean num-
ber of inelastic proton-lead collisions per bunch crossing is approximately 0.15. This number
decreased slowly during data taking. The periods with the largest and smallest mean number
of simultaneous collisions were used to estimate the sensitivity of the results to collision pileup.
The probability to have pileup in data selected by the MB trigger is evaluated as 10% and 4%
for these periods, respectively. The relative difference between the results obtained with the
two subsamples is scaled to estimate the influence of pileup on the complete data set. The
systematic uncertainty from this effect tends to increase with ∆ηF and reaches a maximum of
about 8% at ∆ηF = 5.5.

Figure 2 shows the reconstruction (detector) level differential cross section dσ/d∆ηF for the
IPPb (left) and IPp+γp (right) topologies as well as predictions from the EPOS-LHC and HIJING

event generators. The results are presented in the laboratory frame of reference. Note that the
simulated distributions are normalized to the total visible cross section of the data, σvis = N/L,
where N is the total number of minimum bias events which have at least one HF tower with
energy greater than 10 GeV. The influence of the HF energy scale uncertainty on the normal-
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Figure 2: Differential cross section dσ/d∆ηF for events with IPPb (left) and IPp+γp (right)
topologies obtained at the reconstruction level for |η| < 3.0 region. Also shown are the simu-
lated predictions of EPOS-LHC (blue) and HIJING (green). The statistical and systematic errors
are added in quadrature and shown with the gray band. The simulated spectra are normalized
to the total visible cross section of the data. The bottom panels show the ratio of simulated
predictions to data.

ization factor is evaluated with the MC sample by varying the energy cut by ±1 GeV. This
uncertainty is found to be about 1%. Normalizing the simulated spectra to the total inelastic
cross section predicted by the corresponding generators varies the results by less than 20%.

For both topologies, the spectra fall by a factor of over 50 between ∆ηF = 0 and 2. The low
population of the first bin is a consequence of the FRG definition for the regions 2.5 < |η| < 3.0.
For ∆ηF > 2.5, the spectra tend to flatten off for both topologies. The predictions of EPOS-LHC

are closer to the data than those of HIJING, but neither model gives a good description of the
data on the full ∆ηF range. For the IPp+γp topology, the EPOS-LHC and HIJING predictions
are significantly below the data in the region ∆ηF > 3. This suggests that a significant fraction
of the events could be from γp scattering, which is not accounted for in the considered event
generators. In the IPPb case, where the photon flux is a factor 1/Z2

b smaller, EPOS-LHC and
HIJING are closer to the data in the region ∆ηF > 3.

Figure 3 shows EPOS-LHC predictions for the contributions from nondiffractive and diffractive
processes to the dσ/d∆ηF spectra. The generator predictions are broken down into nondiffrac-
tive (ND, blue), central-diffractive (CD, green), single-diffractive (SD, orange) and double-
diffractive (DD, purple) components, shown as stacked contributions. It is clear that diffractive
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processes dominate only for large FRGs, i.e. ∆ηF & 3.
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Figure 3: Reconstruction level dσ/d∆ηF spectra obtained for the central acceptance, |η| < 3,
for the IPPb (left) and IPp+γp (right) topologies and compared to the corresponding EPOS-LHC

predictions. The EPOS-LHC predictions are broken down into the nondiffractive (ND, blue),
central-diffractive (CD, green), single-diffractive (SD, orange) and double-diffractive (DD, pur-
ple) components, shown as stacked contributions.

5 Diffraction-enhanced results
5.1 Extension of the rapidity gap size acceptance

The sensitivity to diffractive events can be increased by extending the rapidity gap to the region
3.14 < |η| < 5.19 covered by the HF calorimeters. This was done by reweighting the distri-
butions of Figure 2, with the probability to have no detectable particles in the HF adjacent to
the rapidity gap. For this study, the HF towers with 3.00 < |η| < 3.14 are excluded, since they
are shadowed by the endcaps of the hadronic calorimeters. The additional systematic uncer-
tainty introduced by this exclusion is studied with MC samples and found to be negligible. For
each value of ∆ηF, the diffraction-enhanced spectra were calculated by weighting the original
dσ/d∆ηF

∣∣
|η|<3.0 spectra for either the IPPb or IPp+γp topologies by the probability for the HF

calorimeter adjacent to the rapidity gap to have no towers with a signal distinguishable from
noise.

These weights were derived from the data selected by the ZB trigger for each ∆ηF bin and
for each topology. For every sample of events with at least one high purity track with pT >
200 MeV and a certain ∆ηF, the low energy part of the leading tower energy spectrum of the
HF calorimeter located adjacent to the rapidity gap is compared to a noise spectrum. The noise
spectra are obtained for HF+ and HF− individually, using events with noncolliding bunches.
They are then normalized to have the same yield as the collision spectra for energies within a
given range. The energy range, 1.0–2.9 GeV, is chosen such that the contribution of collision
events that have final-state particles in this HF acceptance does not exceed 20% even for small
gap sizes (∆ηF < 3), and is negligible for larger rapidity gaps. For both the IPPb and IPp+γp
topologies, the probability to have no particles in the corresponding HF increases with ∆ηF

because of the decreasing contribution of nondiffractive events.
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This method does not account for the fraction of collision events in which a low momentum
particle emitted within the HF acceptance produces a signal that is comparable to the noise
level in HF. To evaluate the fraction of such events, the probability to observe an event with
such a small signal in the HF adjacent to the rapidity gap is obtained from ZB EPOS-LHC MC
samples, using the same approach as for the data. For each rapidity gap size, this probability
is compared to the probability to find an event with no stable final-state particles, excluding
neutrinos, within the HF acceptance. The relative difference in these fractions is used to correct
the obtained results.

For ∆ηF > 3, systematic uncertainties from the stability of the normalization procedure and the
dependence of the weights upon running conditions become dominant. To evaluate systematic
uncertainties introduced by both the acceptance correction and the reweighting procedure, the
analysis is repeated on zero bias event samples that had at least one high purity track with
pT > 200 MeV to guarantee inelastic collisions. Events with the HF calorimeter on the side of
the rapidity gap having an energy deposition in any tower less then 2 GeV are selected. The
normalized distribution of events with a given ∆ηF, obtained in this way, should be identical
within statistical uncertainties to the corresponding distributions obtained from the minimum
bias samples after all corrections and the reweighting. The relative deviation of the spectra is
of order 20% and is used as an estimate of the systematic uncertainty in the weights.

5.2 Unfolding

To correct for detector effects, the diffraction-enhanced spectra are unfolded to the hadron
level, that is to the stable final-state particles level. An event at the hadron level is free from
the specifics of a given detector and a direct comparison of unfolded data and MC generator
predictions can be made. For the purposes of the unfolding, empty η bins, each 0.5 η units
wide, within the region |η| < 2.5 are defined as having no charged particles with pT above
200 MeV and as having the total energy of all detectable particles below 6 GeV. Here and later,
all stable particles other than neutrinos are considered to be detectable. For the edge bins,
2.5 < |η| < 3.0, this requirement is changed such that the total energy of neutral hadrons does
not exceed 13.4 GeV. For the HF acceptance, 3.14 < |η| < 5.19, a rapidity gap is defined as an
absence of any detectable particles. The unfolding is performed using the D’Agostini iteration
method with early stopping [43] implemented in RooUnfold [44]. The optimal number of it-
erations is chosen according to the minimum of the average global correlation coefficient [45]
and is equal to 2. Response matrices are constructed for Pbp and pPb data samples separately,
for both IPPb and the IPp+γp topologies using EPOS-LHC generator.

The right hand panel of Fig. 2 suggests that the IPp+γp data set contains a large contribution
from γp events. Neither the EPOS-LHC nor HIJING generators account for such events. To test
the appropriateness of using these generators for the unfolding in this case, the three variables
used for the hadron definition of ∆ηF, namely the number of tracks, their pT distributions,
and the sum of the energy of all PF candidates in a given bin are studied. For each ∆ηF bin, the
distributions of these variables in the first nonempty η bin are compared in data and simulation.
Figure 4 shows an example of those distributions at the reconstruction level for diffraction-
enhanced events with the IPp+γp topology for 4.5 6 ∆ηF < 5. Both the EPOS-LHC and HIJING

predictions for the first nonempty bins are found to be in good agreement with the data.

The stability of the unfolding procedure is studied with respect to the model dependence of
the response matrices, imperfections in detector response simulation, and finite MC statistics.
To account for the physics model dependence, a closure test is performed by unfolding the
spectrum of reconstructed HIJING samples using the EPOS-LHC response matrices. The nonclo-
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Figure 4: The number of high purity tracks, NTrk (left), their transverse momentum, pT, (mid-
dle), and the total energy of all PF candidates, EPFObjects

Sum , (right) in the first η bin after a gap
of 4.5 < ∆ηF < 5.0, for events with the IPp+γp topology. Also shown are the corresponding
distributions for the EPOS-LHC and HIJING generators.

sure is statistically significant only for ∆ηF < 3. In this region the nonclosure did not exceed
11%. The magnitude of the nonclosure is used as the estimate of the corresponding systematic
uncertainty. To study the stability of the unfolding procedure with respect to imperfections in
the simulation of detector performance, the influence of the track reconstruction efficiency and
PF energy thresholds were studied as in Section 4 above. The track reconstruction efficiency is
varied by 5% and the PF energy threshold, at the hadron level, is varied by 10%. The difference
after smoothing in the spectra is used to evaluate the systematic uncertainty. The resulting
combined uncertainties were found to be about 10% for small ∆ηF (∆ηF < 3), decreasing to-
wards ∆ηF = 3. Systematic uncertainties related to the limited counts in the MC samples used
to construct the response matrices are found to be below 1%.

5.3 Results

The diffraction-enhanced ∆ηF distributions are obtained as a weighted mean of the pPb and
Pbp spectra unfolded with EPOS-LHC, with weights defined by the statistical uncertainties in
the two spectra. The spectra are shown in Fig. 5, together with hadron level predictions from
the EPOS-LHC, QGSJET II and HIJING generators. The results are presented in the laboratory
frame of reference. The increase of the rapidity gap is implemented statistically as described
in Sec. 5.1, and is equivalent to a requirement of no final-state particles within the correspond-
ing HF acceptance, 3.00 < η < 5.19 for the IPPb case, or −5.19 < η < −3.00 for the IPp+γp
case. So, although the abscissa axis represents the rapidity gap size seen in the central detec-
tor acceptance, |η| < 3.0, the actual gap size is 2.19 units larger for the diffraction-enhanced
distributions. The results for 0 < ∆ηF < 0.5 are not included in the plots because of the poor
rapidity gap sensitivity discussed in Section 4.

All predicted cross sections of the generators are below the data for both the IPPb and IPp+γp
cases. For the IPp+γp topology, the data are a factor of at least 5 above the generator predic-
tions, suggesting a strong contribution from γp events. As for the IPPb case, despite the dis-
crepancy in magnitude between IPPb data and MC predictions, the shape of the data spectrum
is quite well described by the EPOS-LHC and QGSJET II generators. However, HIJING demon-
strates a sharp decline at large ∆ηF in contrast to the data. At large ∆ηF, there is a slight rise in
the data as well as in the cosmic ray MC generator, QGSJET II. The excess of the data over each
of the MC predictions is largest at low ∆ηF.
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Figure 5: Unfolded diffraction-enhanced differential cross section dσ/d∆ηF spectra compared
to hadron level predictions of the EPOS-LHC, HIJING, and QGSJET II generators. The data are
corrected for the contribution from events with undetectable energy in the HF calorimeter ad-
jacent to the FRG. The corrections are obtained using the EPOS-LHC MC samples. For the pPb
data sample, in the IPPb case (left), the FRG, ∆ηF, is measured from η = 3 and no particles are
present within 3.00 < η < 5.19, while for the IPp+γp case (right), the FRG is measured from
η = −3 and no particles are present within −5.19 < η < −3.00. The statistical and systematic
uncertainties are added in quadrature. The gray band shows the resulting uncertainty. The
yellow band indicates the values of the only MC-based correction done to account for the HF
calorimeter energy deposition below the noise level. The bottom panels show the ratio of the
predictions of the three generators to data.
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Both the ATLAS and CMS Collaborations have measured the differential cross section for ra-
pidity gap events for 7 TeV pp collisions [22, 23]. Although these spectra were measured at a
different collision energy and with a rapidity gap definition different from the one used in this
analysis, a rough comparison with current results is still possible. The ratio of the IPPb and
pp differential cross sections at large ∆ηF can be explained by a factor Aα, where α ' 1/3, as
expected in the Glauber–Gribov approach.

Figures 6 and 7 show the unfolded diffraction-enhanced dσ/d∆ηF spectra for the IPPb (left) and
IPp+γp (right) topologies compared to the detailed predictions of the EPOS-LHC and QGSJET II

generators. The generator predictions are broken down into nondiffractive (ND, blue), central-
diffractive (CD, green), single-diffractive (SD, orange) and double-diffractive (DD, purple) com-
ponents, shown as stacked contributions.
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Figure 6: Unfolded diffraction-enhanced differential cross section dσ/d∆ηF spectra for the
IPPb (left) and IPp+γp (right) topologies compared to the EPOS-LHC predictions. The EPOS-
LHC predictions are broken down into the nondiffractive (ND, blue), central-diffractive (CD,
green), single-diffractive (SD, orange) and double-diffractive (DD, purple) components, shown
as stacked contributions.

5.4 Data driven cross check

To provide a data driven cross check of the MC-based correction to the events in which low
momentum particles are emitted within the HF acceptance, a complimentary analysis of the
diffraction-enhanced data sample has been performed. The forward instrumentation of CMS,
the Zero-Degree Calorimeters (ZDCs), can detect the lead break-up products, so events with an
intact lead can be selected explicitly for the IPp+γp topology. For those events the probability to
have any final state particles in the HF acceptance at the side of the escaping ion is significantly
smaller. Such a comparison provides a good cross check to the main analysis approach.

The ZDCs are located 140 m away from the CMS interaction point and consist of tungsten ab-
sorber and quartz fibers. Being located behind the LHC dipole magnets, the ZDC calorimeters
are sensitive to neutral particles produced in collisions at high pseudorapidity |η| > 8.3 [46, 47]
while charged particles are swept away by the dipole. The ZDC located on the negative side
of the CMS detector (ZDC−) allows for the exclusion of events with strongly boosted energetic
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Figure 7: Unfolded diffraction-enhanced differential cross section dσ/d∆ηF spectra for the IPPb
(left) and IPp+γp (right) topologies compared to the QGSJET II predictions. The QGSJET II pre-
dictions are broken down into the nondiffractive (ND, blue), central-diffractive (CD, green),
single-diffractive (SD, orange) and double-diffractive (DD, purple) components, shown as
stacked contributions.

neutrons produced from the break up of the lead nucleus. A subset of events with an intact
lead nucleus can be selected requiring ZDC− energy to be below 1 TeV [46, 47].

Figure 8, top, compares the reconstruction level diffraction-enhanced dσ/d∆ηF spectrum ob-
tained for the IPp+γp event topology and corrected for the contribution of the low momentum
particles in the HF acceptance to the corresponding distribution for the events passing the
ZDC− veto requirement. Within the systematic uncertainties the diffraction-enhanced results
agree with the results obtained with the ZDC veto. Figure 8, bottom, shows the fraction of
events selected with the ZDC veto requirement as a function of the rapidity gap size. The ratio
is flat as a function of ∆ηF.
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Figure 8: Top: Reconstruction level diffraction-enhanced differential cross section dσ/d∆ηF

spectrum corrected for the contribution from events with undetectable energy in the HF calori-
meter adjacent to the rapidity gap. The correction value is indicated with the yellow band. The
statistical and systematic uncertainties are added in quadrature. The gray band shows the re-
sulting uncertainty. The distribution is shown together with the spectrum obtained with events
satisfying the ZDC veto requirement EZDC− < 1 TeV which selects only the events without lead
nuclear break up. No correction for HF undetectable energy is applied to this distribution and
no systematic uncertainties related to the ZDC veto are accounted for. The statistical and sys-
tematic uncertainties are added in quadrature. Bottom: A fraction of events selected with the
ZDC veto requirement as a function of the rapidity gap size. Only statistical uncertainties are
shown in the plot.
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6 Summary
For the first time at the CERN LHC, the forward rapidity gap spectra dσ/d∆ηF for proton-
lead (pPb) collisions at a center-of-mass energy per nucleon pair of

√
s

NN
= 8.16 TeV have been

measured for both pomeron-lead (IPPb) and pomeron-proton (IPp+γp) topologies. For the lat-
ter topology, predictions from the EPOS-LHC, QGSJET II, and HIJING generators are a factor of
five or more below the data for large rapidity gaps. This suggests a very strong contribution
from γp interactions, which are not included in these event generators. For the IPPb topology,
where the photon-exchange contribution is expected to be negligible, the EPOS-LHC predictions
are about a factor of 2 and the QGSJET II predictions are about a factor of 4 below the data. How-
ever, the shape of the dσ/d∆ηF spectrum is similar to that in data for both these generators. In
contrast to the data, HIJING demonstrates a sharp decline for large rapidity gaps.

Ignoring the differences in both the nucleon-nucleon center-of-mass energies, 8.16 TeV for pPb
versus 7 TeV for proton-proton (pp) collisions [22, 23] and in the gap definitions used for pPb
and pp, allows for a rough comparison of the pp and pPb diffractive cross sections. At large
∆ηF, the ratio of the IPPb topology differential cross section to that from pp is found to be Aα,
where α ' 1/3, as expected in the Glauber–Gribov approach. These results will be helpful to
understand the high energy limit of quantum chromodynamics and in modeling cosmic ray air
showers.
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