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Abstract

A measurement is presented for the electroweak production of a W boson, a photon
(7), and two jets (j) in proton-proton collisions. The leptonic decay of the W boson
is selected by requiring one identified electron or muon and large missing transverse
momentum. The two jets are required to have large invariant dijet mass and large
separation in pseudorapidity. The measurement is performed with the data collected
by the CMS detector at a center-of-mass energy of 13 TeV, corresponding to an inte-
grated luminosity of 138 fb™!. The cross section for the electroweak W+jj production
is 23.5747 fb, whereas the total cross section for W+jj production is 113 == 13 fb. Differ-
ential cross sections are also measured with the distributions unfolded to the particle
level. All results are in agreement with the standard model expectations. Constraints
are placed on anomalous quartic gauge couplings (aQGCs) in terms of dimension-8
effective field theory operators. These are the most stringent limits to date on the
aQGCs parameters fy;, 5/A* and frg ;/ A%
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1 Introduction

The discovery of the Higgs boson at the CERN LHC [1-3] was made about ten years ago. Now,
it is of great interest to examine in depth the mechanism of electroweak (EW) symmetry break-
ing using rare EW processes. Vector boson scattering (VBS) processes play an independent and
complementary role in understanding the EW symmetry breaking. The nonabelian nature of
gauge interactions in the standard model (SM) leads to a large variety of VBS processes with
unique features and opportunities to probe new physics beyond the SM (BSM).

The center-of-mass energy of the proton-proton(pp) collisions and the integrated luminosity
accumulated by the LHC experiments present an opportunity to measure many rare VBS pro-
cesses. For example, the observed (expected) significance for the EW production of W7 + 2 jets
reported by CMS is 5.3 (4.8) standard deviations (SD) combining Run 1 data and Run 2 data
collected in 2016 [4].

This paper presents a measurement of the EW W1jj production at /s = 13 TeV based on the
complete Run 2 data collected during 2016-2018, superseding the previous CMS result [4]. A
complete set of tabulated results of this analysis is available in the HEPData database [5]. In
addition to increased integrated luminosity, our new results include: (i) an updated fiducial
region requiring jets with pr > 50 GeV; (ii) the removal of the missing transverse momentum
requirement; (iii) the treatment of the interference term between the EW- and quantum chro-
modynamics (QCD) induced processes as a background component; (iv) and the treatment of
the out-of-fiducial signal contribution as a background component.

The EW signal includes both VBS and non-VBS diagrams, such as the contributions depicted by
the three leftmost diagrams in Fig.[I} The QCD-induced production of W+jj, in which both jets
originate from QCD interaction, occurs at a much higher rate and is depicted in the rightmost
diagram in Fig. (1l The interference among the VBS diagrams ensures the unitarity of the VBS
cross section in the SM at high energy. An interference is also expected between the EW- and
QCD-induced processes [6, 7]. The interference is regarded as a background when measuring
the EW process. The cross section for the EW W1yjj production and the total cross section for
the W1jj production that includes both the EW- and QCD-induced processes are determined
in the same restricted fiducial region. The measurements are based on a two-dimensional fit in
the invariant mass 11,,, of the lepton and the photon and the invariant mass m;; of the two jets.
Differential cross sections unfolded to the particle level are also measured.

In addition, BSM couplings, such as anomalous triple and quartic gauge couplings (aTGCs and
aQGCs), as predicted in BSM theories [8] and would affect the W1jj production. The aTGCs
are well constrained by processes such as Higgs boson and diboson production, whereas the
aQGCs can be better constrained by VBS measurements. In this analysis, constraints are placed
on aQGCs in terms of dimension-8 effective field theory operators.

The data set used in this analysis corresponds to an integrated luminosity of 138 fb ! collected
in Run 2 with the CMS detector [9] at the LHC. The final state is characterized by an isolated
electron or muon with high transverse momentum (pr), large missing transverse momentum
(piss) from the leptonic decay of the W boson, a high-p isolated photon, and two jets. Ex-
ploiting the VBS Wjj topology, the two jets are required to have a large invariant mass m;; and
a large separation in pseudorapidity |Ar;|. This selection effectively suppresses the contam-
ination from the QCD-induced production of W+ijj, as well as the non-VBS EW contribution

(Fig. [1] left).
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Figure 1: Representative Feynman diagrams for W+yjj production at the LHC: EW (left), EW
through triple (middle left) and quartic (middle right) gauge boson couplings, and QCD-
induced (right).

2 The CMS detector

The central feature of the CMS [9] apparatus is a superconducting solenoid of 6 m internal
diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel
and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and
scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections.
Forward calorimeters extend the coverage provided by the barrel and endcap detectors up to
a pseudorapidity of || = 5. Muons are detected in gas-ionization chambers embedded in
the steel flux-return yoke outside the solenoid. Events of interest are selected using a two-
tiered trigger system [10} [11]. The first level, composed of specialized hardware processors,
uses information from the calorimeters and muon detectors to select events at a rate of around
100 kHz within a fixed latency of about 4 us. The second level, the high-level trigger (HLT),
consists of a farm of processors running a version of the full event reconstruction software
optimized for fast processing that reduces the event rate to around 1kHz before data storage.
A more detailed description of the CMS detector, together with a definition of the coordinate
system and kinematic variables, is reported in Ref. [9].

3 Signal and background simulation

The signal and background processes are simulated using the MADGRAPH5_aMC@NLO (MG5)
Monte Carlo (MC) generator [12]. The EW W«ijj signal is simulated at leading order (LO)
using MGS5 version 2.6.0. The dominant background from the QCD-induced production of
W+ijj is simulated with up to one additional jet in the matrix element calculations at next-
to-leading order (NLO) with MG5 version 2.4.2, using the FxFx scheme [13] to merge jets from
matrix elements and from parton showering. The interference term between the EW- and QCD-
induced processes, of order O(a'ag) at tree level, is estimated with a full simulation and is
treated as a part of the QCD-induced Wjj contribution. The contribution of the interference is
calculated as the difference between the total Wjj production, which contains the interference
term, and the sum of the individual EW- and QCD-induced W7ijj contributions as simulated
by MG5. The interference term ranges from 1% to 3% of the expected EW signal in the signal
region (defined in Section , varying with my bin.

Other background contributions include diboson processes (VV = WW, WZ, ZZ) simulated
at LO with PYTHIA 8.212 [14], top quark processes (tt and single top) simulated at NLO with
POWHEG 2.0 [15H19], tty production simulated at NLO with MG5 using the FxFx jet merging
scheme, and Zv simulated at NLO with MGS5.

The PYTHIA 8 generator with the CUETP8M1 [20, 21] tune for 2016 and the CP5 [22] tune for
2017-2018 is used for parton showering, hadronization, and underlying-event simulation. The



NNPDF 3.0 (3.1) set [23] is used for the parton distribution functions (PDFs) for the simu-
lated samples of the 2016 (2017-2018) data-taking periods. All simulated events are processed
with GEANT4 [24] for the CMS detector simulation. Correction factors evaluated with the tag-
and-probe method [25] are used to account for differences between data and simulation in the
trigger, reconstruction, and identification (ID) efficiencies. Additional simulated pp interac-
tions (pileup, PU) are superimposed over the hard scattering interaction with a distribution
matching that obtained from the collision data.

4 Object reconstruction

The particle-flow (PF) algorithm [26] reconstructs and identifies individual particles in an event,
through an optimized combination of information from the various components of the CMS
detector. The energy of photons is obtained from the ECAL measurement. The energy of elec-
trons is determined from a combination of the electron momentum at the primary interaction
vertex from the tracker, the energy of the corresponding ECAL cluster, and the energy sum
of all bremsstrahlung photons spatially compatible with originating from the electron track.
The energy of muons is obtained from the curvature of the corresponding tracks. The energy
of charged hadrons is determined from a combination of their momentum measured in the
tracker and the matching ECAL and HCAL energy depositions, corrected for the response of
the calorimeters to hadronic showers. The energy of neutral hadrons is obtained from the cor-
responding corrected ECAL and HCAL energies. The PF candidates are used for a variety of
purposes in this analysis, such as evaluating electron, muon, and photon isolation variables,
reconstructing jets, and computing the pIss in the event, as described below.

The reconstructed vertex with the largest value of summed physics-object p? is taken as the
primary pp interaction vertex [27]. The jets are clustered using the anti-kt jet finding algo-
rithm [28, 29] using tracks assigned to candidate vertices as inputs and the distance parameter
is set to 0.4.

Electron candidates must satisfy || < 2.5 and pt > 35GeV, excluding the ECAL transition
region 1.444 < |y| < 1.566. Electrons are also required to satisfy identification criteria [30]: a
selection on the relative amount of energy deposited in the HCAL, a match of the trajectory
in the tracker with the position of the ECAL cluster, requirements on the number of missing
measurements in the tracker, the compatibility of the electron track and the primary vertex,
and 0,,, which quantifies the spread along 7 of the shower in the ECAL. Electrons identi-
fied as arising from photon conversions are removed [30} 31]. The CMS cut-based tight ID
is used to define tight electrons from W decays, whereas the CMS cut-based veto ID is used
to define loose electrons to suppress events that contain additional leptons. An isolation re-
quirement is applied to electrons. The isolation variable is defined relative to the electron

pr by summing the pr of charged hadrons and neutral particles within geometrical cones
of AR = V(A)?*+ (A¢)?> = 0.3 around the electron momentum direction. To minimize
PU effects, only charged hadrons originating from the primary vertex are included. For the
neutral-hadron and photon components, an estimate of the expected PU contribution (ptV)
is subtracted [32]. For the tight (loose) electrons, the isolation variable is required to be less
than 0.0287 + 0.506 GeV/py (0.198 + 0.506 GeV/ pr) if the pseudorapidity of the ECAL clus-
ter (17gc) satisfies |17gc| < 1.479, and less than 0.0445 + 0.963 GeV / pr (0.203 + 0.963 GeV / pr) if
1.479 < |nsc| < 2.5.

Muon candidates are required to satisfy || < 2.4 and pr > 35GeV. They must satisfy ID crite-
ria based on the number of measurements in the muon system and the tracker, the number of



matched muon detector planes, the quality of the combined fit to the track, and the compatibil-
ity of the muon to originate from the primary vertex [33]. The CMS cut-based tight ID is used.
An isolation requirement is applied to muons. The isolation variable is defined relative to the
muon pr by summing the pr of charged hadrons and neutral particles within geometrical cones
of AR = 0.4. The PU suppression is performed in a similar way as done for electrons. The isola-
tion variable is required to be < 0.15(0.25) to define tight (loose) muons. Tight muons are used
to select signal events, whereas loose muons are used to veto events that feature additional
leptons [33].

Photon candidates must satisfy || < 2.5 and pr > 25GeV, excluding the ECAL transition
region of 1.444 < |5| < 1.566. To minimize the contribution of jets misidentified as photons,
photon candidates must satisfy [34] criteria based on the distribution of energy deposited in the
ECAL and HCAL, and criteria based on the isolation variables constructed from the kinematic
inputs of the charged hadrons, neutral hadrons, and other photons near the photon of interest.
The CMS cut-based medium ID defines tight photons and is used to identify prompt photons
(i.e., not originating from hadron decays) in the final state, and the CMS cut-based loose ID de-
fines loose photons and is used to identify nonprompt photons, which are mainly products of
neutral pion decays [34]. An isolation requirement using a consistent definition as mentioned
above for electrons and muons is applied with AR = 0.3 for the three components separately,
i.e., the charged hadron isolation must be less than 1.141 (1.051), the neutral hadron isolation
must be less than 1.189 + 0.01512py 4 2.259 x 10~°p2 (2.718 + 0.0117py + 2.3 x 10°p2) and
the photon isolation component must be less than 2.08 + 0.004017pt (3.867 + 0.0037pr), for the
tight photon candidates found in the barrel (endcap) region, whereas the charged hadron iso-
lation must be less than 1.694 (2.089), the neutral hadron isolation must be less than 24.032 +
0.01512py +2.259 x 107°p2 (19.722 4 0.0117py + 2.3 x 10~°p%) and the photon isolation compo-
nent must be less than 2.876 + 0.004017py (4.162 4 0.0037pr), for the loose photon candidates
found in the barrel (endcap) region, where pr is measured in GeV. The PU suppression is
performed in a similar way as for electrons. An additional veto is applied on electrons recon-
structed as photons.

Jets are required to have || < 4.7 and pr > 50GeV. To reduce the contamination from PU,
charged PF candidates within the tracker acceptance are excluded from the jet clustering when
they are associated with PU vertices [26]. The contribution from neutral PU particles to the
jet energy is corrected based on the projected area of the jet onto the front face of the calor-
imeter [35]. A jet energy correction, similar to the one developed for 8 TeV collisions [36], is
obtained from dedicated studies performed on both data and simulated events (typically in-
volving dijet, y+jet, Z+jet, and multijet production). Other residual corrections are applied to
the data as functions of pt and 7 to correct for small differences between data and simulation.
Additional quality criteria are applied to jet candidates to remove spurious jet-like features
originating from isolated noise patterns in the calorimeters or in the tracker [37].

The missing transverse momentum piss is computed as the projection onto the plane perpen-
dicular to the beam axis of the negative vector momentum sum of all PF candidates originating
from the primary vertex in an event [38], and its magnitude is denoted as pi*. The jet energy
corrections are propagated to the . Data-to-simulation efficiency ratios are used as scale
factors to correct the simulated event yields.



5 Event selection

Signal event candidates are collected with single lepton triggers and are selected by requiring
exactly one electron (muon) with py > 35GeV and m¥v > 30GeV, where m%v is the transverse

mass of the W boson defined as V/ pr}plrniss[l — €08 (Ay ymiss)], pé is the lepton pr, and A¢y s

is the azimuthal angle between the pf} and the s directions. Events are required to contain
a well-identified and isolated photon with p% > 25GeV, pfr“iss > 30GeV, and at least two jets,
each with || < 4.7 and pr > 50GeV. A separation of AR > 0.5 is required between any
two selected objects (photon, lepton, jets), as detailed in Section@ In the electron channel, we
additionally require the invariant mass m,, of the selected photon and electron to be incon-
sistent with the Z boson mass, |, —mz| > 10GeV, to suppress the Z — e*e™ background
where one electron is misidentified as a photon. Depending on the photon pseudorapidity, the
electron and muon channels are each subdivided into a barrel region with |1, | < 1.444, and
an endcap region with 1.566 < [i7,| < 2.5. The nominal selection consists of all the above
requirements.

The longitudinal component of the neutrino momentum is estimated by solving the quadratic
equation that constrains the mass of the charged lepton and neutrino system to the world-
average value of the W boson mass [39]. As described in Ref. [40], when there are multiple
solutions, the one with the smallest longitudinal neutrino momentum component is chosen; if
there are only complex solutions, the real part is chosen as the longitudinal momentum.

The signal region (SR) is defined as the above nominal selection with the additional require-
ments of m; > 500GeV, |An;| > 2.5, my, > 100GeV, [yw, — (v +yp)/2| < 1.2 [41], and
|<[>W7 — ([)]-]-] > 2, where my., ¢y, and yy, are the invariant mass, azimuthal angle, and the
rapidity of the W+ system, respectively, ¢; is the azimuthal angle of the dijet system between
the two pr-leading jets, and y ;) is the rapidity of the pr-leading (subleading) jet. The require-
ments on [yw, — (¥j + ¥j2)/2| and on |pw.,, — P;| are intended to ensure that the momentum
of the W+ system is balanced by that of the dijet system, which is expected in the absence of
additional QCD radiation. The selection thresholds are determined by scanning the expected
significance of the EW signal to give the maximum sensitivity.

A control region (CR) is defined to validate the modeling from simulation and perform a back-
ground estimation derived from data. The CR uses the nominal selection mentioned above
with the additional requirements of 200 < m; < 500GeV. The contamination from signal
events in the CR is less than 1%.

6 Background estimation

In Fig. 2 the p] distributions for the unfit data and the estimated backgrounds in the CR are
presented for the barrel (left) and endcap (right). This region is used to constrain the QCD W1jj
background. The estimations of the reducible backgrounds are described in this section.

Reconstructed photons or leptons that do not originate from outgoing particles from the hard
interaction are denoted as misidentified (misID) photons and leptons. This reducible back-
ground includes genuine photons or leptons, as well as photons or leptons of purely instru-
mental origin. Because of the variety of sources of these misID particles and the difficulty of
modeling instrumental effects, their contribution is estimated using data in a signal free region.

The main backgrounds arise from W+jets and top quark processes where the jet constituents are
misidentified as a photon. The method used to estimate this background involves measuring
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Figure 2: The p distributions for photons in the barrel (left) and in the endcaps (right) in the
control region for data and from background estimations before the fit to the data. The misID
backgrounds are derived from data, whereas the remaining backgrounds are estimated from
simulation. All events with a photon py > 200GeV are included in the last bin. The hatched
bands represent the combined statistical and systematic uncertainties on the predicted yields.
The vertical bars on the data points represent the statistical uncertainties of data. The bottom
panels show the ratios of the data to the predicted yields.

the fraction of jets misidentified as photons in data and applying a per-photon extrapolation
factor from the region with loose photons to the signal region with tight photons. The factors
are extracted as functions of the photon pt and 7. The fraction of jets misidentified as photons
is determined from a template fit to the photon ¢;, observable, which is the lateral extension
of the shower, defined as the energy-weighted spread within the 5x5 crystal matrix centered
on the crystal with the largest energy deposit in the supercluster. The prompt photons are
more populated in the small ¢, , region, while the nonprompt photons are enriched in the large
0y, region. The fit template for the prompt photons uses MC, while the fit template for the
nonprompt photons uses data from a sideband of the photon isolation distribution in W+jets
using the same method as used in Ref. [42].

The background from jets misidentified as leptons (nonprompt leptons) is estimated in a similar
way. The lepton misidentification rate f, is defined as the ratio of the number of misID leptons
passing the tight lepton requirements to the number of leptons passing only the loose lepton
requirements. To extrapolate from loose to tight requirements leptons, an extrapolation factor
is defined as: f,/(1 — f;). To suppress additional contamination from genuine leptons, the
Wjets and Z+jets contributions are subtracted from both the numerator and denominator
using MC simulation. The extrapolation factor is measured as a function of the 77 and pt of the
lepton in a CR dominated by dijet events. This CR is defined by selecting one lepton, one jet
well separated from the lepton, and pis* < 30 GeV. More details are described in Ref. [43].

The double-misID background is defined as events containing both a misID photon and a
misID lepton. Its yield is estimated using an event sample where both the photon and lep-
ton are required to pass the loose lepton requirements and fail the tight lepton requirements.
A weight is assigned to such events, equal to the product of the misID extrapolation factors
of the photon and lepton. Double-misID events contaminate the single-misID background es-
timate since the second object is assumed to be genuine. Whenever a weight is added to the



double-misID estimate, the same weight is subtracted from both the single-photon and -lepton
estimates. In addition, events in which genuine photons and leptons pass the loose lepton
requirements but fail the tight lepton requirements contaminate both the single- and double-
mislD estimates. This source of contamination is estimated and removed using simulation with
reconstructed objects matched to generator-level objects.

Other nonnegligible background contributions that feature genuine photons and leptons in
the final state, such as top quark, diboson and Z+, are estimated from MC simulation and
normalized to the integrated luminosity of the data set using their corresponding cross sections.

7 Systematic uncertainties

Systematic uncertainties that affect the measurements arising from experimental inputs, such
as detector effects and methods, and theoretical inputs such as the choice of the renormalization
(ur) and factorization (pg) scales and the choice of PDF sets, are included. Each source of
systematic uncertainty is quantified by evaluating its effect on the yield and on the distributions
of relevant kinematic variables in the signal and background categories. The uncertainties are
calculated bin-by-bin and propagated to the final distributions.

The uncertainties in jet energy scale (JES) and jet energy resolution (JER) are estimated by shift-
ing or spreading the jet energies in the simulations up and down by one standard deviation,
and are then propagated to all relevant variables, including VBS jet kinematic observables and
pmiss and the impacts on the signal and background yields are evaluated. The uncertainties
arising from the JES and JER correspond to various processes and various mj—,., (m;; vs. 1,
2D distribution) bins are in the ranges of 0.1-34% and 1.8-33%, respectively. The uncertainties
in the lepton trigger, reconstruction, and selection efficiencies, measured using a tag-and-probe
technique, are 1.8-4.6% [30, 33]. The uncertainties in the photon reconstruction and selection
efficiencies are 1.9-4.3% [44]. The integrated luminosities have uncertainties in the 1.2-2.5%

range [45H47], with an overall uncertainty for the 2016-2018 dataset of 1.6%.

The statistical uncertainties arising from the limited size of both the simulated and data samples
used in our background and signal predictions are estimated assuming a Poisson distribution.
The uncertainties related to the limited number of simulated events or to the limited number
of events in the data control samples are 1.2-11% for the EW W1jj signal, 2.1-48% for the QCD-
induced Wjj background, 4.9-77% for the nonprompt-lepton background, and 2.1-45% for the
nonprompt-photon background. Some of these statistical uncertainties increase with increasing
my and my, . The largest values typically come from bins where the specific process is less
important, and do not significantly impact the signal sensitivity. All the statistical uncertainties
are uncorrelated across various processes and bins of any single distribution.

An overall systematic uncertainty in the nonprompt-photon background estimate is defined
as the quadratic sum of the systematic uncertainties from three distinct sources. The uncer-
tainty arising from the choice of the isolation variable sideband is evaluated by estimating the
nonprompt-photon fraction with alternative choices of the sideband [48]. The statistical un-
certainty in extracting the fake photon fraction is obtained from the template fits. The nonclo-
sure uncertainty is defined by performing the nonprompt-photon fraction fits using simulated
events and comparing the results with the predicted fractions from MC simulation. The nonclo-
sure uncertainty in the endcap region is larger than in the barrel region and increases with the
photon py. The overall systematic uncertainty in the nonprompt-photon background ranges
from 7.8% to 12%, dominated by the nonclosure contribution.



Similarly, the uncertainty in the nonprompt-lepton estimate comes from the nonclosure that
is obtained using MC samples. The same misidentified lepton method used in the analysis
is applied to MC -y+jets events, and the result is compared with the true number of - +jets
events falling into the SR. The difference of the two quantifies the nonclosure. The selection
used is the same as in the nominal event selection, except that the m¥v and pTUs® requirements
are removed to increase the size of the selected sample. The uncertainty associated with the

nonprompt-lepton background is 30%.

The effects of the choice of yi and g in the theoretical calculation for signal and background
cross sections are estimated by independently changing yy and yp up and down by a factor
of 2 from their nominal values in each event, within the requirement that 1/2 < ug/up < 2.
The uncertainties are defined as the maximal differences from the nominal values. The PDF
uncertainties are evaluated according to the procedure described in Ref. [49] using the NNPDF
set. For the signal, the scale uncertainty varies within 0.7-5.4% and the PDF uncertainty varies
within 0.06-0.10% in the acceptance. The scale uncertainty in the QCD-induced W1jj process
corresponds to a 0.08-12% uncertainty in the acceptance. It is constrained by the simultane-
ous fit to the data in the CR. The PDF uncertainty in the acceptance of the QCD-induced W<y
production is 0.05-1.40%.

A correction factor is applied to the simulated events to account for the first level trigger timing
drift in 2016 and 2017 data [11]. This mistiming results in a loss of trigger efficiency in the data
and is not modeled by the simulation. Uncertainties arising from these correction factors vary
within 0.9-3.4%, and are treated as correlated across various processes and bins of the 2016 and
2017 data analysis.

8 Observation of EW W+~ production

The measurement of the total EW Wy production rate is performed using a binned likelihood
fit to the data of the two-dimensional (2D) distribution in mj (four bins) and m,,, (three bins).
Both mj and m,, are highly discriminating variables between the EW signal and the QCD-
induced W+jj background. Furthermore, the 2D analysis provides a larger expected signifi-
cance than using either variable alone.

Data in the SR and CR are both included in the fits to constrain the dominant background
(QCD-induced W1ijj). Table |1/ shows the signal and background yields after the fit, as well as
the observed data yields. Figure. 3/shows the observed and expected distributions of mj;-m,,,
used in the total EW W1jj cross section measurement. The expectation is given after the fit to
data.

The signal significance is quantified using a profile likelihood test statistic [50]. This test statistic
involves the ratio of two Poisson likelihood functions, one in which the signal strength is fixed
to zero and one in which the signal strength is allowed to have any positive value. The signal
strength represents the ratio of observed to expected signal yields. Systematic uncertainties
are included as nuisance parameters in the likelihood function that scale the relevant processes
using log-normal probability density functions. The distribution of the test statistic is assumed
to be in the asymptotic regime where there is a simple relationship between its value and the
significance of the result [51]. The observed (expected) significance is 6.0 (6.8) SD for the EW
W<y processes.



Table 1: Signal, background, and data yields for the EW W+ fiducial cross section measurement
from the fit to the data in the signal region. Statistical and systematic uncertainties are added
in quadrature. EW W+ in (out of) fiducial region stands for the number of events of EW W+
falling in (out of) the fiducial region defined in Sec. E}

Barrel Endcap

EW W1 in fiducial region 316 16 902455
EW W+ out of fiducial region 647 +20 204+1.0
QCD Wy 1301 =28 362 +13
top, VV, Zvy 402+14 933+£72
Nonprompt photon 434 +£13 1202 +57
Nonprompt muon 134 + 27 45 £ 11
Nonprompt electron 189 + 20 86 + 13

Nonprompt photon, nonprompt muon  43.0+7.0 14.6 +34
Nonprompt photon, nonprompt electron 755+55 25.0+2.0

Total prediction 2960 =43 856 £ 21
Data 2959 £57 849 4+ 32
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Figure 3: The 2D distributions used in the fit for the total EW Wy cross section measurement.
The hatched bands represent the combined statistical and systematic uncertainties in the pre-
dicted yields. The vertical bars on the data points represent the statistical uncertainties of data.
The expectation is shown after the fit to the data. EW W+ in (out of) fiducial region stands for
the events of EW W1y falling in (out of) the fiducial region defined in Sec. E}

9 Fiducial cross section measurement

The fiducial cross section measurement for the EW Wy production at 13 TeV is extracted with
the same 2D m;—m,,, binning used for the signal significance. The fiducial region is defined

based on the particle-level (for leptons, photons, jets) quantities: one lepton pé > 35GeV and
7e| < 2.4, p'ss > 30GeV, pf > 25GeV, |, | < 1.444 or 1.566 < |1, | < 2.5, AR, > 0.5,
my > 30GeV, and two jets with p; ) > 50GeV, || < 4.7, m; > 500GeV, AR; > 0.5, ARy, >
0.5, AR;, > 0.5, and |Ar;| > 2.5. The leptons are reconstructed at the particle level with fully
recovered final-state radiation. The acceptance is defined as the fraction of the signal events
passing the fiducial region selection, and is estimated using MG5. The theoretical uncertainty in
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the extrapolation between the fiducial and SR is negligible (< 1%). We define the cross section
as ofid = 0g fl agg, Where the cross section for the signal events is 0, = 0.776 pb calculated

with MG5 at LO in QCD [12], the observed signal strength parameter fi = 0.88701, and the
acceptance age = 0.034, where ay is the acceptance of the of fiducial region selection. The
measured fiducial cross section is

gf

ofld = 23,54 2.8 (stat) "1 7 (theo) T3 (syst) fb = 23.5F42 fb. (1)

The observed signal strength is compatible with unity within one SD, and the measured fiducial
cross section agrees well with the SM prediction.

The cross section for the sum of the EW and QCD-induced W 7jj contributions is also measured.
The fiducial region definition is identical to that used for the EW W’yjj ﬁducial cross section
measurement and the formula for the cross section is ciid, +QCD = y(og Wi QCD QCD) The
inputs used for the fit are similar to the ones for EW W+jj production, w1th the dlfference that

EW and QCD-induced W+jj contributions are combined as signal. The cross section for QCD-
induced W+yjj production is 192.3 pb calculated with MG5 at NLO in QCD [12], and ocQCD

calculated to be 4.6 x 10~%. The measured signal strength for the EW+QCD Wjj productlon is
0.98f8:ﬁ and the observed fiducial cross section is

oo = 113 2.0 (stat) 733 (theo) 13 (syst) fb = 113 + 13 fb. )

The observed signal strength is compatible unity within one SD, the measured fiducial cross
section agrees well with the SM prediction.

10 Differential cross section measurements

The differential cross sections for the EW only and for the EW+QCD W jj production processes
are measured for several characteristic variables using the same SR as defined in the fiducial
cross section measurement. For each unfolded variable, its generator-level values are mapped
to the reconstruction-level ones in binned histograms that account for the detector spreading
effects. The efficiencies for selecting events from the generator level to the reconstruction level
are calculated using the same binning as used in the fiducial region measurements, in order
to recover the limited acceptance and selection efficiencies. Signal events outside the fiducial
region are treated as background. Both the spreading and efficiency effects are evaluated using
signal simulation. A bin-by-bin unfolding is performed to obtain differential distributions,
in which the effects of detector spreading, limited acceptance, and selection efficiencies are
corrected.

The unfolded variables include the transverse momentum of the lepton p, of the photon pJ;
the invariant masses of the lepton and the photon 1, ; the transverse momentum of the leading

jet (p ordered) p]Tl ; the invariant mass of the two jets m;; and the separation in pseudorapidity
of the two jet Az;. Since the ranges of some variables extend to infinity, the last bins accom-
modate all the events above the last bin boundaries, but the bin widths that are used in the
denominator are flnlte and are (110, 400), (170 200), (160, 1000), (250, 500), and (1500, 2000) GeV

for pf, pt, m tyr pT and mj;, respectively.

The unfolded differential distributions are shown in Fig.[d]for the EW production and in Fig.
for EW+QCD production. Comparisons are shown with the theoretical predictions from MG5.
The predictions are in agreement with the unfolded data in general.
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Figure 4: Differential cross sections for the EW W+jj production as functions of p%, p7, p]Tl , My,
my, and Ary. Since the ranges of some variables extend to infinity, the last bins accommodate
all the events up to infinity as marked by the bin label, but the bin widths that are used as the
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11 Limits on anomalous quartic gauge couplings

The effects of BSM physics can be parameterized in a generic way through a set of linearly in-
dependent higher-dimensional operators in an effective field theory [8]. As mentioned above,
VBS is particularly suitable to constrain aQGCs. The lowest-dimension operators that mod-
ify quartic gauge couplings but do not exhibit two or three weak gauge boson vertices are
dimension-eight. Reference. [52] proposes nine independent charge-conjugate and parity-
conserving dimension-eight effective operators by assuming the SU(2) xU(1) symmetry of the
EW gauge field. The model includes a Higgs-field doublet to incorporate the presence of the
SM Higgs boson. The operators affecting the W+yjj channel can be divided into two categories.
The operators Ly g—Ly 7 contain an SU(2) field strength, the U(1) field strength, and the covari-
ant derivative of the Higgs doublet field. The operators L1¢-Lr, and L15-Lr7, contain only
the two field strengths. The coefficient of the operator Ly y is denoted by f y/ A*, where A is
the unknown scale of BSM physics.

A simulation is performed that includes the effects of aQGCs in addition to the SM EW W1jj
production, as well as the interference between the two contributions. Since a contribution from
aQGCs would enhance the production of events with large W+ mass, we therefore use this
observable to extract limits on the aQGC parameters. To obtain a continuous prediction for the
signal as a function of each anomalous coupling, a quadratic fit is performed to the SM+aQGC
yield as a function of the aQGC coefficient value, separately in each myy, bin. In addition to
the selection described in Section 5} further requirements are applied to exploit the fact that the
aQGC contributions arise from pure VBS diagrams, and are thus enhanced in the VBS phase
space region, and the anomalous operators lead to more energetic final-state particles. These
requirements are optimized to enhance the aQGC sensitivity, based on simulation studies, and
are: my > 800GeV, |Any| > 2.5, my, > 150GeV, and p{ > 100GeV. As an example, Fig. @
(left) shows the resulting myy,, distribution in muon channel.

We set two-sided limits on the operator coefficients through a limit-setting procedure that in-
volves first obtaining the global maximum of the profile likelihood function, and then the max-
imum of the profile likelihood function at fixed coefficient values, which are compared with
the global maximum and converted to confidence level (CL) intervals. Figure. [f|(right) shows
the likelihood scan for the fy;,/A* parameter in the calculation of the observed limits.

The observed and expected 95% CL limits on the aQGC coefficients are summarized in Tab.
These are the most stringent limits to date on the aQGC parameters fy;, 5/A* and frg ;/A*.

They are obtained by varying the coefficient of one operator at a time, with all others set to
zero, i.e., the SM value. The yield of the EW signal in any bin is a quadratic function of the
coefficient, whose minimum in general does not occur at a coefficient value of zero because of
the interference with the SM operators. The constraints set on the aQGCs are compatible with
the SM predictions of zero. The NLO EW corrections to VBS W+ can be sizable and increase
as a function of mj, which may bias the aQGC measurement. Although there is no NLO EW
calculation available yet for VBS W+ production, we have checked, using the numbers from
same-sign WW scattering [53]54], that the effect on the aQGC limits is negligible. The unitarity
bound (Uy,yunq) is defined as the scattering energy at which the aQGC coupling strength, when
set equal to the observed limit, would result in a scattering amplitude that violates unitarity.
The value of Uy,,,ng is determined using the analytical formulas from Ref. [55].



14

CMS 138 fb! (13 TeV) » CMS 138 fh™* (13 TeV)
c
S0l —— Data W ewwy O
Uk Z L — Obs. 2ANLL
2 B Top. W, 2y QCD Wy ﬁ12 -
§ i Muon events MisID photon . Double MisID L
Lu1037 MisID lepton %ﬁ Stat O syst 10 L — Obs. 95% CL interval
F — Fy /A =8 Tev* L
r ' 81
102 6 }
i Y S
10 2 F
0 L L 1 ‘ L 1 ‘ 1 1 L ‘ 1 1 1 ‘ 1 1 1
[0.15,0.4] [0.4,0.6] [0.6,0.8] [0.8,1.0] [1.0,1.5] -4 -2 0

4
my, [TeV] Fu2N* [Tev?

Figure 6: The myy, distribution for muon events satisfying the aQGC region selection and
used to set constraints on the anomalous gauge coupling parameters (left). Electron events,
not shown here, are also used. The gray line represents a nonzero fy;,/A* setting. Events
with 1y, > 1500 GeV are included in the last bin. The hatched bands represent the combined
statistical and systematic uncertainties on the predicted yields. The vertical bars on the data
points represent the statistical uncertainties of data. Likelihood scan and the observed 95% CL
interval for the aQGC parameter fy;,/A* (right).

Table 2: Exclusion limits at the 95% CL for each aQGC coefficient, derived from the M distri-
bution, assuming all other coefficients are set to zero. Unitarity bounds corresponding to each
operator are also listed. All coupling parameter limits are in TeV~#, while Up,q values are in
TeV.

Expected limit Observed limit Upound
5.1 < fao/ AT <51 =56 < fo/A* <55 1.7
T1< fur /A <74 =78 < fyu /AT <81 2.1
18 < fya/ AT <18 —19< fy/A* <19 20
25 < fays/ A <25 27 < fyus/AP <27 27
B33 < faa/ A <33 =37 < fya/AN* <36 23
B4 < fys/ A <36 =39 < fyus/A* <39 2.7
13 < faz /A <13 —14 < foy /AT < 14 22

043 < fro/A* <051 —047 < fro/A* <051 1.9
027 < fr1/A* <031 —031< fr;/A* <034 25
072 < fro/A* <092 —085< fr,/A* <10 23
029 < fr5/A* <031 —031< fr5/A* <033 26
023 < fre/A* <025 —025< fre/A* <027 29
-0.60 < fr,/A* <068 —0.67 < fr,/A*<073 3.1

12 Summary

Measurements of the electroweak (EW) production of a W boson, a photon, and two jets in
proton-proton collisions at a center-of-mass energy of 13 TeV have been presented. The data
correspond to an integrated luminosity of 138 fb~! in Run 2 collected with the CMS detector.
Events are selected by requiring one isolated lepton (electron or muon) with high transverse
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momentum (pt), a moderate missing transverse momentum, one high-pt isolated photon, and
two jets with a large rapidity separation and a large dijet mass. The signal is observed for the
tirst time at 13 TeV, with an observed (expected) significance of 6.0 (6.8) standard deviations,
where the expectation is based on the standard model predictions. In a restricted fiducial re-
gion, the cross section for the EW Wjj production is 23.5747 fb and the cross section for the to-
tal EW+QCD Wyjj production is 113 & 13 fb. Both measurements are consistent with standard
model predictions. For the first time, differential cross sections for EW W+jj and for EW+QCD
W1ijj production are measured. Constraints placed on anomalous quartic gauge couplings in
terms of dimension-8 effective field theory operators are extracted and are the most stringent
limits to date on the aQGC parameters fy;, 5/ A* and frs /A
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