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1 Introduction and summary

There has been a lot of new progress in the non-perturbative S-matrix bootstrap, driven by
the development of efficient numerical tools, see [1-34].1

In this paper we focus on 4 space-time dimensions. We consider a class of theories which
have a single photon-like particle, namely a massless particle with spin one. We denote this
particle by . The goal of this paper is to study the 2-to-2 scattering amplitudes of the process

Y(A)Y(A2) = v(A3)v(Aa), (1.1)

where \; is the helicity of the in/out particles. We are agnostic about the high energy
behaviour of the theory apart from the requirement that the 2-to-2 scattering amplitude must
obey the usual S-matrix bootstrap principles: Lorentz invariance, unitarity and analyticity.
Scattering amplitudes of particles with spin in 4d was reviewed systematically in [19].2
We will use their language in this work. Each photon in (1.1) has two helicities, as a result
there are 16 scalar amplitudes which fully describe the process (1.1). For simplicity we
assume parity invariance in this work.? Taking into account the fact that the particles under
consideration are also identical we are left with only 5 different amplitudes:

++ = ++, R e e et T s Sl Al SR o S i S (1.2)

where £ correspond to the helicities of the particles in (1.1). We denote the corresponding
amplitudes in the center of mass frame by

Dy (s,t,u), Dy(s,t,u), D3(s,t,u), Dy(s,t,u), O5(s,t,u), (1.3)

where s, t and u are the Mandelstam variables describing the scattering process and obeying
the standard relation

s+t+u=0. (1.4)

Due to crossing equations only the ®;, o, and &5 amplitudes are independent, the rest
can be related to these as

Ds3(s,t,u) = D1 (u,t,s), Dy(s,t,u) = (L, s,u). (1.5)

'For an overview of recent results and discussion of some future directions, see [35].

?This problem was studied in the 60s by many authors [36-39], see the older review [40] for a more
comprehensive list. See also [41, 42] for more recent discussions.

3Due to CPT symmetry in the case of neutral identical particles (as in this paper) parity invariance implies
time-reversal invariance.



Moreover, crossing also implies that ®q(s,t,u) is symmetric under ¢t — u permutation and
the amplitudes ®a(s,t,u) and P5(s,t,u) are fully symmetric under permutations of their
arguments. We give the precise definition of the amplitudes (1.3) in appendix A. There
we also derive their crossing equations and unitarity constraints. For completeness we also
explain how to define the amplitudes via tensor structures in appendix B both in vector
and spinor formalisms.

Non-perturbative observables. At low energy, the amplitudes ®1, ®5 and ®5 have the

following expansion:*

Dy (s,t,u) = gos® + g35° + gas® + ghs*tu + Li(s|t,u) + O(s%),
Do(s, t,u) = fo(s® + 12 +u?) + fastu + fi(s® + 12 + u?)?

+ Lo(s, t,u) + O(s°),
®5(s,t,u) = hy stu+ O(s°).

(1.6)

The two functions Li(s,t,u) and La(s,t,u) are fixed by unitarity in terms of the polynomial
terms in (1.6), see appendix C:

Li(slt,u) = s* (517132 + ﬁ172tu) log (—s+/g2) + P1.35° (t2 log (—t+\/g2) + u?log (— \/>))
Lo(s,t,u) = Po <S4 log (—s+/g2) + t*log (—t\/g2) + u* log (— \ﬁ)) (1.7)

where the coefficients 8 read as

1413 + 593 /3
fri=———5, B2 = 5
1607 2407 (1.8)
By —— 95 By = _5fa2g92
L3 = 7802’ 2 4872

Equations (1.6)—(1.8) follow from a few simple assumptions, which are compactly encoded
by an effective field theory (EFT), to be discussed below.> For now, it suffices to know
that the main ingredient is the absence of other massless degrees of freedom beyond the
spin one particle ~.

We refer to the real parameters gy, f, and h, in (1.16) as non-perturbative observables.
Our notation is almost identical to the one of [43, 44]% apart from the fact that we take
into account the logarithmic branch cuts associated to intermediate massless particles. As

“Let us emphasize that even though we write O(s™), the expansion is at small s ~ t ~ u and 7 is the total
power of s,t,u.

5The amplitudes (1.6) can also be derived from softness, unitarity, crossing symmetry and kinematical
constraints. Softness is the assumption that the 2-to-2 amplitude scales like (energy)®, and that the 2-to-(n > 3)
amplitude scales at least like (energy)® at low energy. Then unitarity fixes the coefficient of the log terms
as in (1.8), see appendix C. Crossing symmetry restricts the polynomials of s, ¢t and u that can appear
in (1.6). Finally, the kinematical constraints discussed in [19] (see eq. (2.139)), imply that ®3 = v?(...) and
D5 = stu(...).

5The difference between our observables (in black) and the ones of [43, 44] (in blue) is the coefficients g4
and gfl which are related to their g4,1 and g4,2 as follows

94 = g4, + 2942, gs = —2ga2.



it will be shown, the parameter g2 is always non-negative, thus the object /g2 entering
inside the log terms is unambiguous.

For complete clarity, let us emphasize that the observables g,, f, and h,, are well defined
and measurable in terms of derivatives of the non-perturbative scattering amplitude. At
the n < 3 level we have

go = %83@1(0,0,0), g3 = %8;7’(1)1(0,0,0), (1.9)
together with
2fy = %63%(0,0,0), —f3 = %aﬁa@g(o,o,o), —hg = %6526@5(0,0,0). (1.10)
At the n = 4 level we have instead

g4 = lim lim 4 84 (P1(s,t,—s —t) — Li(s|t,—s —t)),

t—0s—0

—q) :%m(l) hm 8 O (P1(s,t,—s —t) — Li(s|t,—s — 1)), (1.11)
—U s—

Afy = lim lim - L 01 @a(s.t,—s — 1) — Ln(s,t,—s — 1))

We choose go to define an energy scale. It is then convenient to define the following
dimensionless observables

= _fa I3 _ g 7 3 % _J1 _ _ g1 _, _ g
f2577 f3537/27 93537/27 h3537/27 f =5 4= "3 QQE% (112)
92 92 95 g5 92 95 95

Effective field theory. From the QFT perspective there is only one consistent way to
describe a massless spin one particle, namely as a U(1) gauge theory. We use this fact to
construct an effective field theory (EFT) Lagrangian density that can be used to describe
the process (1.1) at low energies. This is given by summing all possible linearly independent
Lorentz invariants built out of the electromagnetic tensor F),,, with some generic coefficients.
The most general form of such a Lagrangian density reads as

1
EEFT:—ZF,WF‘W-FCG+Cg+ﬁ10+£12+..., (1.13)

where £,, denotes terms with mass dimension n. Explicitly they read as’

L=0,

Lg = c1(Fu F")(FapFP®) 4 co(F FYP Fy FH), (1.14)
L10=c3(Fapd’ F,0%F"PFy) 4 c4(0a Flu0* FY*)(Fpo FOP) + 5(00 Fuy FYPO“F o F7H),

Elg—Cﬁ(a Fa,,aaF”“65F5”85F50)+07( ,,56 FG,Y85F”63587FP“)+08( O,ﬂF o« ,,F758585FP”).

The EFT description is valid up to some cut-off scale which we denote by M. The real
dimensionful coefficients ¢; are called Wilson coefficients. They have the following mass

dimensions
(] =lea] = =4, [es] =[ea] = [c5] = =6,  [ce] = [e7] = [es] = 8. (1.15)

Some recent experimental bounds on some of these Wilson coefficients can be found in [45-49].

"We do not include terms with more than four factors of F,, because these do not contribute to the
process (1.1) to the order in s, ¢, u we are considering.



e =~ 2
e M
4 \
A \
i \
Y o, N
Al ~ A
\ O _t '
\ ’
\ /7
N 7

Figure 1. Analytic structure of the full non-perturbative amplitudes ®;(s,t,u) in the complex plane
s at a fixed value of t < 0. There are two branch cuts along the real axis, namely, for s > 0 and for
u=—s—1t>0. The EFT amplitudes are good approximations of the full non-perturbative amplitude
inside the grey region corresponding to |s| < M?2. The full non-perturbative amplitude may have
other branch points on the real axis. For example, in QED there are branch points at s = 4m? and
u = 4m? associated with the threshold for electron-positron production.

Using the EFT Lagrangian density we can compute scattering amplitudes of massless
particles ®;(s,t,u). We denote them by ®FFT(s,#,u). The details of this computation, to 1-
loop order, are provided in appendix D. The amplitudes (I)?FT(S, t,u) are good approximations
of the full non-perturbative amplitudes ®;(s,t,u) in the regime |s| < M?, namely

i=1,2,5: Dy(s,t,u) ~ O (st u), |s| < M>. (1.16)

This is depicted in figure 1. The amplitudes ®*F1 (s, ,u) will have precisely the same form
as in (1.6) given the relations

g2 = 2(461 + 362), fo= 2(401 + C2),
3
g3 = 4ey, f3=06(c3 +2c4 — c5), hs = 5C8 (1.17)
1 1 c
g1 = 1(—306+207), gy = 5(306—207—08)7 fa= —gﬁ'

In the computation above we used dimensional regularization and we have chosen our
1

renormalization scale u to be p? = T

Partial amplitudes and unitarity. Given the scattering amplitudes (1.3) one defines
partial amplitudes as follows

1 s
BL(s) = / dfsin0df,_ ., (0) i (s.t(s,0),u(s,0)) (1.18)
0

T 321
where the scattering angle 6 is related to the Mandelstam variables as
s s
t:—i(l—cosé’), u:—§(1+0056’). (1.19)
The small Wigner d-matrix is defined in (A.27). The differences of helicities are defined as
)\12 = /\1 — )\2, )\34 = )\3 — )\4. (1.20)
The values of helicities for the amplitudes ®;(s,t,u) are given in (1.2).

-5



Using partial amplitudes we can write full non-linear unitarity constraints in simple

( ! ST(S)) = 0, (1.21)
S(s) I

where [ is the (appropriate) identity matrix and

positive semi-definite form as

1+i(®Y(s) + ®Y(s)), (=0,
1+i(®4(s) — BE(s)), >0 (even),
S(s) = ¢ 1+ 2i®4(s), ¢ >3 (odd), (1.22)
(1 0) N (cbﬁs) + ®5(s) 2¢g(s)> s (even
01 20%(s) 204(s)

These conditions hold in the physical regime s > 0. The linear combination ®{(s) — ®4(s)

describes the scattering of parity odd states, whereas ®(s) + ®5(s), ®4(s) and ®(s) describe

the scattering of parity even states. We refer the reader to A.3 for a detailed derivation.
There is a simpler subset of the above constraints (called positivity) given by

ImF(s) = 0, (1.23)
where F is defined via S as follows
S=1+:F. (1.24)

A subset (the linear part) of these positivity constraints read as

>0 (even) : Tm(®f (s) + ®5(s)) > 0,
¢ >0 (even) : Im(®(s) — ®4(s)) > 0, (1.25)
0>2: Im ®4(s) > 0.

Goal of the paper. In this paper we study bounds on the dimensionless observables (1.12)
coming from full non-linear unitarity (1.21).

Bounds from positivity. Using dispersion relations it is relatively easy to incorporate the
positivity constraints (1.25) and obtain analytic bounds on the observables. This is addressed
in section 2. Here we briefly summarize the results from that section.

For the observables go and fs we obtain the following rigorous bounds

<1 g0 (1.26)

g2
We could not derive any bound on g3, f3 and hs using dispersion relations and positivity.
There are simple dispersion relations for g4 and f4, however due to the presence of log terms
in (1.6) we cannot derive bounds on these observables. More precisely, we find

42f3 £ 50f, +21. .
803 log(5y/g2) + O(5\/g2) , (1.27)

>0

g1 +2f1 >0+
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Figure 2. Lower bound on the observable g, as a function of f,. The allowed region is shaded in
light blue. The estimated error is indicated by dark blue.

where 0 < § < M?. The first (zero) term in the right-hand side of (1.27) was obtained
in [43, 44] neglecting the branch cuts from photon loops. The second term in these expressions
is a novel result obtained by taking into account the log terms. We would like to consider
§ — 0 to drop the error term. However, in this limit, the bound (1.27) is useless because
the log terms diverge.

More bounds similar to these can be derived — see for example [18, 50, 51] for bounds
including IR logs. For bounds on EFTs from positivity derived in various other contexts,
see [43, 44, 52-61].

Bounds from full non-linear unitarity. We use the primal numerical approach of [3, 9] to
bound the observables (1.12) using full non-linear unitarity (1.21). This is done in section 3.
We briefly summarize our results here.

First, we found numerically that the bound on f» is identical to (1.26) which was found
by using positivity only. Second, we found that neither upper nor lower bounds exist on
the observables g3, f3 and hs. Finally, we discovered that there exists a lower bound on
g4. The bound is presented in figures 2—4. There the lower bound on g4 is constructed as
a function of fo, fi and g respectively.

All our numerical data can be downloaded from https://doi.org/10.5281/zenodo.7308006.

The absence of bounds. As stated in the previous paragraph, we often see that there is
no bound on a given observable. We explain this fact in section 4 by explicitly constructing
weakly coupled theories which satisfy all our assumptions and have unbounded observables.
For instance we show analytically that no bounds exist on g3, f3 and hs.


https://doi.org/10.5281/zenodo.7308006
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Figure 3. Lower bound on the g4 observable as a function f, for a given value of f,. The allowed
region lies above the colored lines. The dashed line described by g4 = 2|f4| is placed for reference.
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Figure 4. Lower bound on the g4 observable as a function g for a given value of fo. The allowed
region lies above the colored lines.



2 Bounds from positivity and constraints on EFTs

In this section we will write relations which allow to express the observables (1.12) or (5.1)
as integrals of the amplitudes ®;(s, ¢, u). These relations are called dispersion relations. For
simplicity we will work in the forward limit ¢ = 0. Combining dispersion relations with
positivity (1.25) allows us to bound our observables. In what follows we will focus only

on g, f2, g4+ and f4.

Positivity constraints. Positivity constraints were given in (1.25) in terms of partial
amplitudes. These constraints can be equivalently translated into amplitudes in the forward
limit using the inverse of (1.18). We get then

Im(®4(s) £ Pa(s)) >0, Im ®3(s) > 0. (2.1)

We independently derive these constraints also in appendix A.4. Here and in the rest of this
section we use the following short-hand notation for the forward amplitudes

D,(s) = Pi(s, t =0, u = —s). (2.2)

Dispersion relations. Let us start by defining the following functions

@1(8) + @2(8) + (133(8)
8n+1

Vi (s)

n

(2.3)

in the s complex plane. The functions Vni(s) have an analytic structure inherited from the
functions ®;(s,t,u) as depicted in figure 1 and an additional pole at s = 0. The functions
V£ (s) obey V.F(—s) = —V,¥(s) for even n due to s—u crossing symmetry in equation (1.5) and
the discussion below it. Finally, the imaginary part of the functions V,*(s) is non-negative
due to positivity constraints (2.1) for s > 0.

Integrating V,*(s) over a closed contour as depicted in figure 5 we get

j{dsVni(s) =0 (2.4)

since V£ (s) are analytic inside this contour of integration. The contour has several pieces:
the small arc with radius § denoted by =, the big arc with infinitely large radius denoted by
I' and two horizontal stretches. Splitting the integral in (2.4) into these pieces we get

/ sV (s) + / T dsVE(s) + / dsVE(s) + / dsV=(s) = 0, (2.5)
) -5 ¥ r
Assuming the analogue of the Martin-Froissart bound for spin one massless particles® we get

lim sV (s)=0, forn>2 (2.6)

|s|—o0

As a result the integral over the large arc I' vanishes

/ dsV:E(s) = 0. (2.7)
I

8For a recent discussion of the Froissart bound in the case of massless spin two particles see [62].



Figure 5. Integration contour of the analytic functions V. defined in (2.3) in the s complex plane.
The functions V;* have the same analytic structures as in figure 1. Compared to figure 1 they have
however an additional pole at s = 0 indicated by a green dot.

Using s — u crossing symmetry we get”

— ( / ’ dsV=(s) + ioo dsvni(s)> =2 / " dstm VE(s). (2.8)

—S

In order to evaluate the third integral in (2.5) we use the representation (1.6) of the amplitudes
which is valid for |s| < M?. Performing the change of variables s = 4cos$, where ¢ €
[0; 7], we get

/ dsViE(s) = mi 2(ga £ f2) + O(32/MP),
T (2.9)
dsViE(s) = mi2(ga £ 2f4+ (B + Bis + o) log (3/g2)) + O(3/M™Y)

where we estimated the error using the expected EFT scaling of Wilson coefficients with
the cutoff scale M.

Plugging equations (2.7)—(2.9) into (2.5) we finally obtain the following dispersion re-
lations

gt fo+ OGMY = [T ast 9) & 2ols) + 25(s)] (2.10)

g3

together with

g1+ 2f1+ (Br1+ Bz £ B2)log (§f )+ O(5/M™)
_ 1/°° 75T P1(s) £ P2(s) + Pa(s)]

T Js S0

(2.11)

9The first integral is evaluated slightly above the right branch cute. By crossing symmetry, the left integral
is related to the integral slightly below the right branch cut. The sum of the two terms gives a discontinuity
which in turn is related to the imaginary part of the amplitude.

,10,



Bounds on gz and f2. Consider the dispersion relation (2.10) and take the limit § — 0.
In this limit the combination gs £ fo is related to a certain integral of the amplitudes. Due
to positivity in the form (2.1) this integral is non-negative and we obtain the following
rigorous inequalities

>0, -1<22<1. (2.12)

Bounds on g4 and f4. Consider now the dispersion relation (2.11). Naively it is impossible
to take the limit § — 0 because there is a log term in the left-hand side which diverges in
this limit. Nevertheless, using positivity conditions (2.1) we arrive at

g4 £2f1+ (P11 + Brs £ Ba2)log (5v/g2) + O3/ M) > 0. (2.13)
20

This relation holds for any § in the range § < M?2. Unfortunately this relation is not very
useful because either the error term is large (for 3 large but still below the cutoff scale M?) or
the log term is large (for § small). Dividing by g3, we obtain a dimensionless version of (2.13):

) . 42f2 £50fy +21 .
Gat2f1 >0+ 180.2 log(8y/92) + O(5v/92) , (2.14)

>0

which we quoted in the introduction. Here we further assumed that go ~ M ~* to simplify
the error term.

It is actually possible to take the limit § — 0 inside (2.11). To this end, consider the
following representation of the logarithm

o ]
log(z) = /x dym + O(x). (2.15)

It allows to bring the result (2.11) into the following form

pib2fs 71r/soo i <Im[<I>1(s) + i)52<8) + ®3(s)] N ﬂ(ﬁ;éiiljgi:)ﬁﬂ) +O(3/MY). (2.16)

The integrand here is well-defined at § — 0 since the divergence of the first term governed

by (1.6) cancels the divergence of the second term. We can thus write an explicit integral
form of g4 + 2f, as

o % /Ooo . <Im[<I>1(s) + ZQ(S) +Ps(s)] w(ﬁ;é i i%)&)) | (2.17)

Let us now notice that

Bi1+ Pz £ P2 <0. (2.18)

This means that the second term in the integrand in (2.17) is negative whereas the first term
in the integrand is non-negative due to positivity. As a result the integrand in (2.17) does not
have definite sign and no positivity bound can be deduced on the simple combination g4 + 2 f4.

— 11 —



3 Bounds from full non-linear unitarity

In this section we present our numerical bounds. We start in subsection 3.1 by explaining
our numerical setup. We will then use it to bound the coefficient fo in subsection 3.2.
We will explore bounds on g3, f3 and hs in subsection 3.3. We will study bounds on gs,
gy and f4 in subsection 3.4. In subsection 3.5 we show in all generality that parameters
appearing linearly in a scattering amplitude are subject at most to one-sided bounds in
the non-perturbative S-matrix bootstrap. Finally, in subsection 3.6 we test the low spin
dominance conjecture using our data.
We make our numerical data public. It can be downloaded from

https://doi.org/10.5281 /zenodo.7308006.

3.1 Numerical setup

We consider the following non-perturbative ansatz for the three independent amplitudes'®

Nmax
Qi(s,tu) = X3 D aaesepipl + La(slt ),
a,b,c=0
Nmax
(sityu) = > abpepspip + La(s, t,u), (3.1)
a,b,c=0
Nrﬂdx
P5(s,t,u) = (—XsXtXu) Z %bcpgﬂgpﬁ
a,b,c=0
Here ocabc are real dimensionless parameters. Due to crossing symmetry 04(11 = ozacb and aabc,
agbc are fully symmetric in their indices. The p-variable is defined as
VAT (3.2)
T Vs Vs \/
where sg < 0 is a free real parameter. The x-variable is defined as
1 1 ] s\ 2
=_(p,—1)2—= —13:—3(> O(s°/?). 3.3
=== 3=t = 2 =3(2) w07 (33)

This variable was introduced in [18], and it is built in such a way that it becomes a constant
at high energy. It is also convenient to define the following object

P= (14 p) (14 o)1+ ) (3.4)

At fixed scattering angle 6 (defined using the Mandelstam variables in (A.13)) and small
value of s it behaves as 1 and at fixed angle and large value of s it decays as O(s~%/2).
Finally the functions L; and Ly are defined as'!

La(slt, u) = 5§ P X3 [Brix2 log Xs + Braxexa 108 Xs + P13 (¢} log xe + 32 log xu)| 35)

La(s, t,u) = sg P Ba(x2log xs + x¢ log X1 + X4 10g xu)-

10The prefactors in front of ®; ,®5 use the variable x defined below (3.3). They are included so that at low
energy, the prefactors become those of the spinor-helicity amplitudes (B.112).

"The prefactor P is introduced here in order to make the functions L1 (s|t,u) and La(s, ¢, u) decay fast
enough at large values of s. This allows to use the large energy constraints derived in appendix H.2.
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These functions have the following low energy expansion:

Li(s[t,u) = s? [517182 log(s/s0) + B1 2tulog(s/s0) + B1,3(t* log(t/s0) +u” log(u/so))] +0(s),
Lo (s,t,u) = fa(s*log(s/s0) +t*log(t/s0) +utlog(u/s0)) +O(s°).

Comparing them with (1.7) we conclude that

La(slt, u) = Li(s[t,u) = 8% [Buis® + Bratu + Bt + u?)] log(—s0y/g2) + O(s7),  (3.6a)
Lo(s,t,u) = La(s, t,u) — Ba(s* + t* + u*) log(—s0v/g2) + O(s°). (3.6b)

As was discussed in the introduction, scattering amplitudes of any massless spin one
particles in the vicinity of s = 0 have the representation (1.6). We, thus, need to expand (3.1)
around s = 0 taking into account (3.6) and match the result with (1.6). This procedure
will generate a set of linear constraints on the parameters of the ansatz «. Solving these
constraints and plugging the solution back into (3.1) we obtain the final form of the ansatz
which depends on the following parameters

{50; 92,93, 94, gﬁlv f25 f3a f47 h3) rest Of O{S}. (37)

All the coefficients in this list enter the ansatz linearly except for sg, go and fo. Squares of go
and fo multiply the log terms. The former also enters inside the log terms.

The ansatz (3.1) has a finite number of terms controlled by the parameter Npyax. All the
numerical results depend on this parameter. The true bound is obtained by extrapolating
the numerical results to Npa.x = 0.

In order to impose non-linear unitarity we first compute partial amplitudes by plug-
ging (3.1) into the definition (1.18). The integrals are evaluated numerically in Mathematica.
They will depend on the set of parameters (3.7). Plugging them into (1.21) we obtain
a set of unitarity constraints. We impose these constraints for a finite number of spins
£ =0,...,Lpax. All the numerical results also depend on the parameter L., and thus
require an extrapolation to Lyax = 0o. We carefully discuss the extrapolation procedure for
both Npax and Lyax in subsection 3.4.1. In order to improve the convergence with Liyay, we
add the unitarity constraints in the limit L,,x = oo. This is discussed in appendix H.1. The
convergence is also improved by adding the amplitude positivity constraint in the forward
limit (A.61). As Lyax — 00, these constraints are included in the full unitarity constraints
imposed numerically (1.21) via the positivity (1.25). However, for any finite Lpyax, (A.61)
contains more information.

The unitarity constraints (1.21) should be imposed for all s > 0. In practice we pick a
finite grid of s values where we impose unitarity. The points are chosen using the Chebyshev
distribution in the ps variable (see e.g. footnote 34 in [19]). The number of points in this
grid is denoted by Ngiq. In all the calculations we use Ngrig = 200 for unitarity constraints
with spins £ < 50 and Ngiq = 50 for unitarity constraints with spins ¢ > 50. We also
include analytic constraints at s = oo, for details see appendix H.2. On top of the unitarity
constraints (1.21) we also impose the positivity constraints (2.1) at Ngrg = 200 values of s.
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The amplitudes in d = 4 are dimensionless. We can thus rewrite the ansatz (3.1) in
terms of dimensionless quantities only. This is done by using g2 as a scale and defining

5=/925, t= /g2t u = /g2 u. (3.8)

Identical definitions are understood to hold for sg. With these definitions the explicit
dependence on go completely disappears in (3.1) and the parameters we are left with are
precisely the ones given in (1.12). In other words the ansatz depends only on the following
coefficients

{50333, G4, Gy» f2, f35 fa, hs, rest of as} (3.9)

and gs is not a free variable. We can chose the parameter s at our will. A particular choice
does not play any role for significantly large values of Ny ax. It can happen however that for
some values of these parameters the numerics converge better and it is desirable to search for
their optimal values. In practice, this search is unfeasible since we do not want to numerically
evaluate the partial amplitudes for different choices of 59.

There is however a trick which allows to keep a tunable parameter in the numerical setup.
To achieve that, we keep the ansatz in the form where g2 enters explicitly. We then set

so=—1. (3.10)

This sets the scale of the problem which makes all the other variables and parameters (like s
or g9) effectively dimensionless. The parameter g2 is now free and can be set to any value.
The bounds on (3.9) do not depend on this choice in the limit Npax = co. However, for
a particular value of go the numerics will converge faster. Faster convergence means in
practice that at a fixed Npax there is some value of go which leads to a better result (e.g.
if we look for a minimal value of some parameter, better result means lower minimum of
this parameter). For each optimization problem, we always perform a scan in go first. This
strategy was already used in [18] and [24].12 The explicit details of this scan are explained
below. Scanning over Sy and scanning over g, given (3.10) is equivalent. This can be seen
by using the definition (3.8) and (3.10) which lead to

50 = —/72. (3.11)

We solve the following optimization problem: find the values of parameters (3.9) such
that the unitarity conditions (1.21) are satisfied and one of the parameters in (3.9) has a
minimal or maximal value. We construct optimization problems in Mathematica. For solving
the optimization problems we use SDPB [63, 64]. The summary of the parameters used
in our numerics can be found in table 1.

3.2 Bounds on f;

The very first optimization problem we would like to address is: what are the mazimal and
minimal allowed values of the observable fo. For solving this optimization problem, we set the

12We thank Andrea Guerrieri for emphasizing this idea.
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SDPB precision 832 (binary)
dualityGapThreshold 1078

integral precision 35 (decimal)

mathematica internal precision | 200 (decimal)
200 ¢ <50
50 £>50

N, grid

Table 1. Parameters in the numerical setup.

f’s as free linear parameters of our ansatz (3.5).!13 The numerical solution of this optimization
problem at a fixed value Nyax = 20 and several values of go is presented in table 2. Here we
choose Lyax = 50. The numerics converges extremely fast for this run and no extrapolation
to Nmax — 00 and L.y — oo is needed. From table 2 we conclude that

15 h S+, (3.12)

which is in perfect agreement with the positivity bound (2.12). The solution is very stable
and depends weakly on ¢go. Nevertheless, we see that when go — 0 we get slightly better
results (smaller minimum and greater maximum). This suggests that the extremal values of
the bound fo = +1 are saturated by free theories, which have gy = 0.

Notice that the solution presented in table 2 is symmetric under the fy <+ —fo exchange.
This comes from the fact that the unitarity constraints (1.21) are symmetric under ®9 <> —P9
when &5 = 0. Investigating the solution leading to table 2 we indeed see that &5 ~ 0
numerically. For further discussions of the symmetries of the unitarity constraints, see the
last paragraph of appendix A.3.

The result obtained here can be seen as a non-trivial check of our numerical setup.
Interestingly, using full unitarity we do not get stronger bounds on fo than equation (2.12),
which follows from positivity only. This is easy to understand in light of the observation
above: the bounds are saturated by the free limit of weakly coupled theories, for which the
constraints coming from full non-linear unitarity are irrelevant. We review the free theories
saturating this bound in subsection 4.3.

3.3 Bounding the (g3, f3, h3) space

Let us now study the upper and lower bounds on the g3, f3 and hs observables.

Recall that our ansatz has log terms encoded into the objects Li(s|t,u) and Lo(s,t,u)
defined in (3.5). The coefficients /5 in these expressions depend on g2 and fo quadratically
according to (1.8). Notice however that we can use our numerical procedure to determine

130ne may think that including the constraints (1.8) can lead to stronger bounds on fo. However, the
extremal amplitudes that give f» — +1 are very weakly coupled and therefore the 1-loop log terms are
irrelevant.

1Strictly speaking, the amplitude vanishes in free theory, and there is no meaning for the observables (1.12).
What we mean by “free theories” in this section is, more precisely, the free limit of weakly coupled amplitudes,
for which ratios of Wilson coefficients can have well defined limits.
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92 min(fz)  max(fo)
1072 | —0.998710 0.998710
1 —0.998619 0.998619
102 | —0.991237 0.991237

Table 2. Minimal and maximal allowed values of the f, observable for different choices of go. These
results are obtained with Ny ax = 20 and L.« = 50.

fa=0 fa=3/10
g2 | min(gs) max(gs) | min(gs) max(gs)
1072 | —546.9 470.5 —390.2 466.4
1 —54.67 47.00 —39.00 46.59
102 —5.397 4.628 —3.840 4.585

Table 3. Minimal and maximal allowed values of g3 at a fixed value of f, for different choices of go.
These results are obtained with Ny, = 20 and L. = 50.

only observables entering linearly in our ansatz. The terms with g3 are not a problem since
we always fix the value of go. However, we need to take some care of terms containing f2.
One option is to simply set L (s|t,u) = 0 and La(s, ¢, u) = 0 in the ansatz since these terms
only become important for bounding g4, ) and f4. Another option is to also fix the value of
fo or equivalently the value of f».'> We have realized both options in practice, in this section
we present only the results of the second one. It is important to notice, though, that these
options are inequivalent in principle. We will comment on this fact in subsection 3.5.

Let us now look for the minimal and maximal values of the g3 observable at some fixed
value of f_g. Concretely, we will use two values fg =0 and f_g = 3/10. We work at Npax = 20
and Lpax = 50, and do not perform any extrapolation in these parameters. The solution of
this optimization problem is presented in table 3 for different values of go. From this table
we see that the optimal value of gy is at go = 0 (when go — 0 we get the lowest minimum
and the highest maximum). The results of table 3 suggest that the optimal solution is a
free theory (because go = 0) with

—00 < g3 < 400. (3.13)

Exactly the same conclusion holds for f3 and hs. We will confirm this finding by analytically
constructing free theories with go = 0, g3 = £00, f3 = 00 and hs = +00 in subsection 4.4.

3.4 Bounding the (g, g}, f1) space

Let us finally study bounds on the observables gy, gj and f1. As explained in the previous
subsection, all the bounds are obtained at some fixed values of fo. In subsection 3.4.1 we
present our numerical results for the lower bound on g4 as a function of fo. In subsection 3.4.2
we present our lower bound on g4 as a function of fo and fy. Finally, in subsection 3.4.3 we

'5Yet another option is to keep /3 as free linear parameters of the ansatz (3.5).
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min(gq)

g2 | 2=0 f2=3/10 f,=6/10 fo=9/10
1072 | 1.068 1.176 1.839 11.41

1 002478  0.03205  0.05527 0.2837
10 | 0.01711  0.02142  0.03974 0.1706
100 | 0.01588  0.01993  0.03646 0.1581
200 | 0.01583  0.01995  0.03645 0.1631
1000 | 0.01589  0.02025  0.03947 0.3270

Table 4. Lower bound on g4 at different values of go and fg. The optimal lowest minimum is achieved
at go ~ 100. The results are obtained with Ny .x = 20 and Ly, = 50.

present our lower bound on g4 as a function of fy and g4 No upper bound exists on g4 and
g4, and from the results below one can conclude that neither upper nor lower bounds exist
on f4, as in the case of the g3, f3 and hs observables studied in the previous subsection. As
for the lower bound on g, the numerics in that region converge poorly, so no conclusion can
be drawn. We will partly explain the presence of unbounded directions in subsection 4.5, by
explicitly constructing free theories with infinitely large values for the Wilson coefficients. In
particular, we will also show that gj cannot be bounded from below.

3.4.1 mingy vs. fo

We start by minimizing g4 at several fixed values of fo. The results of the numerical
optimization are given in table 4. This data is computed using Npax = 20 and Lyax = 50. It
is clear from the table that the best convergence is achieved at go ~ 100, since this value of
go gives the lowest minimum. In the remainder of subsection 3.4 we will always use go = 100.

In practice our bounds depend on the parameters Npyax and Ly.x. The correct bound
is obtained only in the limit Nya.x — 00 and Lya.x — 00. Let us carefully discuss how one
can estimate the correct lower bound on g4 in this limit.

Let us begin by using the strategy employed in [24]. In figure 6 we study the dependence
of the g4 bound on L.« at fixed values of Npa.x. For concreteness we take fg = —3/11
which is the value in QED at leading order in the coupling. The numerical data is indicated
by colored dots. In the left plot of figure 6 we see that the bound gets stronger when we
increase Lyax. For Npax = 20 the bound stabilizes around L,,x = 30 and diverges around
Lax = 100. In the interval Ly, € (30,100) the bound is linear. We refer to this interval
as the plateau. For larger values of Npy.x the divergence of the bounds begins at larger
values of Ly .x. This can be explained as follows - for a fixed finite Np.x, as we increase
Loy, the number of unitarity constraints that the ansatz has to satisfy increases. At some
point, the ansatz is not big enough to satisfy all of these constraints and therefore the bound
that we get diverges. But if we then increase Npyax, the ansatz is now bigger and therefore
it can satisfy unitarity constraints for larger values of Ly.x. Nevertheless, even with this
bigger Nmax and hence a bigger ansatz, the bound will still diverge at some (larger) Lax
and we must disregard the data after this point.
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The precise origin of the divergence in Ly, and the way it can be circumvented is
carefully discussed in section 3.3 in [65]. In this paper we will, however, accept the presence of
this divergence and simply focus our attention on the plateau where the numerical results can
be trusted.'® We could then use linear extrapolation in 1 /Lmax to obtain the lower bound of
s at Lyax — oo for fixed values of Nyax. The extrapolations are indicated by solid lines in
figure 6. The right plot in figure 6 is a zoomed-in version of the left plot. The circles around
the numerical data there indicate the points which were included in the plateau.

Once we obtain the extrapolated bounds at L.x — 0o we also do a linear extrapolation
in 1/Npax. The result is depicted in figure 7 in black. Black dots indicate extrapolated
Lyax — oo values. Black lines indicate linear extrapolation in 1/Ny.x. From previous
experience we expect the numerical data to be linear in 1/Nyax starting from Npax ~ 20.
This is compatible with the results depicted in figure 7.

Performing the above extrapolation in Lyax and Npax is computationally very expensive
since it requires obtaining a lot of numerical data. Let us explore a cheaper alternative. One
could compute bounds at various values of Ny, with

Lax = aNmax — b, (314)

with a and b some integer numbers. Once the data with this L. is obtained, we can
perform a linear extrapolation in 1/Nyax t0 Npax — oo. In figure 7 we make several choices
of a and b. All the resulting extrapolations lie very close to the one obtained by using the
previous approach. Notice, however, that the choice of a and b cannot be completely arbitrary,
the values of Ly should always be inside the plateau. In figure 7 we also indicate the
extrapolation using the points on the plateau right before the divergence. We denote this
choice by “End of plateaus”. In the rest of this section, we shall use

Lmax = 5Nmax - 50’ (315)

to perform extrapolations to Npyax — oo. From now on, we assume that (3.15) is a good
choice for other values of f» and all the other bounds computed below.

We are finally in a position to present our lower bound on g4 as a function of fo. It
is given in figure 8. The numerical data for different Ny is depicted by colored dots.
The extrapolated values are given by black bars which also reflect a rough error of the
extrapolation.!” Figure 2 presented in the introduction is obtained from 8 by using only
the extrapolated results and connecting the points.

The lower bound on g4 is symmetric under f_g — — f_g as a consequence of the ®o <+ —Py
symmetry in the unitarity constraints (1.21) when ®5 = 0. Indeed, we observe that the
optimal solution leads to ®5 ~ 0 and thus the numerical solution is ®5 <> —®P9 symmetric.
The same remains true in subsections 3.4.2 and 3.4.3. The absolute minimum of the bound
in figure 2 is achieved at fo = 0 and is given by

ga > 0.0138 £ 0.0003. (3.16)

6We find the plateau using the discrete derivative dDer(1/Lmax). Then, we select points such that
dDer(1/Lmax) < X - min(dDer), where X is a factor that can be chosen. In practice we chose X = 3.

To estimate the error on the extrapolated bound, we perform a linear interpolation using Nmax > N.
where 18 < N, < 24 and compute the maximal difference between interpolated values. Therefore, this error
indicates if the linear interpolation is a reasonable extrapolation of the bound to Nmax — 0.
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min(gy)

0022
0.021F
0.020f
0.019f
0.018f
0.017f
0016}
0015F

0.014E x x

® Lmax =5 Nyax — 50
® Lpax = 8 Nyax — 100

Lmax =10- Nmax — 140
e End of plateaus

Fit Npax > 20

e Plateaus Ly.x — 00

1

30
1/Nmax

1 1
11
26 24 22 20 18 @ —----

Fit Ny > 22
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Figure 8. Lower bound on g4 as a function of fy. Colored dots represent the numerical data obtained
with L.y defined in (3.15) and various values of Npax. Black bars represent the extrapolation of the
numerical results to Ny« — o0 and indicate the estimated errors.

Provided the renormalization scheme chosen in (1.6), this is the absolute minimum of g4, and
is an intrinsically nonperturbative result. In particular, (3.16) implies that g4 cannot be zero.

For larger values of fo the errors quickly increase. In order to understand this, recall
from subsection 3.2 that the boundary values fy = +1 are saturated by free theories with
g2 = 0. Moreover, we shall prove in subsection 4.3 that free theories are in fact the only
theories with fo = +1. In order to efficiently obtain bounds in this region we would need
to keep g2 = 0, while in the present section we fix go = 100. This leads to bad convergence
when we approach fo = =+1.

3.4.2 min gy vs. fz and f4

The lower bound on g4 as a function of f; at two fixed values fo = 0 and fo = 0.3 are
shown in figures 9 and 10. The colored lines indicate the numerical data for various values
of Npax. The gray line indicates the extrapolated bound. The width of this line represents
the extrapolation error.

As we can see from figures 9 and 10, the extrapolated bound has exactly the same
behavior as the finite Ny, one and lies very close to it. In what follows we will focus on
Nmax = 20 and Lyax = 50 in order to reduce the cost of our numerical computation. This
allows us to scan over more values of fy. In figures 11 and 12 we present the lower bound
on g4 at fo = n/10, n = 0,1,...9. Using the ®9 <> —P9 symmetry discussed above we
automatically obtain the bound also for n = —9,... — 1.

It is interesting to notice that all our bounds in figures 9-10 satisfy the naive condition

G1E2f1>0 (3.17)
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Figure 9. Lower bound on g4 as a function of f4 at the fixed value f_g = 0. Colored lines represent
the numerical data obtained with Ly, defined in (3.15) and various Npyax. The gray line represents
the extrapolated bound to Npy.x — o0o. The width of the gray line represents the estimated error.
The extrapolated bound has the form gy > (0.0129 + 0.0001) + (1.999 4 0.001)|f4|. The dashed line is
drawn for reference.
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Figure 10. Lower bound on g4 as a function of f at the fixed value fo = 0.3. The extrapolated bound
to the right of the minimum has the form g4 > (0.0055 4 0.0001) + (2.000 +0.001) f4. The extrapolated
bound to the left of the minimum has the form g4 > (0.0240 & 0.0001) + (—1.997 £ 0.002) f .

which is obtained from (1.27) by dropping the log terms. We indicate this condition by
a gray dashed line.
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and is equivalent to the one used in figure 11. The solid lines indicate places with the same values of
ga. The bound is constructed at Npax = 20 and Lyax = 50.
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3.4.3 mingy vs. f2 and g

The lower bound on g4 as a function of g} at two fixed values f» = 0 and fo = 0.3 are shown
in figures 13 and 14. The colored lines indicate the numerical data for various values of
Nmax- The gray line indicates the extrapolated bound. The width of this line represents
the extrapolation error. On these plots, we observed that for negative values of g, the
extrapolation error grows very quickly. As a result, the extrapolation cannot be trusted
in this region. A quick investigation shows that in this case there is no plateau in Ly
analogous to figure 6. Further work is needed in order to understand the issue.

Fixing Npax = 20 and Lyax = 50 allows us to scan over more values of fg. As in
the previous subsection, exactly the same bounds hold when fo — —f,. We present our
results in figures 15 and 16. There, we focus on the region where one could have performed

a controlled extrapolation.

3.5 Linear constraints and the numerical bounds

Let us now make a general remark on a limitation specific to convex optimization, when it
comes to bounding observables like the ones in (1.12). For simplicity, consider the simplified
setting of a single amplitude 7 (s), function of a single Mandelstam invariant — for instance,
a scalar 2-to-2 amplitude in two dimensions. Given an amplitude which satisfies unitarity
and crossing, it is easy to see that the one parameter family

Ta(s) = AT (s), A€ o,1], (3.18)

does as well. This simple fact implies that no two-sided bound is possible for dimensionless
ratios of coefficients of different mass dimension, if they appear linearly in the amplitude.™®
Concretely, suppose that the amplitude has a low energy expansion of the form

T(s) = gos®> + g3s® + ... . (3.19)

Then, equation (3.18) generates a one-parameter family of allowed values for the dimen-
sionless ratio:
g3(\) I

B = L, 0T AT g 320

If g3 is positive (negative) in the original solution to unitarity and crossing, gs is unbounded
from above (below).

It is worth emphasizing that the argument above is not sufficient to forbid two-sided
bounds in physical EFTs: elastic unitarity imposes that Wilson coefficients appear nonlinearly
in the low energy expansion — see (1.6)—(1.8). Hence, if particle production happens at
some higher order in s, the reasoning must be modified. As mentioned in subsection 3.3,
we did add nonlinear terms in the ansatz, in particular involving go, with the exception of
the runs to bound fo. However, as a matter of fact, in our numerical runs we only found

18Notice that with an extra mass scale M, such as a cutoff or the mass of an external particle, one can

2
define homogeneous ratios like gigl , which may have two sided bounds.
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Figure 14. Lower bound on g4 as a function of g) at the fixed value f2 = 0.3. The gray line represents
the extrapolation to Npax — 00.
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Figure 15. Lower bound on gy as a function of g at fixed values of fo. This bound is constructed at
Nmax = 20 and Lyax = 50.

fo
. 10
0.15 i
t 0.8
[
) 0.10 l[ 0.6
Ga t
0.05 # 0.4
[
l . 02
%

) 02
: 04— 04
f2 P L t
-"00 N

Figure 16. Lower bound on g4 as a function of gj and fo. The color gradient indicates places with
the same values of f; and is equivalent to the one used in figure 15. The solid lines indicate places
with the same values of g4. The bound is constructed at Nyax = 20 and L.y = 50.

two-sided bounds precisely for fo. The latter is a ratio of coefficients with the same mass
dimension, and does not scale with the parameter .

This raises the question whether the absence of two-sided bounds is indeed a hallmark
of Wilson coefficients of any EFT. In a certain region of parameter space, the answer is
affirmative, as we shall see in detail in the next section. Indeed, weakly coupled theories
precisely come equipped with a small parameter A, and the low energy Wilson coefficients
are linear in it at leading order — see table 9. Elastic unitarity is perturbatively satisfied
order by order in A, hence one can consider these theories — if they can be UV completed
— as a non-linear completion of the example in (3.18). We will indeed use weakly coupled
theories to explain some features of the plots presented in this section.
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3.6 Numerical tests of low spin dominance

In this subsection, we test low spin dominance which was conjectured in [66].'° Consider
the observables

o Tm (@f(s) + @4(s))

(e =16(+1) | s,
oo Im (D4 (s) — PE(s
(o7 ) = 16(€+1)/0 ( I(Sk)ﬂ 2 ))ds, (3.21)

oo Im (@g(s))

3 _
(P =16(4 + 1)/0 — 108

In our case, only the k = 2 integrals converge because for higher values of k, the logarithms
in (1.6) spoil convergence. Note that in terms of these positive observables, the sum rules (2.10)
can be written (after taking the limit § — 0 there) as

gat+fa= Y o2+ Y (b2,
1=0,2... 1=2,3...

ga—fa= > )2+ Y. (ph)a-

1=0,2... 1=2,3...

(3.22)

The weak version of low spin dominance states that in each channel, the contribution of
the lowest spin dominates over all the higher spins i.e.

(pg )2 (P )2 (Pd)2
oz~ 7 Tz~ (b = (3:23)

The strong version of low spin dominance instead states that in fact the contribution from
the lowest spin is much larger than the other spins

(pg)2 N (P )2 N (P3)2
oz = oz =" o)

> o, (3.24)
with a ~ 100 in [66]. In our work, since we construct scattering amplitudes, we test this
conjecture and find that the weak version of low spin dominance seems to always be true,
however the strong version need not be. More precisely we find amplitudes where a < 10.
We illustrate this by considering two points from figure 9 in tables 5 and 6. Note that in
this subsection we analyzed the data at Np.x = 26 and Ly.x = 80 and checked that the
behavior is stable as we change Lyax and Npax. In table 5 which is the absolute minimum

value of g4, we see that?®

3
= 5.7, od2 4 (3.25)

fo=0,f1=0:
f2 Ja )

which indicates some low spin dominance but not the strong form. We contrast this in
table 6 with the point fo = 0 and f; = 0.05 which lies to right hand side of the minimum

19See also [32, 67] where low spin dominance was shown to follow from locality in tree level EFTs.
2°Note that when f> = 0 and f; = 0, the amplitude ®; = 0 and therefore o, = (I)Z'.
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fao=0, f1=0, §i~0.015
(=0 (=1 (=2 (=3 (=4 (=20 Y,

(pf)2 279 4.90 1.62  0.03  36.1
(py)2 279 4.90 1.62  0.03 36.1
(p3)2 50.4 8.04 286 0.01 63.9

Table 5. Sum rules for the minimum point on the boundary of allowed region in figure 9. Note that
at this point, the amplitude ®; = 0 and therefore ®T = ®~. The last column is the sum of partial
wave contributions up to spin £ = 20 and we see that (3.22) is saturated already, keeping in mind that
g2 = 100 and f2 =0.

fo=0, f1=0.05 gi~0.11
(=0 (=1 (=2 (=3 (=4 (=20 Y,

(pf)2 40.6 1.85 046  0.01 434
(p;)2 253 7.69 512  0.02 434
(p3)2 478 542 151  0.02 56.6

Table 6. Sum rules for a point on the boundary of the allowed region in figure 9. The last column is
the sum of partial wave contributions up to spin £ = 20 and we once again see that (3.22) is saturated
already, since go = 100 and f; = 0.

where the bound between f; and g, appears to be linear. Here we observe much stronger
low spin dominance, albeit only in the pj channel:

Wi 919, o2 _gq 0 b2 g (3.26)

fo=0,fs=0.05: <
<p2_>0>2 <p£>0>2 <p?>0>2

We also display two points from figure 10 in tables 7 and 8 where we observe similar
phenomena. In particular notice in table 8 that at the point fo = 0.3 and f; = 0.05
which lies in the linear region, the ,oj channel has strong low spin dominance while the
p; channel is opposite.

_ _ + — 3
fo=0.3, f1 = 0.0045 : ol _y7 P0d2 _q9g <§0>2 — 8.7,

<p2—>0>2 <pg_>o>2 <p£>o>2 3 27)
B _ + — 3 :
fo=0.3, f1 = 0.05 : <’)+° )2 _53q W02 gy <§0>2 —94.
<Pe>o>2 <Pg>o>2 <Pz>o>2
We also remark that if we instead consider points with negative values of fy, say f4 = —0.05,

we find that it is now the p, channel which has strong low spin dominance while the pj
channel has weaker low spin dominance.

4 Allowed amplitudes from perturbation theory

In the first part of this work, we saw how to explore the space of Wilson coefficients using
the numerical S-matrix bootstrap. This section is dedicated to answering the following
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fa=0.3, f1=0.0045, g4~ 0.02
(=0 (=1 (=2 (=3 (=4 (=2 Y,

(pf)2 505 10.8 505 0.03 70.7
(py )2 9.33 0.72 027  0.02 10.7
(p3)2 498 572 201 0.02 593

Table 7. Sum rules for the minimum point on the boundary of figure 10. The last column is the sum
of partial wave contributions up to spin £ = 20 and we see that (3.22) is saturated already, keeping in
mind that go = 100 and f; = 30.

fo=03, f1=0.05 gq~0.11
(=0 (=1 (=2 (=3 (=4 (=20 Y,

(pf)2 865 1.63 0.37 0.01 889
(py )2 14.6 6.66 4.06  0.02 288
(p3)2 349 370 1.00 0.02 41.1

Table 8. Sum rules for a point on the boundary of the allowed region in figure 10. The last column is
the sum of partial wave contributions up to spin ¢ = 20 and we once again see that (3.22) is saturated
already, keeping in mind that go = 100 and fo = 30.

question: how much of this space can be understood analytically? Our main tool will be a
set of effective field theories which are under perturbative control, and which will be used to
populate the space of Wilson coefficients. Most of the models we consider were shown in [43]
to be compatible with analytic positivity bounds, however we also discuss two cases which are
in tension with the same bounds. These theories are obtained by weakly coupling the photon
to a heavy particle at tree level (Yukawa-like theories) or at one loop (QED-like theories).
The resulting theories have the following feature: they all have a dimensionless parameter A,
such that at the point A = 0 the heavy particle decouples and the photons are free. These
theories are not necessarily UV complete on their own when A # 0, but for some of them one
can exhibit explicit UV completions.?! Furthermore, they all obey the classical Regge growth
conjecture [68], which states that the growth of the amplitude should be bounded by s? at
fixed t. The non-perturbative version of the bound is not known in the case of massless spin
one particles, but the same statement was recently proven for graviton scattering [62], and
we shall assume that it holds for photons as well. Even when we do not exhibit an explicit
UV completion, we take the Regge boundedness as a reason to trust in its existence.

The rest of the section is organized as follows. In subsection 4.1, we gather the Wilson
coefficients of interest, while a detailed analysis of the theories that produce them is relegated
to appendix E. The following subsection is dedicated to explaining which linear combinations
of the basis of amplitudes are compatible with unitarity. In the three subsections 4.3, 4.4, 4.5,
we rule in portions of the space of physical observables defined in (1.12).

2More precisely, what one can concoct is a renormalizable action with marginal couplings. This still leaves
open the possibility of a Landau pole, see appendix F.
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92 f2 93 f3 hs g4 g4 fa

Spin 0
scalar AN A 3\ 0 A 0 A
m4 m4 mb mb m8 2m?8
ion ST S SR % 0 A 0 N
axto mi mi mb mb m8 2m?8
Spin 2
ity even 1 A A 0 0 A 63 A
patity mi mi mb m8 ms8 2ms8
. A2 A2 A2 2)\2
parlty even II ﬁ 0 _ﬁ O 0 ﬁ _ﬁ 0
. A2 A2 A2 A2 62 A2
parity odd D7 —ha @ 0 0 ms ms o
One loop
scalar QED 2)\2 A2 A2 A2 A2 112 _ A2 A2
45m4 30m4 210mS 63mb 630mSb 9450m38 3780m8  1890m8
spinor QED 112 B A2 4\2 _ 2)\2 B A2 13)2 B A2 _ A2
P 45m4 15m%  315mb 63mS 315m8  2700m8 378m?8 945m38
ector QED 14)2 A2 47)\2 A2 A2 1312 23)\2 A2
. _ _
5m4 10m4 630m8  21mS 210mS  3150m8 420ms8 630m38

Table 9. Wilson coefficients of photons EFTs obtained by integrating out particles at tree level or
one loop.

4.1 Wilson coefficients of models with a small parameter

As mentioned above, the class of theories we consider are obtained by integrating out a
particle at tree level or at one-loop. At tree level, we consider resonances of spin bounded
by two. The criterion for this choice is the requirement of Regge boundedness discussed
above. In appendix E we give more details on the construction of these amplitudes, and in
subsections 4.3, 4.4 we will further comment on the case of a spin two resonance, which leads
to some subtleties. The second class of theories comprises the coupling of a photon to an
electrically charged particle: the particle is only created in pairs, and therefore contributes
to the photon EFT at one loop. We collect the Wilson coeflicients in table 9, where A is a
dimensionless parameter. In all cases, the coeflicients are only correct to leading order in
A, which should therefore be taken to be small. In the following, we shall often denote the
couplings by the dimension of the corresponding operators in the Lagrangian (1.13): (g2, f2)
are the dimension 8 Wilson coefficients, (gs, f3, h3) are the dimension 10 and (g4, g}, f1) are
the dimension 12 coefficients.

4.2 The rules of the game

If the amplitudes in table 9 are to be treated as UV complete, their convex hull should
lie within the numerical bounds found in section 3. However, violations of unitarity only

— 29 —



disappear in the A — 0 limit, in which case all the dimensionless observables defined in (1.12)
are pushed to infinity, with the exception of f,. For instance, the non-vanishing observables
associated with the first row of table 9 are

- 1 - 3 1 - 1
= 1 g2 = — = — ) = — = —.
f2 ) gs )\7 f3 A’ g4 )\27 f4 2)\2

We conclude that the amplitudes considered in this section mark unbounded directions in

(4.1)

the space of photon EFTs at dimension larger than 8.

In the rest of this section, we shall find such directions. A simplifying feature of the
problem is that the convex hull of these amplitudes degenerates into a cone in the weak
coupling limit. Indeed, let us define the vectors v;()\;), where the index i labels the rows of
table 9 and whose components are the Wilson coefficients:

v = (g2>f2 |g37 f3a h3 | 9479217 f4) = (U(Q) |U(3) ‘ U(4)) : (42)

The vectors spanning subspaces at each mass dimension are distinguished by the upper
index. The following obvious equality,

Q;

Zalvl()\z) = ZB@'U@()‘;) ) Bi = (/%)2 )

)\; = /\i/‘fi ,  Ki > 0, (4.3)

makes the condition ) ; o; = 1 irrelevant. In the A\; — 0 limit, all linear combinations of the
amplitudes with coefficients 5; > 0 are allowed. In other words, under the assumptions of this
section, amplitudes are only constrained by positivity rather than by full nonlinear unitarity.

A second simplification comes from the fact that we are allowed to take independent
linear combinations at dimension 8 and 10, or at dimension 8 and 12. This follows from the
freedom of choosing the mass of the exchanged particle, which introduces new dimensionless
parameters m;/m;. For instance, the following change of variables,

2 A2

y =

= = s

=3 (4.4)

allows to write the Wilson coefficients at dimension 8 and 10 as linear functions of different
parameters. Referring to the definition (4.2),

2) 2)

G NN RN C ) REPC) S O S A OO (4.5)

with hatted vectors being purely numerical. Then we can extend the observation (4.3) to

> awilenyi) = Y (870 (@) 1870 (v0) 180l (P ) (4.6)
(2) (6% (3) oy (4) "%(2) / @2 (3) (2,3)
/67; = @)’ Bz = (3) Bz = aim ) Ty = Tiky 5 Yy = Yiky =5 Ky > 0.
Ky Kq (k™)

This means that, for any choice of positive ﬁi@), 5(3), one can find an amplitude in the convex

i
hull of the perturbative theories defined by table 9 as A — 0.2? An analogous statement holds
for the subspace of dimension 8 and dimension 12 coefficients.

%2Notice that instead Bf) = (@3))2/552).
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A simple consequence of this observation is that the asymptotic allowed values of the
dimension 10 or of the dimension 12 coefficients do not depend on fs.

More generally, we are lead to a simple recipe to find which directions are necessarily
unbounded in the space of couplings of each mass dimension:

Consider the vectors of Wilson coefficients in table 9, restricted to a given mass
dimension larger than 8. Set A =m = 1. Compute the one-sided cone generated
by positive linear combinations of the numerical vectors thus obtained. The
intersection of this cone with the sphere at infinity marks the unbounded directions.

The basic technology to solve this kind of problems is reviewed in [69]. We shall only
report the results in the rest of the section.

4.3 The f, space

The spin 0 exchanges in table 9 are sufficient to cover the space of couplings at dimension 8,
which is parametrized by |f2| < 1. Indeed, the scalar amplitude has f» = 1 and the axion
amplitude has fo = —1. Their convex hull generates the whole allowed space.

The other amplitudes in table 9 all lie inside this interval. In the case of the spin
2 resonance, this fact deserves a comment. The exchange of a resonance determines the
amplitude uniquely only at the location of the pole. In particular, the amplitudes constructed
in appendix E are ambiguous up to the addition of a polynomial in the Mandelstam invariants,
of the kind showed in (1.6). Such polynomials correspond to contact interactions for the
photons, as explained in the introduction. A polynomial of degree two can be tuned so that
the Regge limit of the spin two resonance obeys (2.6), and, as a consequence, the dispersion
relation (2.10). This implies |f2| < 1. Let us emphasize that (2.6) is strictly weaker than the
Regge bound mentioned in the previous subsection, since it only holds at ¢t = 0, for a specific
linear combination of amplitudes. In fact, it is not possible to obtain a Regge limit strictly
slower than s?, for all values of t, by adding a finite degree polynomial.

Let us finally comment on the constraints imposed by dispersion relations and crossing
onto the amplitudes living at the boundary of the allowed region. We start from the boundary

fo = 1. Equations (2.10) and (2.1) imply
Im (®1(s) — ®2(s)) =0, Im ®3(s) =0, (4.7)

where we recall that the notation means the amplitudes are evaluated at ¢ = 0. Let us now
decompose (4.7) in partial waves, using (A.29). The small Wigner d—matrix are non negative
at @ = 0, as it is easy to verify from the definition (A.27). Together with the positivity
constraint (1.25), this means that (4.7) is valid at the level of partial waves:

Im (@f(s) — @h(s)) =0,  Im®f(s) = 0. (4.8)

Furthermore, the unitarity constraints (A.44)—(A.47) force these combinations of partial
waves to vanish:

(®f(s) — ®4(s)) =0,  @4(s)=0. (4.9)
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This is easily seen for the ®¢(s) — ®(s) combination, which obeys the usual spinless unitarity
constraint |14 47| < 1.2 With some more work, one can extract from (A.47) the following
necessary conditions valid for even spin:

Ti@f(s) + @5(s)| <1, [Le2i0b(s)| <1, |oh(s) < 1. (4.10)

The second of these conditions, together with (A.45), implies the third equality in (4.9).2
If we now plug (4.9) back into (A.47), we discover that also

di(s) =0. (4.11)
All in all, we found that the following amplitudes vanish if fo = 1:
Dy (s, t,u) — Po(s, t,u) =0, Os3(s,t,u) =0, O5(s,t,u) =0. (4.12)

Using crossing — equation (1.5)—we conclude that in fact all the amplitudes must vanish.
A similar reasoning also leads to the same conclusion for the other boundary of the space
allowed by unitarity, fo = —1.

Notice that this conclusion does not contradict the statement that scalar and pseudoscalar
resonances saturate these bounds. Indeed, as emphasized, the theories considered in this
section are only compatible with unitarity in the limit A — 0, i.e. precisely when they become
free. In other words, in any interacting UV completion of the EFT obtained integrating out
a scalar or an axion, the value of f, is corrected at higher orders in A.

4.4 The (g3, f3, h3) space

In subsection 3.3, we saw that the numerics indicates the absence of bounds for the dimension
10 observables. Here, we show that the full space is in fact covered by (linear combinations
of) perturbative completions of the photon effective lagrangian. Following the recipe given in
subsection 4.2, we consider the cone generated by the following amplitudes: scalar, axion,
scalar QED, spinor QED and vector QED. One can easily see that the cone coincides with
the whole three-dimensional space spanned by g3, f3 and hgz, thus proving that the sphere at
infinity in the normalized space (gs, fs, ﬁg) is populated by weakly coupled theories.
Notice that, since the unitarity constraints are convex, no lower bound on gs, f3, hs is
possible either. Let us emphasize that it was not necessary to include spin two resonances in
order to achieve this result. In other words, bounds on dimension 10 Wilson coefficients are
impossible already within amplitudes which grow slower than s? in the Regge limit.

4.5 The (ga, 3y, f1) space

The space of dimension 12 Wilson coefficients is the first one which is not fully covered by
(linear combinations of) weakly coupled amplitudes. This is in accordance with the results of
section 3, where we presented evidence of non-trivial bounds in the (g4, g}, f1) space.

*3Recall that ¢ — u symmetry of ®; and ®2 and the property df o(m — 0) = (—1)d o(0) make ®{(s) — P5(s)
vanish for £ odd.
2 Recall that ®5 =0 for £ =0, 1.
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Figure 17. A portion of the cone generated by positive linear combinations of the perturbative
amplitudes of table 9, restricted to the space of dimension 12 Wilson coefficients. The smaller cone
(yellow) only includes amplitudes which grow slower than s? in the Regge limit. The wider cone
(purple) includes all the rows of table 9.

The boundaries of the cone generated by the perturbative amplitudes depend on which
portion of table 9 is included in the analysis. Let us begin by including all the rows of the
table. These vectors generate a cone bounded by the following four faces:

g4 —2f4 >0, ga+2f1 >0, g, <0, gy + 694> 0. (4.13)

This implies in particular g4 > 0. If instead we restrict to theories which grow slower than s
at fixed ¢, i.e. we exclude the spin two resonances, we get the following inequalities:

—10fs + 594 +2g5 >0, —157fs+85g4+60g;y >0, gy <0, 230fs+ 11594 +94g) > 0.
(4.14)
Again, only the half-space g4 > 0 is populated. The two cones are shown in figure 17.

It is interesting to compare these findings with the amplitudes constructed numerically
in section 3, and with the analytic results obtained in [43, 44, 69]. The numerical results are
showcased in figures 9-12 and 13-16, for the (g4, f4) and for the (g4, 7}) planes, respectively.
In particular, it is clear that the (g4, f1) space is bounded at infinity by the two directions
ga/ fi = £2, for all values of f. This matches both the wider and the narrower cones,
equations (4.13) and (4.14). The two boundaries are generated by the scalar and axion
amplitudes respectively (and also by the parity even I and by the parity odd amplitudes)
in table 9.

The status of the (g4, g)) plane appears less clear. The bounds in figures 13-16 are
well converged only when g) > 0, while all the perturbative amplitudes we consider have
non-positive values for the same Wilson coefficient. The two plots are therefore hardly
comparable. It would be interesting to find a perturbative amplitude with positive g} that
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could explain our numerical results. For reference, the sections of the two cones in (4.13)
and (4.14) are bounded, respectively, as

—-6< =<0, g4 >0, (4.15)
94
and 245 .
94
- <20 >0. 4.16
262 — 94 =Y, 94 = ( )

The lower bound in the first equation is reached by the parity even I and parity odd spin
2 resonances. If those are excluded, smallest ratio belongs to vector QED. One can also
combine the numerical results to the weakly coupled theories to obtain a larger convex hull. In
particular, one can consider figure 13, and draw a line with slope —1/6 or —262/345 (depending
on the reader’s opinion about the spin 2 resonances) which intersects the gj = 0 axis in
correspondence of the numerical lower bound. The region to the right of this line and above
the bound is populated by linear combinations of numerical and perturbative amplitudes.

Finally, in the (g}, f1) plane, the perturbative amplitudes cover the semi-circle at infinity
with gj < 0. Therefore, their convex hull covers the whole half-plane (g < 0, f1). Again,
one can combine this knowledge with the numerical results. From figures 13 and 14 it is
clear that there is no upper bound on gj. Consider then an allowed point with gj =2 >0
in the (g}, f1) plane. The convex hull of this point and the half plane g} < 0 is the region
to the left of the line gj = x. Now, since x can go to infinity, we conclude that there are
no bounds in the (g}, f1) plane.

In [43, 44], the space of Wilson coefficients was bounded analytically, by means of linear
positivity — see section 2—and tree level crossing, i.e. null constraints. Depending on how
many null constraints were imposed, the following bounds were found:

18 g, 370

—— < =< — >0 43 4.17
7_94_297 gs = U, []7 ( )
12 q

——<%<y, 91> 0, [44] . (4.18)
5 g4

On the other hand, the paper [69] found the following bounds:

N Y (4.19)
g1~ 7
The bounds (4.18)—(4.19) are compared to the weakly coupled theories (4.15) and (4.16)
in figure 18, and to the numerical results in figure 19. It is interesting to notice that the
cone generated by our perturbative amplitudes extends beyond the bounds found in [43, 44].
This is not a contradiction, since the use of null constraints requires the Regge limit to be
strictly softer than s beyond the forward limit. Indeed, excluding the spin 2 exchanges we
get a convex hull squarely contained within their bounds. However, [43] did consider the
exchange of a massive graviton, finding it compatible with the analytic bounds. As we further
discuss in appendix E, the amplitude proposed in [43] coincides with our parity even II up to
operators of dimension 8 in the EFT. One can easily check that the Wilson coefficients of
dimension 10 and 12 in table 9 coincide with the ones reported in table 2 of [43]. At the level
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Figure 18. Comparison between (4.15), (4.16)—purple and orange solid lines respectively — and
the analytic bounds imposed by linear positivity and tree level crossing. The allowed region (a) was
derived in [69], (b) in [43] and updated by the same authors in [44] (c). Notice that part of the purple
region lies outside the bounds which rely on null constraints.
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Figure 19. Comparison between the numerical bounds obtained in section 3 and the analytic bounds
(a) [69], (b) [43] and (c) [44]. The allowed regions lie in the g4 > 0 half-plane, and are delimited by
the dashed lines (notice that the blue and green left edges almost coincide in the picture).

of our analysis, which is based on the classical Regge bound, there is no reason to prefer this
combination to the other two spin 2 resonances: it would be interesting to understand if, in
some way, the other amplitudes are exonerated from the null constraints of [43, 44], while
this one must obey them. In appendix E, we offer a few additional comments on the status
of the parity even I and parity odd EFTs. Finally, let us emphasize that the list of weakly
coupled UV completion considered here is not exhaustive. One could of course also consider
other types of amplitudes such as the stu-pole [52] or stringy models [70].

5 Discussion

Photons are the particles of light. To the best of our knowledge, they are massless spin
one particles. Assuming four dimensional Lorentz invariance, quantum mechanics and the
absence of other massless particles, the low energy dynamics of photons must be described
by the EFT Lagrangian (1.13). Of course, we expect photons to also interact with gravitons,
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Figure 20. Analytic structure of the amplitudes ®;(s,¢,u) assumed in the positivity study [43]. The
branch cuts associated to photon loops are neglected due to the assumption of weak coupling. The
beginning of the cut at s = M? defines an energy scale M that is interpreted as the UV cutoff of the
photon EFT.

but this is a exceedingly small effect at reasonable energies.?> The Wilson coefficients ¢; in
the EFT Lagrangian (1.13) parametrize our ignorance about the high energy behavior of
the theory. Of course, in the real world we expect these to be dominated by QED effects.
Nevertheless, in this paper we asked ourselves what values can these numbers take compatible
with the S-matrix bootstrap principles of Lorentz invariance, unitarity and analyticity. Using
a numerical algorithm, we estimated several non-perturbative bounds as described in section 3.
QED seems to live well inside the allowed region. Some bounds are saturated by weakly
coupled amplitudes as we discuss in section 4 but others are not. For example, the amplitude
with minimal g4 is strongly coupled. Is there a physical theory that realizes such a small
value of g47 This is an open question for the future.

Let us comment on the bounds derived in [43] using positivity. In that work, the authors
assumed weak coupling below the scale M and neglected the branch cuts of the amplitude
from photon loops. More precisely, they assumed the analytic structure depicted in figure 20
and defined the scale M from the position of the branch point at s = M?. This assumption
makes it possible to derive bounds on new dimensionless quantities like

gM> Mgt (5.1)

92 92 92

It would be interesting to derive similar bounds without completely ignoring the log terms
n (1.6). This requires a different definition of the scale M. For example, we may impose
that the discontinuity of the amplitude is bounded by (1.6) up to s = M? and let it free
for s > M? (still imposing unitarity). Such scenario can be easily studied with our primal
numerical methods (see [71] for a concrete implementation of a similar idea). We leave
this exploration for the future.

The primal numerical S-matrix bootstrap becomes very expensive in the presence of
massless particles. This has been noticed before in [18, 24] but it was more extreme in this
work. For this reason, we are in great need of more efficient numerical methods. Hopefully,
the dual methods of [25, 27] can be generalized to massless particles.

25For example, the exclusive cross section of two photons into two photons from 1-loop effects in QED is of

order oorp ~ a*s®/ms and from tree-level graviton exchange is of order ogrqp ~ Gas ~ s/mp. Therefore,
4

the ratio ograv/0QED ~ mS/(Mmbats®) ~ 1078 (1 eV/\/E) is tiny for visible (or higher frequency) photons.
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It would be very interesting to consider the joint system of scattering amplitudes between
photons and charged particles. However, this idea collides with the well known problem of IR
divergences in 4 space-time dimensions. The same applies to scattering amplitudes involving
photons and gravitons. These are also not well defined non-perturbatively in 4 dimensions.
Hopefully, better (inclusive?) observables can be constructed with properties amenable to a
bootstrap approach. In the meantime, one can extend the present S-matrix bootstrap study
in two main directions. Firstly, we can go to higher dimensions to avoid the IR divergences.
It would be very interesting to study photon-graviton scattering in higher dimensions in the
context of the weak gravity conjecture [44]. Secondly, we can consider photons as probes of
any QFT with a continuous global symmetry. In particular, we can study scattering of pions
and photons in QCD in order to probe the chiral anomaly, analogously to the use of dilatons
to probe the a-anomaly [33]. Furthermore, this system can be further simplified by working in
the planar limit of QCD as in [30]. In this case, non-linear unitarity is reduced to positivity.
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A Amplitudes, crossing and unitarity

In this appendix we define scattering amplitudes of spin one massless particles. Focusing
on the center of mass frame we will derive crossing equations and unitarity conditions they
must obey. For completeness, in appendix B we will study these amplitudes in a generic
frame and derive crossing equations also there. We will find that the results of the two
appendices are in perfect agreement.

In this paper we work in the mostly plus metric
W ={—,+,...,+,+}. (A.1)

Throughout our work we always focus on the case of d = 4 space-time dimensions except for
appendices B.3.1 and B.3.3 where we stay in general number of space-time dimensions d.
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A.1 Amplitudes for spin one massless particles

We start by defining scattering amplitudes in a general frame. We then focus on the center
of mass frame.

Scattering amplitudes in a general frame. Consider the 2-to-2 (in-out) scattering
process of massless spin one particles, schematically 12 — 34. It is described by the scattering
amplitude /\1 o (pl, p2, 3, p4) defined via the following matrix element

s, _
(2m) 6@ (p} + ply — b — p) x Sy Az(pl,p2,p3,p4) = ia(K3, ka|S|K1, K2)id- (A.2)

Here S is the scattering operator. The particles with 4-momenta p; and p2 are incoming,
and the particles with momenta p3 and py are outgoing. We adopt the convention that
helicities of incoming particles are always placed downstairs, instead helicities of outgoing
particles are always placed upstairs. The two-particle state describing the system of two
identical massless particles is defined as

1, . . .
|K1, K2)id = ﬁﬂpl; A1) @ [Pa; A2) + [P2; A2) @ |15 A1), (A.3)

where the symbol ® stands for the ordered tensor product. By construction it obeys the
condition |k1, ka)ig = |ka, #1)ia. The v/2 factor in the definition is part of our conventions.
The one-particle states entering (A.3) are denoted by

PiA) = |m=0,p,j =1, A). (A.4)

The right-hand side of (A.4) is standard notation for one-particle states, where m is the
mass of the particle, j is its spin, p is the spatial momentum and A is the helicity. For
massless spin j = 1 particles helicity can only take two values A = £1. The normalization
of one-particle states is given by

(P15 M|Pas A2) = 2p1632 x (2m)26B) (51 — fa) (A.5)

where we defined p; = |pi.
Let us now define the interacting part of the scattering operator 1" as follows

S=1+:T. (A.6)
This leads to the definition of the interacting scattering amplitude ’7'/\ )\2 *(p1, P2, P3, P4), namely

2m)* oW (P + ph — Py — ph) X TAA (P1, P2, p3, pa) = ialkis, k| T|k1, K2) i, (A.7)

Using (A.6) we can write the relation between the scattering amplitude and its interacting
part. It reads

A3,A4

id\R3, R4|K1, K2)id A2
8)\1 )\Q(p17p27p37p4) ! < ’ >7’ +’LT 3,4

A8
(27-(-)46(4) (p/f +p12‘ o pl314 7p,Z) A1, (p17p27p37p4) ( )
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The first term in the right-hand side of (A.8) is a formal expression. It can be straightforwardly
evaluated for example in the center of mass frame in spherical coordinates (e.g. see footnote
15 in [19]). The normalization of two-particle states follows from (A.3) and (A.5). It reads

id (K3, Kalk1, Ka)ig = 4pypy(2m)° (5(3) (B1 — p3)0%) (3 — P00 + (3 > 4)) . (A9

Using the 4-momenta p!' one can form three scalar quantities called the Mandelstam
variables. For the in-out amplitudes their standard form reads as

s=—(p+p)’ t=—-(p—p3)’ u=—(p1—ps)° s+t+u=0. (A.10)
Their physical range is
s >0, te[-s,0], u € [—s, 0]. (A.11)

Scattering amplitudes in the center of mass frame. The center of mass (COM) frame
is defined by the following configuration of the 4-momenta

com = ‘f x (1,0,0,+1),
pgom = \ég X (170707_1)7
s (A.12)
P = 78 X (1,+sin6,0,+ cosb),
P = \f x (1,—sinfh, 0, — cosf),

where 6 € [0, 7] is the scattering angle. Plugging these into the definition of the Mandelstam
variables (A.10) we find that

2V/tu t—u s

S
1 — = = — = 1 - i 1 . '1
sin 6 S cos 6 . & ot 5 (1 —cosf), wu 5 (14 cos®) (A.13)

The center of mass amplitudes are defined as
TA37)\4 t — TA37)\4 Ccom COom CcOom com A 14
,\1,)\2(5’ 7“’) - )\1,)\2(]71 P2 »P3 P4 ) ( . )

Due to the presence of identical particles and parity symmetry, there are only 5 distinct

center of mass amplitudes, our choice here is

(A.15)

The rest of the center of mass amplitudes are related to the above 5 ones via the 11 relations.
Due to the presence of identical particles we get the following 9 constraints

T - =@, T =71 T =0, T [=0; T =,

- - - - (A.16)
TH T, T =&y, TH =T, Tob =
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Due to the requirement of parity invariance we get in addition another two relations which read
T =0, T =0, (A.17)

Both (A.16) and (A.17) follow straightforwardly from equations (2.64), (2.86), (2.89) and
(2.90) in [19].

A.2 Crossing equations in the center of mass frame

The s —t and s —u crossing equations for the center of mass amplitudes in the case of massless
j = 1 particles can be obtained up to an overall phase using the arguments of Trueman and
Wick [37]. They were derived in detail for example in [19], see equations (2.81) and (2.82).
Specializing to the case of photon scattering, their result reads

Az A2, — A
Tios (s tu) = xst TP (8 5,0), (A.18)
A3,A4 —A3,1tA2 ’

7;\1,)\2 (Satvu) = Xsu 7:)\1’+)\4 (u,t, S),

where the overall phases ys: and xs, remain undetermined. Using (A.15), (A.16) and (A.17)
we can rewrite the crossing equations (A.18) in terms of the 5 center of mass amplitudes
®;(s,t,u) only. They read

5 5
Dr(s,tu) =xst D CFh®y(t,s,u), (s, t,u) = xeu Y Ci5Ps(u,t,s), (A.19)
J=1 J=1
where the crossing matrices read
00010 00100
01000 01000
c*=lo00100|, C™=[10000]-. (A.20)
10000 00010
00001 00001

Both matrices have the following eigenvalues {—1,1,1,1,1}. They cannot however be
simultaneously diagonalized.

The easiest way to fix the unknown phases ys and yg, in (A.19) is to plug the explicit
expressions of ®;(s,t,u) given in (1.6) at the lowest order in s (i.e. using only s? terms) into
the crossing equations (A.19). One then immediately concludes that

Xst = Xsu = +1. (A.Ql)

As an alternative approach, in appendix G, we will derive the crossing equation (A.18)
explicitly using LSZ. There, we also show that the phases are given by (A.21).

A.3 Unitarity

We now discuss the constraints on the amplitudes due to unitarity. This subsection is an
application of the general construction presented in [19], which the reader is referred to for
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more details. We begin by defining a short-hand notation for the two-particle state (A.3)
evaluated in the center of mass frame, namely

1. . . .
|(p, 6, 0); A1, A2)id = ﬁ(’p; A1) ® | = D5 A2) + | — 15 A2) ® [P} A1) (A.22)

Here (6, ¢) are the angular coordinates of p'and p = |p'|. The state (A.22) transforms in the
reducible representation of the Poincaré group. Let us now define a two particle state which
transforms in the irreducible representation of the Poincaré group instead. It reads

’67 67 £7 )‘7 )\17 )\2>id

25_{_1 2T ™ . i B
= 5T, /0 dé /O d sin 0= NN NGE | (0)](p, 6, 6); Ay, Aa)ia (A.23)

where A\jg = Ay — Ao, £ = 0,1,2,... and \ are the total spin and helicity, ¢ = 2p = /s
is the center of mass energy and

Cp=+/8m(20+1). (A.24)

Since the states (A.23) transform in irreducible representations of the Poincaré group we
conclude that their inner product with the scattering operator 1" have the following most

general form
ialc B0 N Ag, Ml Tle, B0 M A, Aa)ig = (2m) 100 (0 — p) b Te a3l (s). (A.25)

Here the functions ’Diii;‘ (s) are called (interacting part of) partial amplitudes. They are
related to the interacting part of scattering amplitudes via the following integral transform

rm .
ﬁii,i;( ) %/@ d981n0df127/\34( )7;)13)?;4 (8,75(8,(9),’&(8,9)), (A26>

with ¢(s,0) and u(s,0) given in (A.13). Here d£12,>\34 (#) stand for small Wigner d-matrices,
they are defined by

dSr () = /(€ + ML = ML+ M) — )

27 _\— . _\
J i /(COS(,B/Q))2Z+>‘ A QZ/(SID(B/ ))A N 42
D G T T v s w O TR Gl

v=0
) )
2F1 (X_€7£+)\/+1;—)\+)\/+1;sin2 (g)

T(—A+N+1)

where for completeness, we wrote two equivalent definitions.?S Using properties of the Wigner

N————

X

(A.28)

d-matrices, see for example appendix A.1 of [19], the integral transform (A.26) can be inverted
and we obtain the usual partial wave expansion

TR (5,4(5,0),u(5,0) ) = D 16m(2 + 1) T334 (5) df 00, (0): (A.29)
l

26Note that Mathematica 1mplements the small Wigner d-matrices with a different sign convention
Wwignerd[{j, \,\'}, 8] = (—1)*Vdi,, (8).
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In the case of two identical spin one massless particles there are three possible two particle
Poincaré irreps. We list them using the notation 4+ for helicity +1 and — for helicity —127

‘C7ﬁ7€7)\;+7+>id7 ‘0717767)\;_7_%6[7 ‘caﬁ7€7)‘;+7_>’id (A30>

Bose symmetry of identical particles also implies the selection rule that the first two states
in the list above only exist for even ¢. The third state exists for all spin ¢ > 2.?8 Under
parity transformation, the three states transform as follows

P‘C767£7)\;+7+>id = C, 7‘€a)\;_7_>ida
,P‘C7 6767)‘;_7_>id == ) 7€7A;+7+>id7 (Agl)
P|C7 67 £7 )\a =+, _>id = |Ca 67 Ea )\7 +, _>id'

Since we consider parity invariant theories, it is convenient to define new linear combinations
which are parity eigenstates:

1 . -
it ‘1> = ﬁ(‘cap767)‘;+7+>id+ |cap7£7>‘;_7_>’id>7 EZ 0 (even)7
parity even:

‘2> = \/5‘0715’757 /\7 +7 _>’id7 E Z 27

(A.32)

parity odd: [3) = —(|e. 76 X+, H)ia — |e. 5 LA, —)ia), £ >0 (even).  (A.33)

1
7l
In a unitary quantum theory, the norm of any state in the theory must be non-negative.
Consider the following set of six states:

‘1>in7 |2>in7 |3>ina |1>outa ’2>out7 |3>out- (A34)

Any linear combination of these states must have non-negative norm. This statement is
equivalent to the statement that the 6 x 6 Hermitian matrix formed by the inner products
between the six states is positive semi-definite. Factoring out the overall delta functions
we write

in a/bin in a/bou
< /| ) ( /| S Ho(s) x (2m)*6* (p* — p'*) S0 b - (A.35)
out<a ’b>in out<a ‘b>out
Unitarity as stated above then implies that
He(s) =0, V£ and s>0. (A.36)

The inner products between two incoming states or two outgoing states are fixed by the
normalization of these states, namely?’

in<al|b>in = out <a/‘b>0ut = 5a’b X 6%’5)\)\’(271-)454(17“ - p/,u) . (A37)

ZTNote that |c, 7, €, \; —, +)ia = (=1)%|¢, B, £, \; 4+, —):a by Bose symmetry.
2The total spin £ must always be greater than the difference in helicity A\; — A2 of the two particles.
*The pre-factors in (A.32) and (A.33) ensure that all three states have the same normalization.
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The inner products between incoming and outgoing states are, by definition, the matrix
elements of the scattering operator S = 1+ i7" and therefore due to (A.25) we have

454

M) (L (T + T ()
out 2/‘2 in = Oppr Oy (27 [H (1 + 2272::(8))

(1']1) (2m)"6" (p" — p*)
(212) (2m)'8" (0" —p)
out (2 L) = Serda (2m) 6% (0" — p*) (2 Te 15 (9)) (A.38)
(v'j2) (2m)'8" (0" — p*)
(313) (2m)'8" (0" —p)

out 1/‘1 in = Oper Oy (2

464 p,u

454 ) (2 T2 (s)
") (L (T T s))

out 1/‘2 in = Oppr Oy (2 pM

454

out (3'[3)in = e v (27 Pt

Because of the invariance under parity there is no scattering between states with different
parity eigenvalues. Hence the inner products ou(3'|1)in and out (3'|2)in are all zero and the
positive semi-definite condition (A.36) simplifies into smaller matrices. Taking into account
the parity selection rules, we arrive at two separate sectors, namely the parity even and
parity odd sectors.

Parity even sector. We begin by considering parity even eigenstates (A.32). For even
spin £ > 2, we have

([ Din n(l[2)in {1 [Dout  in(1'|2)out
{2 Din (212 @ 1Dout  n{2'12)out
out (1] 1)in out (1'[2)in out{1'[1)out out(1’|2)out
out (2 D)in 0ut(212)in out{2'11)out out(2'|2)out

7‘[;(5) X (5@5/(5)\)\/(277')45(4) (p — p/) = (A39)

The case of spin £ = 0 is special because the state |2) does not exist and therefore we
get a smaller matrix:

(A.40)

’H(T(S) X 6>\,\'(27r)4<5(4)(p —P/) = (in<1/|1>m in<1,‘1>out> )

out<1/|1>in 0ut<1/‘ 1>out

We now consider odd ¢ > 3, in which case the only state that exists is state |2) and
therefore we have

(A.41)

in 2/2in in 2/2011
’HZF(S) X 55@’5/\>\/(27T)45(4)(p—p’) = ( < ‘ > < ’ > t)

out <2/|2>in out <2,‘2>out

Parity odd sector. We now turn to the parity odd eigenstate (A.33) which exists for
even spin ¢ > 0. We have

(A.42)

_ in<3,‘3>in in<3/’3>out
H (8) X (5@/5/\)\/(271')45(4)(]9 —p,) = .
¢ 0ut<3/|3>in 0ut<3,‘3>out

— 43 —



Final summary. We can now plug equations (A.37), (A.38) into (A.39)—(A.42) to obtain
the final form of the unitarity constraints. Below we will use the following notation for the
partial amplitudes in the center of mass frame

i (s) = Tl i (s),
®5(s) = Ty 1 (s),
®4(s) = Tef = (s), (A.43)
®(s) = Tii T (s),
o5 (s) = Tefy (s)-
These are consistent with the definitions given in (A.15). We finally get
_PHlx O
¢>0 (even) : L 0 P+ B)) g (A.44)
11 i (s) — ®L(s) 0
11 0 oL
0> 3 (0dd) : +2i| ACARY (A.45)
11 P5(s) 0
0=0: L 0 —P) = 93(s)) (A.46)
11 Y(s) + DY(s) 0 o
I Sl
> 2 (even) : ( 22 Spals)) (A.47)

Sya(s)  Iaxa

where in (A.47) we have defined

_ (10 ' _ (10 . P (5) 4+ PL(s) 20%(s)
Ipxo = (O 1) , S5.5(s) = (0 1) + ( 2L (5 2<I>§(s)) : (A.48)

The unitarity constraints presented in (1.21) and (1.22) are a compact rewriting of the
above conditions.

We conclude this subsection by commenting on a curious symmetry of the above unitarity
constraints. The partial amplitude ®£ appears only in the 4 by 4 matrix (A.47) via (A.48). It
is straightforward to see that semidefinite positivity of (A.47) is invariant under ®5 <> —®s.
If in some particular theory ®5 = 0 (and as a consequence ®§ = 0), the matrix (A.47)
can be brought into a block diagonal form and as a result the semidefinite positivity then
simply reduces to a 2 by 2 condition

. 11 . 0 +&*(s) + 5 (s)
¢ > 2 (even) : (1 1) +i (@‘{(5) () 0 ) =0, (A.49)

and a 2 by 2 condition on @4, same as (A.45) but now also for even spin

(11 {0 —dL(s)
¢>2 (even) : (1 1) +2i (@g(s) 0 ) = 0. (A.50)

The unitarity conditions (A.44)—(A.46) together with (A.49) and (A.50) are now ®3 <> —®P9
symmetric.
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A.4 Forward limit
Consider the scattering operator S. It is unitary, namely

STS =1. (A.51)

Splitting S into its trivial and interacting part according to (A.6), the above constraint can
be rewritten in the following form

T-T =iT'T. (A.52)
Taking the expectation value in some state [state) we get
1
Im(state|T'|state) = §<state|TTT\state) > 0. (A.53)

The last inequality holds because any norm in a unitary theory should be non-negative. The
result (A.53) is known as the optical theorem.

We have defined two-particle states of identical spin one massless particles in (A.3). Let
us consider the situation when these states are in the center of mass (COM) frame given
by (A.12). In what follows we will use the following short-hand notation

|)\1,>\2> = |I€1,I€2>Z%OM, <>\3,)\4| = Z%OM<I£3,I£4|, (A.54)

where k; are the particles participating in the scattering process 12 — 34 with the 4-momenta
pi'. We would also like to define the following state

state) = a1|+, +) + az|—, =) + as|+, =) + au|—, +), (A.55)

with an analogous definition for (state|. Here & = {a1, ag, a3, a4} is a vector of complex
numbers. Plugging (A.55) into (A.53), using the definitions (A.15) and evaluating the
expression in the forward limit given by 6 = 0 (or equivalently ¢ = 0) we obtain the following

constraint3”
(131(8) (I)Q(S) c1)5(8) c135(8)
&' Im (s) Pa(s) s(s) s (s) a>0. (A.56)
(135(8) (1)5(8) @3(8) @4(8) o
P5(s) P5(s) Pa(s) P3(s)

Di(s) = Pi(s, t =0, u=—s). (A.57)
In the forward limit we have a special situation because

Dy(s) = Ps(s) = 0. (A.58)

30In writing this equation we have dropped the overall delta-function (27)*6™ (0).
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This follows from the representation of amplitudes in terms of partial amplitudes (A.29)
and the fact that

dy (0 =0) =d(0=0)=0. (A.59)

Using (A.58) the constraint (A.56) can be rewritten in its final form

Dy(s) Pa(s) O 0

I | $208) ls) 00 (A.60)
0 0 @s) 0
0 0 0 s

Due to the Sylvester’s criterion the positive semi-definite condition (A.60) is equivalent to

Im(<I>1 s) + Po(s)) >

(
Im(®;(s) — Pa(s)) >
Im ®3(s) >0

Vs >0 . (A.61)

The result (A.61) can be alternatively obtained from the unitarity constraints (A.44)-(A.47)
and (A.29) by taking the forward limit § = 0.

B Tensor structures

Consider the in-out interacting amplitude T/\ o *(p1,p2,p3,p4) describing the scattering
process 12 — 34. Recall that A\; and Ay are helicities of the incoming particles with 4-
momenta p; and pa, and A3 and A4 are helicities of the outgoing particles with 4-momenta
ps and pyg. It is convenient to factorize the interacting scattering amplitude of spinning
particles in the following way

2

TR (p1, P2, P3, p4) Z (5, £, W) TN (p1, P2, P3, Pa).- (B.1)

Here the objects T take care of the correct Lorentz transformation properties. They are
called tensor structures. Their form is completely fixed by kinematics. There are N linearly
independent tensor structures. The objects Aj(s,t,u) are referred to as the components
of the interacting scattering amplitude and are invariant under Lorentz transformations.
As a result they depend only on the Mandelstam variables defined in (A.10). Contrary
to tensor structures, the components of interacting amplitudes A;(s,t,u) carry dynamical
information of a particular theory.

The goal of this appendix is to explicitly construct a linearly independent basis of
tensor structures Ty in the case of identical spin one massless particles. We will do it using
two different formalisms: the vector formalism presented in appendix B.3 and the spinor
formalism presented in appendix B.4. While the former works for any space-time dimension,
the latter is somewhat more efficient but also dimension dependent: here we present its d = 4
incarnation. (We will discuss group theory behind the construction of tensor structures in
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appendix B.2). We will find that in general space-time dimensions d > 4 there are N =7
linearly independent tensor structures, instead in d = 4 space-time dimensions there are
N = 5 tensor structures [68].

In equation (A.14), we have defined scattering amplitudes in the center of mass frame
in d = 4. Evaluating (B.1) in the center of mass frame and plugging the result into (A.14)
we conclude that

5
A3, Az,
T (s, t,u) Z (sit,u) Ty (P17, P, 5™, pi°™) (B.2)

Let us recall that in d = 4 there are only 5 distinct center of mass amplitudes. They
were chosen in (A.15) and denoted by ®(s,t,u). Equation (B.2) gives an explicit relation
between the two sets of objects ®y(s,t,u) and A;(s,t,u) describing the scattering process
12 — 34, namely

5
Dr(s,t,u) = Z Miy(s,t,u)Az(s,t,u). (B.3)
J=1

The matrix M depends on the explicit form of the tensor structures T;.

When constructing tensor structures it is often convenient to work with all-in amplitudes
describing the process 1234 — vacuum. We denote them by

T xi o804 (P, P2, D35 Pa)- (B.4)

We remind the reader that helicities placed downstairs represent incoming particles, instead
helicities placed upstairs represent outgoing particles. This convention allows to quickly
distinguish between the in-out amplitudes and the all-in amplitudes in formulas. We will
define the all-in amplitudes in appendix B.1 and explain how they are related to the in-out

amplitudes TA1 %, (P1,D2,P3,P4)-

B.1 All-in vs. in-out amplitudes

We focus here on d = 4 space-time dimensions where helicities A\; are simply numbers. All
the conclusions of this subsection however hold in generic d > 4.

We defined the in-out interacting part of the scattering amplitudes describing the
scattering process 12 — 34 in (A.7). Analogously we can define all-in scattering amplitudes
by crossing both of the outgoing particles i.e. by analytic continuation of the in-out amplitude

—A3,— A
TAl,/\Q,As,/\4 (p17p2ap37p4) = T+,\i’,+>\3 (plap27 —P3, —P4)- (B5>

The all-in amplitudes are non-physical because the process 1234 — vacuum does not obey
the energy-momentum conservation for physical particles with p? > 0, i = 1,2,3,4. Crossing
is a very non-trivial operation, see for example appendix E in [19] for a detailed discussion.
The relation (B.5) can be seen as the definition of the all-in amplitude in terms of the in-out
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amplitude via the following analytic continuation®!

i=23,4: pi' — complex values — —p!'. (B.6)
The Mandelstam variables describing the process 1234 — vacuum are defined as

—(p1+p2)?,  t=—(p1+p3)? = —(p1+p1)?, s+t+u=0. (B.7)

Notice the difference between (B.7) and (A.10). The two are equivalent however if one takes
into account (B.6). Analogously to (B.1) we can decompose the all-in scattering amplitude

into tensor structures
N

Taipedana (D102, 03, 04) = Y Ar(s, 6, u)Tr A xoxe,0 (P1, D25 D3, P4), (B.8)
=1

where we recall that A; are the unknown functions containing the dynamics of the theory

and T are the basis of tensor structures whose form is completely fixed by kinematics.
The benefit of working with all-in amplitudes is that they are S; permutation symmetric in

the case of identical particles. Concretely, the all-in amplitudes obey the following constraints

Tridodsaa (P15 02,03, 04) = Tay A haha (D1, D3, D2, Pa),
T do s na (P12, 03, 04) = Ty aaxs 0o (D1, P4, D3, D2), (B.9)

These are nothing but the crossing equations. Crossing equations for in-out amplitudes are
slightly more complicated. We will derive them in appendix G, they read

A3, Az, A
TSt (1,92, 03, 4) = T2y 4(1?1, —Pp3, —P2,P4),

—0—37

e (B.10)
7—)\1 A2 (p17p2)p3 p4) +)\1

L2(p1, —pas 3, —p2)-
The crossing equations for the all-in amplitudes (B 9) and the in-out amplitudes (B.10) are
equivalent if we take into account the relation (B.5) and its variations.
Let us conclude this subsection by being more precise about the symmetry of (B.8).
As we already explained, due to the fact that the particles are identical and neutral, (B.8)
must be invariant under S4 permutation symmetry. There is a special normal subgroup of
S4 which is Zgy X Zg. This subgroup is generated by the {(2,1,4,3), (3,4, 1,2)} permutations
and leaves the Mandelstam variables (B.7) invariant. As a result the functions Aj(s,t,u)
are Zo X Zo invariant. When constructing the basis of tensor structures T; we will require
them to be Zgy x Zg symmetric. The remaining symmetry of (B.8) is

54/(22 X Zg) = 53 (B.ll)

which is precisely the s — t — u crossing symmetry. The basis of tensor structures Tj
will transform in some generally non-trivial representation of S3. In order to make (B.8)
invariant under S5 we will demand that the amplitudes A;(s,t, u) transform such that they
compensate for the non-trivial transformation of T;. This solves crossing, the details are in
subsections B.3.3 and B.4.2 for the vector and the spinor formalism respectively.

31This procedure is ambiguous. We make a particular choice of the analytic continuation, which in spherical
coordinates reads as
"= -1, po-p, 00, o0
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B.2 Group theory of tensor structures

As is standard, we require that our quantum system is invariant under the restricted Poincaré
group, which consists of the group of translations and the proper orthochronous Lorentz
group SO™(1,3). (Au contraire, the full Poincaré group also contains two additional discrete
symmetries: parity and time-reversal). In fact, quantum mechanics requires the symmetry
group to be centrally extended to SL(2,C). The two groups have the same algebra. In this
work we are often imprecise and refer to both SO™(1,3) and SL(2,C) as the Lorentz group.

In this section we work in d = 4 space-time dimensions. There are 6 generators of the
50T (1, 3) algebra, namely 3 generators of rotations J; and 3 generators of boosts K;. At
the (complexified) algebra level

sl(2,C) = sur(2) ® sur(2). (B.12)

The generators of the latter algebra are denoted by M} and M[. The relation to the
generators J; and K; is given by

1 1
MF = 5 (i + 1K), Mt = 5 (Ji —iKi). (B.13)

For later it is also convenient to define
ME=mE+ME, ME=ME+ ME (B.14)

Particles are defined as a special set of irreducible representations of the Poincaré group.
They are classified using representations of the so called Little group, a subgroup of the
Lorentz group which leaves invariant the momentum of the particle in the standard center
of mass frame. For massless particles, such standard momentum is

k' ={E,0,0,E}, E>0, (B.15)

and the little group is ISO(2). Its algebra has 3 generators commonly denoted by A, B and
J. They are related to the Lorentz generators as

A=—-J1 - Ky=-ME—-ME B=J K =i-ML+ ME), (B.16)
together with
J=Js=MF+ ME (B.17)

Massless particles are assumed to transform trivially under transformations generated by A
and B (a requirement coming from experiments). Thus, massless particles in the standard
frame are labeled only by their helicity A. In other words,

Ak, N =0,  BlEA) =0,  JJkA) = Ak ). (B.18)

The general one particle state is then defined as the result of applying a boost to the state of
the particle in the standard frame. A Lorentz transformation A acts on a 4-vector as

= Pt =AY (B.19)
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For each light-like momentum p, one can define a standard Lorentz transformation such that
P = L(p)" (B.20)

Then the general one-particle state is
7.8 = U(Lp))IF. ). (B.21)

U(A) is a (infinite dimensional) unitary representation of the Lorentz group. Eq. (B.21),
together with (B.18), uniquely identifies the action of such unitary operator on any single
particle state:

7, A) = U(A)|5,\) = e 9| Ap, A), (B.22)

where 6 depends on A and p and is the angle of rotation around the third axis defined by
the following transformation:

LY (Ap)AL(p), (B.23)

which belongs to the little group. As a result, from the definition of the scattering ampli-
tude (A.7) and (B.5), we deduce the following transformation property

Tar o s (Ap1, Apa, Aps, Apy) = tP 2225 63M TS 3 3o, (1, D2, D3, Pa), (B.24)
where we have defined the short-hand notation
t; = e%i/2, (B.25)

The tensor structures T; introduced in (B.1) take care of the correct transformation
properties of (B.1) given by (B.24). In order to find them, it is useful to consider building
blocks which have an index in a representation of the Lorentz group and another in the
representation (B.18) of the little group:

AaPExB(p) =t Exa(Ap) . (B.26)

These objects can be called interpolators between the full Lorentz group and its Little group
sub-group. Their usefulness stems from the fact that, contracting away the Lorentz index A
in (B.26) with other objects transforming in the same representation of the Lorentz group,
one automatically gets the correct transformation law for the amplitude, equation (B.24).
The interpolators might be contracted with each other, or with the momenta. Hence, the
most natural choice is to pick A to be an index in the vector representation of the Lorentz
group. A different choice is given by the spin 1/2 representation, i.e. the pair of fundamental
representations of the su(2) factors in (B.12). We call the former and the latter the vector
and spinor formalisms respectively, and in the following we explain how to construct both
classes of interpolators.
If we specify (B.26) to a transformation W of the little group, we get

WaPZ, g(k) =t 2y a(k). (B.27)
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In other words, Z(k) is a finite dimensional representation of the little group. Hence, the first
step in constructing the interpolators is to check if the vector and the spinor representations
contain the irreducible representation (B.18) in their branching rules. Once this is done, the
general interpolator is obtained via the same rule (B.21) which defined the state:

Exalp) = La%(p) Exn(k), (B.28)
where L 2% (p) is the standard boost (B.20) in the vector or spinor representations. This
guarantees that the phase 6 in (B.26) and (B.22) coincide.

Starting with the spinors, equations (B.16)—(B.18) tell us how the spin one-half irreps of
sl(2, C) transform under iso(2). In particular, the spin up spinor of the (1/2,0) has A= B =0
and J = 1/2, while the spin down spinor of the (0,1/2) has A = B =0 and J = —1/2.
These are the interpolators we are looking for, and they are usually called spinor helicities.
On the other hand, if we turn to the vector formalism, we face a problem. The (1/2,1/2)
representation of the Lorentz group decomposes into three representations of iso(2), but none
is of the form (B.18). The product of the spinor helicities is a singlet, hence proportional
to k. The other two representations are two dimensional, and have a top component with
J = +1 respectively. Acting with A and B on it, we do not get zero, instead we get the singlet,
k.32 The top components are the polarization vectors, and the action of A and B has the
effect of a gauge transformation on them. The request that the tensor structures are invariant
by shifting the polarization vector by the momentum will ensure that (B.24) is satisfied.

In the following two paragraphs, we explicitly define the interpolators in the vector and
spinor formalisms in an arbitrary reference frame: they are easily obtained by applying (B.28)
to the representations we just discussed.

Vector formalism. The interpolator which has the Lorentz index in the vector representation
is denoted by

Exap) = exulp). (B.29)

It is usually called polarization in the literature. Here A is the helicity and 4 = 0,1,2,3 is

the Lorentz index. As explained, representation theory allows for A = +1, and the tensor
structures must be identified under the following equivalence relation:

exu(p) ~ exu(p) +ex(p) pu (B.30)

with ¢)(p) an arbitrary function. The requirement (B.30) can be solved by using the following

building blocks
Hjap = Pa €x5(P) — P €xa(p) (B.31)

instead of the polarizations (B.29). If we want an explicit form for €y ,, we can start in the
standard frame, where the group theory explained above dictates

0
1

o) =— |1, a=x1. (B.32)
. V2 [ i
0

32Recall that iso(2) is not semi-simple.
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The polarization vector in a general frame, which is obtained via (B.28), is easily written
in terms of the components of the 4-momentum p* in spherical coordinates:

P ={p°,p}, p={pcos¢sinf, psin¢sinf, pcosh}, p=|p|. (B.33)
We obtain

0

e*? | cosfcos ¢ — ilsin ¢

Exu\pP) = —= B.34
u(p) V2 cos fsin ¢ + i)\ cos ¢ ( )
—sinf
Notice that (B.34) obeys
p,ue/\#(p) = 07 (B35)

which is compatible with the equivalence relation (B.30).

Spinor formalism. Now, consider an interpolator with its Lorentz index in the spinor
representation of (B.12). There are two such representations, (1/2,0) and (0,1/2). As a
result we will have two different interpolators, we denote them by??

E)\’A—> f)\,a and é)\,d‘ (BSG)

The indices o and & take the values 0 or 1. As described above, the two representations
allow for A = £1/2 and specifically we shall see that A = +1/2 for £, , and A = —1/2 for
3 Aa- We will thus simply write

€a and s (B.37)

In the standard frame, if we use the conventions of appendix A of [72],>* we get

£a(k) = V2E ((1)) . &ak)=V2E ((1)) . (B.40)

The normalization is chosen so that their product obeys the identity

W= _%Wdaﬁa(k’) £a(k), " = (—laxa, —0"). (B.41)

33Notice that in the literature, the spinor-helicity variables are usually called Aq and Ag.
34For generic spinors ¥, and 14, the generators are

(1/2,0) M s Sa = Zobpva, MF: §po =0, (B.38)

(0,1/2) ME: 89s =0, MP: 5¢s = —%agdf&é. (B.39)

Here, o' are the Pauli matrices and repeated indices are summed. Comparing this transformation law
with (B.16)—(B.17), one finds (B.40). Notice in particular that £(k) has negative eigenvalue under M.
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This equation explicitly confirms that the tensor product of the spinor helicities gives the
singlet under the little group. The usual procedure leads to the following expression for
a generic frame:

0 0
éalp) = V2E ( - ¢) . &alp) = V2B ( - iw) . (B.42)
S1n §€ S 56

Equation (B.41) is still obeyed:

1

P = 50" (p)ia(p) - (B.43)

As wished, under Lorentz transformations we have
fo = t&  and & — t 1, (B.44)

Let us conclude by relating the spinor connectors (B.37) and vector ones (B.34). Let
us first rewrite the latter in the following way

exaa(p) = exuP)ohs, o =(~laxa,0"). (B.45)

In the standard frame, the relation is fixed by choosing spinors whose tensor product has
A= £1:

€+,Oéd(k) = fa(k‘) ﬁda 6—,ad(k) = Na ga(k') 5 (B46)

where the auxiliary spinors 7 and 7j are both proportional to (0,1). If we instead pick generic
auxiliary spinors, the polarization vectors will differ from (B.46) by a gauge transforma-
tion (B.30), in accordance with the features of the representation they belong to. Hence,
one can promote (B.46) to a generic frame, and the choice of n and 7 is irrelevant in any
gauge invariant expression.

B.3 Tensor structures basis in vector formalism

In this section we construct a linearly independent basis of tensor structures T in vector
formalism for scattering amplitudes of identical spin one massless particles. Recall that
tensor structures were defined in (B.1) for the in-out amplitudes and in (B.8) for the all-in
amplitudes. In practice it will be easier to work in this appendix with all-in amplitudes.
Once the basis of tensor structures for the all-in amplitudes is constructed, the basis for
in-out amplitudes simply follows due to the relation (B.5). The discussion of this section
closely follows the logic of [68].

This appendix is organized as follows. In appendix B.3.1 we will construct a basis of
tensor structures in d > 4 space-time dimensions. In appendix B.3.2 we will construct a
basis of tensor structures in the special case of d = 4 dimensions. Given the latter basis,
we will also compute the matrix M defined in (B.3) in d = 4. In appendix B.3.3, we will
solve the crossing equations explicitly in d > 4. In appendix B.3.4, we will do the same
for the special case of d = 4.
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B.3.1 Basis of tensor structures in d > 4

The only ingredients we have at our disposal to construct the tensor structures T defined
in (B.8) are the 4-momenta p® and the invariant blocks H) .5 defined in (B.31).

Parity even tensor structures are then constructed as all possible Lorentz invariant prod-
ucts between the 4-momenta of particles p* and the basic building blocks Hfﬁ , schematically

Lorentz contracted

(p1)™ (p2)™"*(p3)™* (pa)™* Hy, Hy, Hy, H), - (B.47)

Zo X Zo symmetrized

We also require Zo X Zo symmetrization according to the discussion at the end of appendix B.1.
Parity odd tensor structures would also contain a single Levi-Cevita symbol %%, We do
not discuss such structures in this paper and instead focus only on parity even ones. Let
us denote the total power of the 4-momenta in (B.47) by

n=mny -+ ng +ng + ng. (B.48)

In order to be able to fully contract all the Lorentz indices in (B.47) n must be even. We
perform all possible Lorentz contractions in (B.47) using Mathematica. At the n = 0 level
there are 6 linearly independent tensor structures. At the n = 2 level there is only one
additional linearly independent tensor structure.?® At the n > 4 there are no more linearly
independent tensor structures apart from the ones already obtained at the n =0 and n = 2
levels. Thus, we arrive at the conclusion that in d > 4 there are 7 linearly independent tensor
structures. We will see in appendix B.3.2 that in d = 4, only 5 structures are independent.
Our choice for the basis of 7 tensor structures reads as

T1 a oo (D1, D2, p3,p1) = B = te(Hy, Hy, )tr(Hy, Hy,),

T2 3, Ao haha (P D2, D3, 04) = BV = tr(Hy, Hy, ) tr(Ho, ),

T3 31 Ao hoha (P D2, D3, p1) = BV = tr(Hy, Hy, ) tr(Ho, ),

T4 2 Ao hs 00 (P1, D2, 3, Pa) = Eél) = tr(Hy, Hyg Hy, Hy,), (B.49)
T5 21 2o ds s (D1, D2, D3, 1) = B = tr(Hy, Hyy Hyy Hoy,),

T6 1 200 s (D1, P2, D3, 1) = B = tr(Hy, Hyy Hy, Hoy),

T7 A Ao s (D1, 02,03, p4) = B3 = paHy pstr (Hy, Hy; Hy,) — prH,patr (Hy, Hyg Hy,)

+ p2H>\4p3tr (H)\1H>\2H)\3) —le)\3p4tI' (H)\1H>\2H)\4) :

We emphasize that these structures are manifestly Zo x Zs invariant. For later convenience we
have also denoted our 7 tensor structures by E;. In (B.49) we used the following short-hand
notation for contractions of Lorentz indices:

tr(H)\lH)\Q) = H)\LOC/BH)@&,
tr(HMHMH)\SHM) = H>\1,Q5H)€;H>\37“/PH§?7 (B'50)

(p2Hx,p3) = pz,aHiﬁ P38

35We remind the reader that we denote helicities using A, whereas we denote Lorentz indices with o, 5.
36Notice that when checking linear dependences one is allowed to multiply tensor structures with any
product of the Mandelstam variables. Such relation were called linear up to descendants in [68].
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In [73] it was noticed that the number of independent scattering amplitudes (or equiv-
alently the number of linearly independent tensor structures) in d dimensions is equal to
the number of tensor structures describing the four-point functions of local operators with
the same spin in conformal field theory in d — 1 dimensions. This was proven in [74] by
arguing that even though the details of both constructions are different, the Little group
analysis in both situations is the same and thus the counting should match. We confirm
this equivalence for our particular example of scattering of spin one massless particles, see
table 1 of [75] with the summary of the conformal field theory results.>” We notice the
special feature that in d > 5 independently of the number of dimensions there are always 7
structures. Looking at the CFT results, we foresee that in d = 4 there are two more linear
relations among the structures (B.49), such that we get only 5 linearly independent tensor
structures. We address the special case of d = 4 in appendix B.3.2. For more examples of
this correspondence see subsection 2.4 in [19].

B.3.2 Basis of tensor structures in d = 4

In the special case of d = 4, one can verify the existence of two relations among the 7 tensor
structures in (B.49). They read

2 _ 42

0=sE7 - - ——— (B + BV + EY), (B.51)
2 .9

0=sB) By - ——— (E{" + BV + E). (B.52)

These relations should be used to eliminate two structures from the basis (B.49). There are

several ways to do this. For example, we can decide to eliminate Eém and Eég). As a result,

the basis in d = 4 consists of the following 5 structures
(8", B B B, By}, (B.53)
Thus, our choice for the basis of tensor structures in d = 4 reads as

T1 M\ o ds ha (P15 D2, D3, pa) = tr(Hy, Hy, )tr(Hy, Hy,)

T2\ 208,00 (P1, P2, P3, Pa) = tr(Hy, Hyy )tr(Hy, Hy, )

T3 0, 2o M0 (P15 02,03, p4) = tr(Hy Hy ) tr(Hy, Hy,)

A (D1, D2, 3, pa) = tr(Hy Hyy Hy, H)y, ) (B.54)
T5 01 2o hs0a (P15, P2, 03, P4) = pa i pstr (Hy, Hyg Hy,) — prH,patr (Hy, Hy; Hy,)

+ poH)y, patr (Hy, Hy,Hy,) — prHa,patr (Hy, Hy, Hy,) -

Ty A1,A2,A3,A4

Basis for in-out amplitudes. So far we have only discussed tensor structures for the
all-in amplitudes. Let us now explain how to obtained the basis for in-out amplitudes in
d = 4 from (B.54).

We start by noticing that the following relations hold

X(-p) =),  HY(-p) = —H (p). (B.55)

37In the particular case of d = 5 scattering amplitudes, the associated CFT counting is also summarized in

table 1 of [76]. There it was also shown that no parity odd structures are allowed in this particular dimension.
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They follow from the definitions (B.34) and (B.31). It is also convenient to define
B2 (p) = (HY (p)) = HS, (). (B.56)

Here the second equality holds due to (B.34). Using the relation between the all-in and
in-out amplitudes (B.5), and taking into account (B.55) and (B.56), we obtain the basis of
structures for the in-out amplitudes from (B.54). It reads

A3,Aq
Tl)\1,>\2

(

A3,

To) Ny = tr(Hy, H*)tr(Hy, HM),

T35 = tr(Hy, HM)tr(Hy, H),
(

I
-+
=]

&
F
N~—
-+
=
—~
T
&
T
&
S~—

A1,A2

T i 1 )
T53"0 = — (p2Hy,ps) tr (H)\QHASH)\AL) + (p1Hx,pa) tr (HMHASHM)

- (pQHMpg) tr (H,\lH)\QH’\3> T (p1H>‘3p4> tr (HMH)\QH’\‘*) .

(B.57)

Center of mass frame. The scattering of identical spin one massless particles can be either
described by the five center of mass amplitudes ®; or the five amplitude components A;.
The relation between the two was given in (B.2) and (B.3). Plugging the explicit basis (B.57)
into (B.2) we conclude that the matrix M defined in (B.3) has the following explicit form

M(s,t,u)=[0 0w % 0 (B.58)
2
080 & 0

000 0

Crossing equations for in-out amplitudes. Let us now inspect the basis of tensor
structures (B.57). Using the properties (B.55) and (B.56) we can straightforwardly write
the following relations

A2,+A
TI+ 2 )\i(ph p37_p2’p4 ZC S, t u TJ>\1 /\2(p17p27p37p4)

(B.59)
5
Tfi)\?’ A4 (pla —P4,P3, — Z C]j S, ta U) TJ)\I Ao (p13p27p37p4)
J=1
where the matrices Ct and C*% read as
0 1 0 00 0 0 1 00
1 0 0 00 0 1 0O 00O
Ch(s,tbu)=1 0o 0o 1 00],C8%stu)y=| 1 0 0 00]. (B.60)
242 242 242 42 22 22 $2—u? u2?
452 452 452 §2 0 452 452 452 §2 0
0 0 0 01 0 0 0 01
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Plugging the decomposition (B.1) into the crossing equations for the in-out amplitudes (B.10)
and using the relations (B.59) we obtain

5 5
Ar(s,t,u) = ZAJ(t,s,u) C3h (s, t, ), (s,t,u) Z (u,t,s) C5(s, t,u). (B.61)
J=1

Using (B.3) we can rewrite these equations in the form (A.19). The following consistency

relations must hold then

xstC%t = M (s, t,u)(C (s, t,u))T (M(t,s,u)) ",

Xsucsu = M(S, t, u)(ésu(s’ t, u))T(M(u’ t, S))_l, (B62)

Plugging here (B.58), (B.60) together with (A.20), (A.21) we explicitly verify the validity of
the relations (B.62). This can be seen as an excellent consistency check.
B.3.3 Solving crossing equations in d > 4

Let us focus on d > 4 space-time dimensions in this subsection and address the remaining
crossing S3 permutation symmetry, see (B.11) and the discussion around it. Inspecting the
basis of tensor structures (B.49) we quickly see that the following triplets of tensor structures

(B, B EP) and (B, EP,ES) (B.63)

independently form three dimensional irreducible representations of S3. Moreover the tensor
structure F3 transforms as the singlet of S3 (trivial representation).

In order to enforce the S3 symmetry on (B.8) we need to require that the amplitude
components Aj defined in (B.8) transform in the same representation as the associated
tensor structures. In other words

(./41, Ao, ./43) and (.A4, As, AG) (B.64)

must independently form triplet representations of S3 and A7 must be an Ss singlet. Let
us introduce the three functions

f1(5|t>u)7 f2(8|ta u)a f3(5>ta u)a (B65)

which obey the following properties

f1(8|t7u) = fl(s‘uvt)v
f2(8|t,u) = f2(5|u7t)7 (B66)
fa(s,t,u) = fa(t,s,u) = f3(u,t,s).

The required symmetry properties of the amplitude components A; explained above are
achieved by

Al(S,t,U) = fl(Slt,U% AQ(S,t,U) = fl(t|u’ 5)7 Ag(S,t,U) = fl(u|8’t)’

(B.67)
Ay(s,t,u) = fa(slt,u), As(s,t,u) = fa(tlu,s), Ags(s,t,u) = fa(uls,t)
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together with
Az(s,t,u) = fa(s, t,u). (B.68)

As a result we obtain the following decomposition of the all-in scattering amplitude into a
basis of tensor structures which is automatically fully crossing invariant

Traresa (P1, P2, p3, ) = F1(slt, W) B + £ (tu, $)EP + fi(uls, t) B
+ folslt,u) ESY + foltlu, s)ES + foluls, ) ES)  (B.69)
+ f3(87 t? U)EB

The helicity indices in the right-hand side are implicit.

B.3.4 Solving crossing equations in d = 4

The expression (B.69) is automatically crossing invariant in d > 4. If we focus on the specific
case of d = 4 there are two additional relations between the 7 tensor structures given by (B.51)
and (B.52). We use them to eliminate the structures E§2) and Eég) from (B.69). As a result
we obtain the following expression

fa(uls.t)+ faltls,u) —w?fo(uls,t)+2fa(t]s, u)) 0
1

7-)\1,)\2,)\3,)\4(p17p27p37p4): (fl(S’t,U)"‘ 4 432

n <f1(t‘87u)+f2(u|57t)1f2(t’37u) P fa(uls, t482t2f2 (t]s,u )Ef)
+<h@hﬁ+jﬂﬂ&ﬂzhﬁmu) ?ﬁ@kt;:%@ﬂsu>Eﬁ)
n <f2(s|t,u)—|—UQfQ(MS’t);tQﬁ(tS’u)> Eél)

+ f3(s,t,u) Es. (B.70)

The helicity indices in the right-hand side are implicit. Comparing with (B.8) and taking
into account (B.54) we conclude that

f2(u|svt) + f2(t|87u) - u2f2(u’37t) + t2f2(t’37u)

Ai(s,t,u) = fi(s|t,u) +

4 482 ;
2 2
Aa(ssty) = fuleswy + 2RO LU ChUO LAY,
2 2
As(s,t,u) = fi(uls,t) + f2(u\s,t);rf2(t!s,u) u fz(UIS,t)4;r2t fz(t!s,u)’ (B.71)
2 2
Au(s,t,u) = folslt,u) + 2 fa(uls,t);-t fg(t|5,u)7

As (s, t,u) = f3(s,t,u).

The solution for the amplitude components (B.71) was derived in the case of the all-in
amplitudes. It holds however also in the case of in-out amplitudes if we change the meaning of
the Mandelstam variables from (B.7) to (A.10). Then plugging (B.71) and (B.57) into (B.1)
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we can check that the in-out crossing equations (B.10) are automatically satisfied. This
is a non-trivial consistency check.

If we insist on keeping the manifestly crossing invariant decomposition of the all-in
amplitude (B.70) in d = 4 there is another price to pay. The functions f; contain some
redundancies. This implies the existence of an equivalence class of functions f; that generates
the same amplitude components (B.71). In what follows we show that this equivalence class

has the following most generic form:3®

filslt,u) ~ fi(slt,u) — % {9'(slt,u) + ' (t]s,u) + g'(uls, 1)},
f2(3|t7u) ~ f2(5’t7u) +gl(s|t7u)7

(B.72)

where

g (slt,u) = thA(u; s,t) + UQQA(t; s, u), (B.73)

and ga(s;t,u) is some function antisymmetric in the last two variables.

To begin with, notice, that the relations (B.51) and (B.52) already imply a redundancy
of the function describing the same amplitude

s|t,u) ~ s|t,u) + s|t,u),
Ailsltcw) ~ fu(slt, ) + faGsltu) _—
fa(s|t,u) ~ fa(s|t,u) + fa(s|t,u),
if fl and fz obey the following relation
0= Fslt, BN + filtlu, ) B + fi(uls, t) B
(B.75)

+ fo(slt, W)X + foltlu, s)ESD + foluls, ) ESD.

Let us now derive the most generic form of f; and fo which obey (B.75).

In order to do it systematically we take a t — u symmetric combination of the rela-
tions (B.51) and (B.52), more precisely

2 42
0—k@@l§@”-ﬂ@”-54t(ﬂ”+E9+E@ﬂ

(B.76)

. 2 .2 .
¥ k() [@9 P - S (g g E@ﬂ |

where k(z,y) is a function with no particular symmetry. This expression, together with
those obtained by permutation, form a triplet of S3. A crossing symmetric solution (i.e.
singlet) can therefore be constructed by taking the “inner product” with symmetric function

38Tn [68], this equivalence relation was already investigated. We notice that, probably due to a typo, the
result reported in the paper is incorrect.
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h(z,y) = h(y,z) (as they also transform in a triplet of S3) and we obtain:

0= i (B + B + BY) {5 [1(s, 0)k(s,1) + hs, u)k(s,u) = h(tu)k(t,u) = h(tu)k(u, 1)
F 2 [h(s,0)k(t, s) — h(s,u)k(s,u) — h(s,w)k(u, 8) + h(t, u)k(t,u)]
- [=h(s,0)k(s,t) = h(s,t)k(t,5) + h(s,u)k(u, 5) + h(t, u)k(u,t)] }
+ 57 {#2[h(s,u)k(s,u) — h(t,)k(t,u)] + u?[h(s,t)k (s, ) — h(t, )k (u,1)] } (B.77)
+ B57 { $?h(t,u)k(t, w) — h(s, w)k(s, w)] 4w [h(s, )k(t, 5) — h(s,u)k(u,5)] }
+ B5Y {2 h(tu)h(u,t) = h(s, )k(s,8)) + 2 [A(s, u)k(u, ) = h(s, k(. 5)]

The expression (B.77) can be simplified by defining an antisymmetric function ga(s;t,u)
in the last two variables as

ga(s;t,u) = h(t,s)k(t,s) — h(u, s)k(u,s) . (B.78)

With the help of this function the relation (B.77) takes the form:

1

0= (8" + B + V) |

{[9a(ts s, u) + ga(us s, 6)] + Plgalst, w) + ga(ust, 5)]
+u2[ga(siu,t) + galtiu, 9)]}
+ By {#ga(ui s, t) +uPgatis,u) | + B {$ga(uit, s) + u’ga(sit,u) |

+ ES’) {S2gA(t;U,S) + thA(s;u,t)} .

(B.79)

We can further simplify this expression by using another function ¢’ defined in (B.73).
Plugging (B.73) into (B.79) we finally get

1
0=~ {g/(slt,w) +g'(tls,w) + ¢/ (uls, )} (B + B + 1Y)

(B.80)
+ o/ (sl w) BV + ' (¢, ) B + g/ (u]s, ) B
Making the following identification
" 1
slt,u) = —= {qg'(s|t,u) + ¢'(t|s,u) + ¢’ (u|s, )},
Fulslt.w) = =5 {5/ slt.0) + ¢ (s, ) + o' (uls. 1)} _

fAQ(S‘tv u) = g/($’t7 u)?
we obtain the earlier announced answer (B.72) with (B.73).

B.4 Tensor structures basis in spinor formalism in d = 4

In this section we will show how to write the basis of tensor structures T; for the all-in
amplitudes defined in (B.8) in the case of identical massless particles using spinor formalism
in d = 4 space-time dimensions. This formalism is commonly referred to as the spinor-helicity
formalism, for a review complementary to ours see for example [77]. The spinor formalism
can also be used in the case of massive particles, see [78] and appendix H in [19].
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In order to proceed in a coherent way let us make a summary of what we have found
using vector formalism first. In the case of four different massless particles there are at
most 16 independent functions which describe the scattering process. This means that in
general we can write

16
Taisedana (01,92, 03,04) = D Ar(s, 6, u)T1 ap 2o xe,0 (P1, D25 D3, D4).- (B.82)

I=1
Since in our case all the particles are identical there is an Sy permutation symmetry. As
discussed in the end of appendix B.1 we can impose its normal subgroup Zo X Zo which
leads to 11 relations among the 16 amplitudes components A; and we are left with only 5
distinct amplitude components A;. This was shown in a slightly different but equivalent way
in appendix B.3.2, where we found that there are only 5 independent tensor structures which
are Zgo X Zo symmetric. Further imposing the rest of Sy constraints we have concluded in
appendix B.3.4 that there are only 3 independent functions describing the scattering process
of identical massless spin one particles. We denoted these 3 functions by f;. The 5 distinct

amplitude components A; were expressed in terms of the 3 functions f; in (B.71).

In what follows we will repeat all these steps using the spinor formalism. As we will see
shortly, in spinor formalism the decomposition (B.82) diagonalizes and one can simply write

Thai 22300 (P15 92,3, 04) = Bing dong ) (856 W) Txy ap ag 0 (P15, P2, P35 Pa)- (B.83)

Here there is no summation over the repeated indices. This relation should be interpreted in
the following way: to each helicity configuration (A1, A2, A3, A\4) corresponds a single amplitude
component h(x; y, a;,0,)- In what follows we will first construct the 16 tensor structures
Tx 030 Then using S; permutation symmetry we will write down all the relations
between the amplitude components h(y, x,.a;5,0,)- We Will find that there are only three
independent amplitude components, we will denote them by h;.

We will conclude this appendix by relating the functions h;, the functions f; of vector
formalism and the center of mass frame amplitudes ®; of appendix A to each other.

B.4.1 Tensor structures

Using the spinors &, and &4 defined in (B.37) one can construct two Lorentz invariant
building blocks, namely

[i] = (€)a(€)5e™, (i) = (E)al€)) e (B.84)

where we used the short-hand notation § = £(p;) and &=¢ (pi)-
Let us now recall the Little group transformation property of scattering amplitudes
of massless particles. It reads

201 3202 ;20342
7;\17,\2,)\3’)\4(]?1,]?2,]?3,])4) — 1] 1t2 2753 3754 47;\17)\2)\3,)\4(p17p27p37p4)7 (B'85)

where t; are some real scalar objects. Notice that imposing (B.85) assuming all ¢;’s are
independent parameters implies (B.24). However, one could worry that there are solutions
to (B.24) that do not respect (B.85). In practice, this is not relevant in our case because
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as we will see below we will find independent tensor structures for every choice of helicities.
Recall that the spinors (B.37) transform as (B.44)

G—ot& and &', (B.86)
which means that the Lorentz invariant blocks (B.84) transform as
[ig) = titslig), (i) — £ (). (B.87)

We can construct tensor structures Ty, x, x;.1, in (B.83) as products of Lorentz invariant
blocks (B.84). The exponents in these products are fixed by requiring correct transformation
properties of the amplitude (B.85). In our case of identical spin one massless particles we

can write for instance

Ty +++(p1,02,03,p1) = ([12][34]) + ([13][24])* + ([14][23])?,

Ty +——(p1,p2, 3, pa) = ([12](34))?,

T~ +—(p1,p2,p3, p1) = ([13](24))?,

Ty -~ +(p1,p2, 3, pa) = ([14](23))*, 2 B.ss)
T 4+, (p1.p2,p3,p4) = ((41)[12][13]),

Ty 4+, +(p1, 12,3, pa) = ((31)[12][14])?,

Ty .+ (p1,p2,p3, pa) = ((21)[13][14])?,

T ¢ 4.+ (p1,p2,p3,pa) = ((12)[23][24])%.

Due to the transformation properties (B.87) square blocks take care of positive helicities
and angular blocks take care of negative helicities.

In (B.88) we have defined tensor structures for 8 helicity configurations. The other 8
configurations which have opposite helicities to (B.88) are obtained from (B.88) by exchanging
square and angular blocks, namely

(2] < (ig)- (B.89)

It is interesting to notice that the following identity exists:

2 2 22, 2 2 [12][34]
([12][34])° + ([13][24])° + ([14][23])" = (s* + "+ u )<12><34> (B.90)
The tensor structure % was used for example in [69]. The latter choice might be more

familiar to some readers.

B.4.2 Parity and permutation symmetry Sy

We have constructed the basis of 16 tensor structures given by 8 structures written explicitly
in (B.88) together with the 8 related ones (where all the helicities have an opposite sign)
which are obtained from (B.88) as explained at the end of the last subsection. Plugging
these 16 structures into (B.83) we obtain the final decomposition of the amplitude into tensor
structures in spinor formalism. The goal of this subsection is to impose the constraints of
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parity and permutation symmetry S; on the decomposition (B.83) in order to get relations
between the amplitude components h(x; x, x3,0)-
Let us start with parity. According to equation (2.64) in [19] parity in our case requires

T)\1,>\2,)\3,)\4 (plva)p?)a p4) = T—)xl,—)\g,—)\g,—)\4 (p17p2)p35 p4) (Bg]-)

Since under parity the following holds

(&)a & E)ar (4] €5 Lig), (B.92)
we conclude from (B.83) that

P de s ng) (858 0) = hZx —xo,—xg,—20) (8, T, 1) (B.93)

We are thus left only with 8 independent functions Ay, x, xs2)-
Let us now impose the S; permutation symmetry on the 8 amplitudes not related by
parity. The amplitude which has all plus helicities is

T‘_7+’+7+' (B'94>

It is obviously invariant under permutation of any particles. In particular

7jr,+,+,+(p17p27p3ap4) = 7;,+,+,+(p37p2ap17p4)7 (B95)
7t|—,+,+,+(p17p27p37p4) = 7;,+,+,+(p47p27p37p1)- (B96)
From the explicit form of the T, 4  ; tensor structure given in the first line of (B.88)
we see that this tensor structure is also invariant under any permutations of particles, as

a result we conclude that the function hy 4 4 1)(s,¢,u) in (B.83) must be fully crossing
symemtric in its arguments, namely

hit ) (88 0) = hip 4 4 (8 s,u) = hiy 4 44 (u,t,8). (B.97)

Now consider amplitudes with two plus and two minus helicities, they are®’

[ L R L S— (B.98)
Permutation symmetry relates them as

Tt +—— (1,02, 03, p4) = T4 — +.—(P1,P3, D2, P4) = T4 — +(P1, 03, P4, D2)- (B.99)

Moreover, the first amplitude is also symmetric under both 1 <+ 2 and 3 <+ 4 permutations.
(Similar statement can be made about the other two amplitudes in (B.98)). Investigating
how the tensor structures in (B.88) transform under all these permutations we conclude
that the following relations must be satisfied

h(++,7) (S, t, u) — h(++7,) (8, u, t) — h(+,+7) (t7 S, u) - h(+7+7) (t, u, S)

(B.100)
= h(+__+) (U, t, S) = h(+__+) (U, S, t)

398uch amplitudes are often referred to in the literature as “Maximally Helicity Violating” (MHV) amplitudes.
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Finally, let us consider the amplitudes with only one minus helicity, namely

Trt—  Trr—t To—r Tomrs (B.101)

They are all related by permutation symmetry

T+ ++,—(p1,02,p3,01) = T+ +.— +(P1, D2, Pa, P3)
=T+ — ++(P1,04,02,03) = T— 1 +,+(P4, P1, D2, P3)- (B.102)

Moreover, the first amplitude in (B.101) is symmetric under any permutation of particles
1, 2 and 3. (Similar statements hold for the rest of the amplitudes in (B.101)). Inspecting
the permutation properties of the tensor structures in (B.88) we conclude that the following
relations must be satisfied

hsssoy (st u) = hippq oyt s,u) = hpppoy (s, 5), (B.103)

together with

h(+++_) (5, t, U) — h(++_+) (S, t, U) — h(+_++) (S, t, u) - h(_+++) (3, t, u) (B104)

In order to find this result notice, that the following relation holds due to momentum
conservation

((41)[12][13])* = ((42)[12][23])* = ((43)[32][13])*. (B.105)

Summarizing, out of 16 amplitude components iy, x,,x;,1,) there are only three inde-
pendent ones. We denote them as

h (S’t7 U) = h(++——)(87 tu U),

ho(s,t,u) = (s° + % + uz)_lh(++++)(s, t,u), (B.106)

hs(s,t,u) = hyry—)(s,t,u).
The rest of the functions Ay, x, 15,0,) can be obtained from these ones by using (B.93) which
holds due to parity and the relations (B.97), (B.100), (B.103) and (B.104) which hold due to
permutation symmetry Sy. Notice, that the functions ho and hs are fully crossing symmetric

in their arguments, whereas the function hq(s|t,u) is symmetric only in its last two arguments.
The prefactor in the definition of hs is introduced for later convenience.

B.4.3 Center of mass frame

We have worked so far with all-in amplitudes. Let us now use (B.5) in order to obtain in-out
amplitudes from the all-in ones. Explicitly, we have

(01,02, p3,04) = T (p1, 2, —P3, —Pa),
7'++ (pl,pQ,PS,m) 7;+++(P1,P2’ —P3, — 4),
T~ (p1,p2,p3,4) = T——4(p1, P2, —P3, —P4), (B.107)
T (p1.p2,p3, pa) = To—t—(p1, P2, —D3, —P4),
Tt (p1,p2, 3, pa) = T —+(p1, D2, —P3, —pa).
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The amplitudes in the right-hand side

can still be decomposed into tensor structures (B.83)

with the basis given by (B.88). Evaluating (B.107) in the center of mass frame defined
in (A.12) and using (A.15) together with (B.83), (B.88) and (B.106) we conclude that

Dy (s, t,u) = ([12] (34})2h1(8|t,u) cont
By (s,t,u) = (([12)[34)) + ([13][24])?

O3(s, t,u) = ([14](23))* b1 (ult, ) CcoM

Dy(s, t,u) = ([13(24))%ha (t]s, u) COM

s (s, t,u) = ((31)[12][14])*hs (s, t, )|

Y

+(14)[23])%) (s + 2+ w?) ha(s tw)|

COM
: (B.108)

)

COM '

In order to evaluate the tensor structures in (B.108) in the center of mass frame we first

apply the analytic continuation (B.6)

to (B.42). We then plug in the center of mass frame

values for the 4-momenta given in (A.12). This leads us to

coom _ gy (1) ggom — g1 (V) (B.109)
0 1
9 0
Cos 5 sin 5
gFOM — s/ (TR 2 ) oM =ast/t L T2 (B.110)
sin g — Co8 g
together with
COM _ cCOM ECOM _ (COM, SCOM _ (COM, FCOM _ ¢COM, (B.111)

Where the i in §g?M and ESEEM comes from the analytic continuation from incoming to
outgoing particle.
Plugging these into the definitions (B.84) we conclude

@1(8, t? U) = 32h1(8|t7 U),

Dy(s,t,u) = ha(s, t,u),

®3(s,t,u) = u?hy (ult, s), (B.112)
Dy(s, t,u) = t2hy (t|s,u),

O5(s,t,u) = stuhs(s,t,u).

The center of mass amplitudes ®; are related to the amplitude components Ay via (B.3)
and (B.58). The amplitude components A7 in turn are expressed in terms of the 3 functions
fi according to (B.71). Using (B.112) we can then relate h; and f; functions. We get

(sl ) = Fu(slt,w) + (Falslt ) + Falils,u) + Faluls, 1),

ha(s,t,u) = s* f1(s|t,u) + 2 f1(t|s, u) + u? f1(uls, t)

1 (B.113)
- i(tqu(S’tvu) + Suf2<t’3, U) + Sth(u‘Svt)) + Sth3<S,t,’U,),
hs(s,t,u) = ifg(s,t,u).

Notice that the functions h; written in terms of functions f; here are invariant under the
equivalence class transformation (B.72). This is a powerful consistency check.
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C One-loop from elastic unitarity

In this appendix, we will compute the one-loop amplitude at threshold using elastic unitarity.
This computation follows the idea of [10, 18, 24], the novelty compared to those references is
the presence of spin and we will see that the general result can be easily extended.

The (tree-level) amplitudes are schematically given at threshold by (1.6)

T = ap5% + a35® + O(5Y), (C.1)

where we wrote generic dimensionless coefficients a; € R and used the dimensionless Man-
delstam variables (3.8). From unitarity (Im7 ~ 7T2), we expect the amplitude to acquire
an imaginary part at (’)(54). This discontinuity corresponds to EFT loops and, as we are
considering massless particles, it is given at threshold by logs. This leads to the ansatz (1.6),
with the one-loop discontinuity given by (1.7).

We will now show how to fix the coefficients 8; to (1.8) by imposing unitarity at
threshold. To begin, we decompose the ansatz (1.6) in the partial waves amplitudes St (s),
defined in (1.22).

Elastic unitarity is broken due to particle production starting at 7(2 — 4) = O(5%).
Therefore at threshold, unitarity implies

Eigenvalues {(Sg(s))TSZ(s)} =14+ 0(5%). (C.2)
We can expand the partial wave amplitude as follows:
S¥(s) =T+ 4(F55% + FL3° + Fish) + O(5t log 5), (C.3)
and (C.2) implies
2ImFy = (F5)?, v ¢. (C.4)

We recall here that FY are one-by-one or two-by-two matrices (1.22). Imposing this equation
allows us to fix the coefficients 3; using for the logarithm the prescription log(—s) = log(|s|) —
im0(s). The result matches the explicit loop computation described in appendix D. Note that
this result could be extended to O(5%), as elastic unitarity is only broken at O(s°%) (C.2).

D Computation of scattering amplitudes in EFTs

In this appendix, we will compute scattering amplitudes from the general EFT written
in (1.13) to eighth order in derivatives i.e. fourth order in s. This means that we must go
to one-loop order in the dim-8 vertices Lg given in (1.14) but only to linear order in the
dim-10 L£19 and dim-12 L5 vertices. The one-loop diagrams computed using dim-8 vertices
will turn out to be UV-divergent and therefore we will need to regularize the integral and
add counter terms to cancel these UV-divergences, using say the MS prescription. The
calculations in this section were done with the help of software packages FeynCalc [79-81],
FeynArts [82], FeynHelpers [83], FeynRules [84] and PackageX [85]. We now proceed order
by order in derivatives or equivalently in s.
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O(s?). This corresponds to tree level in the dimension 8 lagragian Lg. Conceptually it is
straightforward to compute the Feynman amplitude from the Lagrangian. However, on a
technical level, the process is a bit tricky due to the various Lorentz indices and different
possible contractions between them. Using computer algebra to perform the contractions,
we arrive at

Myup0 (D1, P2, 3, P4) = 8C10uMpos” + 4C2Da, D3, MpoS + - - - (D.1)

where, for brevity, we only displayed a couple of terms. From this Feynman amplitude,
one can derive the scattering amplitude by contracting the Lorentz indices with photon
polarization vectors in the COM frame:

Tl (5,8, u) = e (™)X, (5™ ey (5™ )€ (5™ Myuwrpo (D5, 957", 957, 5™, (D-2)

where the centre of mass frame momenta p°™

were defined in (A.12) and the polarization
vectors €5 (p) were defined in (B.34). With this, we arrive at our result, which is as follows:
A

(I)l(s,t,u)|52 = 2(4c; + 3¢2)s2,
q)Q(Sv ta U)|82 = 2(461 + 02)52 9 (D3)
(1)5(87t7u)|52 - 07
were we used the notation ®;(s,t,u)|_, to emphasize that we only write the O(s") terms.
Comparing with (1.6), we deduce the following relations between the Wilson coefficients in
the Lagrangian and the coefficients in the expansion of the amplitudes:
g9 = 2(461 + 302) s

D.
fo=2(4c1 + c2) . ( 4>

O(s®). At this order, only the tree level amplitude of the dimension 10 Lagrangian Lig
contributes. Once again using FeynCalc, we arrive at

1
My po (P1, D2, D35 Pa) = Aca Nuupos® + 508 PP oSt - (D.5)

Repeating the same steps as before, i.e. going to the COM frame and contracting with the
polarization vectors, we compute the scattering amplitudes

Dy(s,t,u)| 5 = —4eys?
Do(s,t,u)| 5 = —6(c3 + 2¢4 — c5)stu, (D.6)

3
(I)5(87 t7 U) |s3 = _§C3Stu )

and upon comparing with (1.6), we see that

g3 = 4047

fs = 6(63 + 2¢c4 — 65) s (D.7)
3

h3 = 503 .
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O(s*). We now have one-loop diagrams from the dimension 8 Lagrangian Lg as well as
tree level diagrams from the dimension 12 Lagrangian L£12. The one-loop diagrams are
UV-divergent, using dimensional regularization (d = 4 — 2¢), they can be written in the
following form:

B (s tan)] o= (2460 ) o (5 +§0> $Ptus? (81,152 fratu)log (5

+B1.38° <t210g (—2) +u?log (_u2>> ,
u [
K ] t U
@2(3,15,11)‘84 = (61+/£0> (s2+t2+u?)? 4 By <s4log (_,UQ) +t*log <_M2> +utlog (—/ﬂ)> ,

q)5(57t7u)‘54:07 (D8>

where p? is the dimensional regularization scale*® and the various coefficients in the equation
are given by

&1 = 503 (100863 + 840c1c2 + 23163
1
& = 5002 (169120% + 15000c1 ¢ + 44896%) )
. 1
&1= — 1550 (2246 + 30dercy +11033)
) 1
& = ~Tgog=z (7664ct +9304crcx +24953)
L= 55 (1601 + 16¢1c2 + 362) ;
(D.9)
Fo = [0 (69926 + 8888c1cy +17733)
Bra = 5= (91263 + 696c1c5 + 17763 |
1
6172 = 607-‘- (1661 + 80102 + CQ) P}
1
5
b2 = 53 (16¢2 + 16165+ 3c3) .

The UV divergences, which are now neatly captured by the % poles, can be cancelled by
introducing dimension 12 counter-terms of the same form as in £i5. The MS regularization
scheme corresponds to choosing the coefficients of the counter-terms such that they only
cancel the divergences, without changing the finite parts. Explicitly, in this scheme we

5E2

496 be precise, this is actually the redefined scale p? — which is used to get rid of factors of 47 and

the Euler-Mascheroni constant vg.
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choose the following the counter-terms:

8
566 = ﬂ s
€
12
Soy = 12T EL (D.10)
€
481 + 26

(568 =

Having done this, and also including the contribution from tree level L£12 terms, we have the
following result for the amplitude at order s* in dimensional regularization with MS scheme:

1 1 .
Dy (s,t,u)| .= <4(2C7—306)+£0) st <2(3C6—207—08)+€o> s2tu
s t u
57 (51,152+6172tu) log <—2> +B1.35% ( t*log <—2> +u?log <—2)> ,
2 1% ol
1 t
2(s,t,u)| 4= <_806+ﬁ°> (s*+12+u?)*+ B2 (S410g <_:2> +t'log <_u2> +u'log <_52)> :
©5(s,t,u)| 0 =0, (D.11)

However, it is more convenient for our purposes to choose a different subtraction scheme.
Firstly, we choose the dimensional regularization scale u? to be related to the coefficient go:
2 1

1
W= Ve V2a )

We then choose the following subtraction scheme — the counter-terms also cancel out the

(D.12)

finite pieces &, & and ko. Explicitly,

8
(566:ﬂ+8l€0,
€

12,1 + &
€

ocy = 4+ 12k¢ + &0, (D.13)

4€, + 2€ -
5C8Z%+4§0+2§0.

With this new scheme, we reach our final result:
1 1
Dy (s,t,u)| 4= 1(207 —3cg)st + 5(306 —2¢7 —cg)s*tu+ s (51,182+ﬁ1,2tu) log (—s4/g2)
+ B85 (#1og (~t/ga) +u?log (—uy/g) ),

1
s (s,t,u)| 0 = —geo(s” +12+u®) + B (s"10g (~5/g2) +t'log (~ty/g2) + u'log (~u/32))
@5(5,1‘3,'&”84 = 03 (D14)

and comparing with (1.6) leads to the identification

1
ga = 1(207 — 3c¢) ,
1
gy = 5(366 —2c7 —cg), (D.15)
1
fa= —3C%
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As it is clear from the computation, the above relations are only valid for the chosen subtraction
scheme, and a different choice of subtraction scheme, say for example M S, would lead to
terms involving ¢; and ¢y in the above equation.

E Wilson coefficients in various models

In this appendix, we give some details on the amplitudes whose Wilson coeflicients we use
in section 4. The corresponding EFTs are all obtained by integrating out massive particles
which are weakly coupled at their production threshold. We consider resonances which can
be integrated out at tree level (Yukawa-like theories) and charged particles which can be
integrated out at one-loop (QED-like theories). Notice that these theories are not necessarily
UV complete on their own: new particles might be necessary to restore unitarity above
a larger energy scale.

E.1 Yukawa-like theories

This subsection collects a few examples where a low spin resonance is integrated out at tree
level. We consider resonances of spin 0 and 2, even or odd under parity. The resulting Wilson
coefficients are summarized in the first five rows of table 9. Notice that a massive spin 1
resonance cannot couple to two photons. This is known as the Landau-Yang theorem [86, 87],
and it simply follows from (A.32), (A.33). Indeed, a resonance of spin ¢ only contributes
to the partial wave of the same spin in the production channel, and there is no overlap of
any two photon state with a spin 1 state.

There are multiple ways to derive the EFT. Since the field corresponding to the massive
particle appears quadratically in the Lagrangian, one can evaluate the action on shell and
expand at low energies, as done in [43]. Alternatively, one can compute the 2-to-2 tree level
amplitude starting from the Feynman rules, or directly, using factorization and crossing, as
explained in [78]. We will mostly follow the latter method, and we will comment on the
relation to the Lagrangian construction only for the case of a spin 2 resonance.

We now illustrate the method, which will also serve as a lightning review. This subsection
is not meant to be self-contained, see [78] for details. At tree level the on-shell pole due to
exchange of a massive particle of spin S and mass m can be written as

Mé,llx\,f).\;IQS}MR A3,M4, {11,12...I25}
P2 4+ m?

(E.1)

where M and Mp are three-point amplitudes, A; are the photon helicities and Iy, I5... Isg
are the little group indices of the massive particle. Consider now the construction of the
two photon to one massive particle amplitude, with particle 3 being the massive one. This
amplitude must be constructed out of the spinor-helicity variables®!

6?75?75(21753753[&7 N?{d (Ez)

41See appendix B.2 for an introduction to spinor helicities for massless particles. In the massive case, the
little group is SO(3), and the index I =1, 2 is in the spin 1/2 representation, i.e. the fundamental of su(2).
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such that it has the right transformation property under the respective little groups of the
three particles. For example the coupling of two positive helicity photons to spin 0 and
spin 2 particles can be written as

Spin 0: MP"0 = L1192
. spin 2 TZ 2 (E3)
Spin 2: M ? = -~ (13)(23)[13][23][12)°,
where
[ij) =& ) =&ag" (E.4)

We can now “glue” three-point couplings in (E.1) to deduce the four particle amplitude,
keeping in mind that this prescription computes the all incoming amplitude. This procedure
fixes the on shell residue of the amplitudes that we will present later in this section. Note
that by choosing the coupling constants for + and — helicity photons appropriately, we can
ensure that the pole lies in the parity even or odd channel. In principle one could have had
other couplings, for example in the spin 2 case,

M2 %<13><23><13> (23)[12)4. (E.5)

However these are equivalent at the on shell mass pole i.e. s = m? because

N 7 & ade]
(13) = fa g0 = - H4P 8o _ Qe _ (12123] (.6

and
(12)2 = [12]* = s, (E.7)

and as mentioned before, this procedure only fixes the on shell residue. Therefore we can
trade powers of s for powers of m?. Another way to understand this is that these couplings
are the same up to contact terms. We choose the former coupling in (E.3) since it is consistent
with low energy s — 0 and the high energy s — oo behaviour that we assume in this work.
This point will be explained in more detail later in the appendix.

Scalar. A parity even neutral scalar particle of mass m can generically decay into two
photons via the tree level coupling ¢F),, F'*¥, where ¢ is the field describing the particle. This
interaction is not renormalizable, therefore the theory needs a UV completion. However, it
is easy to imagine at least one: we can resolve the effective coupling by adding a charged
particle (a scalar or a fermion) of mass M > m, with a Yukawa interaction with ¢. The
resulting model is renormalizable. Here, we are interested in the EFT obtained by integrating
out the charged particle. Its 2-to-2 photon amplitude at tree level can be easily constructed
with the recipe given in [78]:

)\2 2

S
@1(3,t,u) = —mm, (ES&)
A2 52 t2 u?
P t =—— E.8b
2(35 ,’LL) m2 <8—m2+t—m2+u—m2 ) ( 8)
O5(s,t,u) =0, (E.8¢)
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while ®3 and ®4 are obtained by crossing — see (1.5). If, for instance, we complete the
theory by coupling the scalar to a spin 1/2 charged fermion of mass M, the dimensionless
coupling A is proportional to the ratio m/M. Regardless, the amplitude (E.8) shows that
m/\ is the cutoff of the EFT. Indeed, when the Mandelstam invariants are of order (m/\)?,
the amplitudes become large, the theory is strongly coupled and something new must happen
to unitarize. On the other hand, for fixed s and A small, the violations of unitarity contained
in (E.8) can be cured by higher order terms in A, as usual in effective field theory.

Azion. The case of a parity odd scalar proceeds much as in the previous example. This
time the interaction vertex is gZ;FWFW, F1 being the Hodge dual of the field strength,
and the amplitudes are

A2 82
Dy (s,t,u) = ToEs 2 (E.9a)
A2 52 t? u?
d tu) = — E.9b
2(5,t,u) m? (s—m2+t—m2+u—m2 ' ( )
D5(s,t,u) =0. (E.9¢)

The only difference with the scalar case is a overall minus sign in the ®, amplitude, which
moves the production pole of the scalar resonance from the parity even to the parity odd
partial wave.

Parity even spin 2. If we construct an amplitude for the tree level exchange of a spin
2 resonance following [78], we find that there are multiple options. The ambiguity is
parametrized by the three-point coupling between two photons and a massive spin 2 particle.
A spin 2 massive particle can either decay into two photons with the same helicities, or into
two photons with opposite helicities.*?> The latter state has even parity — see (A.31)—hence
it only exists for a parity even spin 2 resonance. On the other hand, a parity even resonance
couples to the (++) and the (——) states equally, while a parity odd one couples to them
with opposite sign. All in all, we have a two-parameters family of couplings of photons to a
parity even spin 2 resonance. For simplicity, we only consider the limiting cases where the
resonance does not couple to both the (+—) and the ++ state, i.e. we set the amplitude ®;
to zero. This is not necessary, but it is enough for our purposes. The two amplitudes are

_)\2872t2—4tu+u2

1 N .
O (s, t,u) = . + polynomial , (E.10a)
2?2 2 — dtu + u? s2 — dsu + u? 52 — dst + 2
I _ 2 2 2
@2“7““)—‘@(5 BT R e R iy g
+ polynomial , (E.10b)
®L(s,t,u) =0, (E.10c)

42Tt is worth noticing that the spinor helicity structure for the decay into 2 photons with the same helicity
is only unique once we ask for the absence of kinematic singularities, i.e. we demand that the ®; amplitude
has a low energy expansion of the kind (1.6).
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for the coupling to equal helicity photons, and

(s, t,u) = —)\—2 i + s + polynomial (E.11a)
1\°» & - m2 \ t —m2 u — m2 poly ) .

(s, t,u) =0, (E.11b)
dil(s,t,u) =0, (E.11c)

for the coupling to photons with opposite helicities. In (E.10) and (E.11), we allowed for yet

unspecified polynomials in the Mandelstam invariants. Clearly, a polynomial does not change
the residues of the amplitude. Therefore, these are ambiguities in the EFT of the resonance
and the photons. Such degrees of freedom are parametrized by the Wilson coefficients as
n (1.6), because the latter provide the most general polynomial solution to crossing without
kinematic singularities. In other words, the polynomials correspond to contact interactions
among the photons. We use this ambiguity to improve the Regge limit of the amplitudes (E.10)
and (E.11). In particular, the type I amplitudes can be made compatible with the classical
Regge growth conjecture [68], i.e. their growth can be limited to being O(s?, u?,t?), depending
on which variable is taken large. This requires adding a homogeneous polynomial of degree
3. Furthermore, as explained in subsection 4.3, we can add a homogeneous polynomial of
degree 2 to further improve the Regge limit in the forward kinematics, so that both type I
and type IT amplitudes obey the dispersion relation (2.10). Notice that none of the additions
modify the Wilson coefficients at dimension 12 (g4, ¢, f1). The final results are

2 42 2 2
I _ sttt —dtutu A (a2 3
O (s, t,u) = o + p; (m 5%+ s ) , (E.12a)
A2 t2 — dtu + u? s% — 4dsu + u® s? — dst + t2
I _ 2 2 2
<I>2(5,t,u)——ﬁ (s S— +1 2 +u -
)\2
=+ m (82 + t2 + U2) 5 (E12b)
dL(s,t,u) =0, (E.12¢)
and
A2 52 52 A2
I _ 2
@1 (s,t,u) = _W (t — m2 + u m2 — mS N (E].?)&)
(s, t,u) =0, (E.13b)
Ol (s,t,u) =0. (E.13c¢)

Let us now make contact with the work [43]. There, a single parity even coupling was
considered, which in the present language is the type II coupling, without the addition of
contact terms. The authors explicitly used a Lagrangian, and parametrized the coupling
to the spin 2 resonance via

/
B (“FWFVP + = FPJFPU) : (E.14)
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where h is the field describing the resonance, 7 is the metric and u, v’ are coupling constants.
Since the trace of h does not propagate, the u’ coupling does not produce poles, and, as
pointed out in [43], it is in fact equivalent to contact interactions, which can be fine tuned to
produce an amplitude which does not grow more than s? in the Regge limit. Since (E.14)
is the most general parity even cubic coupling at lowest derivative order, our additional
type I amplitudes must correspond to a higher derivative interaction. This is indeed the
case, as it can be reversed engineered from the amplitude, following [69]. The interaction
producing equation (E.10) is
i <h‘“’8 F,,0,FP° — 18 o, F, F’”) (E.15)
m3 ud' po Qv 4 po :

As explained above, photon contact interactions can be added in order to obtain the Regge
bounded amplitudes (E.12): if needed, their Lagrangian can be deduced combining (E.12)
with (1.14) and (1.17).

It would be interesting to investigate the possible UV completions of the EFT of a spin
1 massless particle and a neutral spin 2 resonance, perhaps coupling them via a charged
vector boson, and understand if the Lagrangian (E.15) can arise at low energies. At the
end of this subsection, we report an attempt at improving the Regge behavior of the type I
and IT amplitudes, following an idea pioneered in [30]. Interestingly, the attempt fails for
both types of amplitudes, leaving open the puzzle on the reason why the null constraints
are obeyed by the type II but violated by the type I coupling.

Parity odd spin 2. As mentioned in the previous paragraph, the lowest derivative order cubic
coupling with a parity odd spin 2 particle involves two photons with equal helicities (type
I). The corresponding amplitude, equipped with contact terms as above, is

2 42 2 2
sttt —4tutu A 29 3

@1(s,t,u) = — ﬁw -+ ﬁ (m s+ s ) N (ElGa)

N2 —dtutu? s —dsutu® 82— dst+ 12
@2(3,75,11,)—m6<s p—— +1 P— +u .

)\2

- (2 + 82 +u?) (E.16b)

O5(s,t,u) =0. (E.16¢)

All the same observations about the parity even type I amplitudes apply to this case as
well. In particular, the Lagrangian which generates it is

A v g 1 v [P0
Z (h“ OpFpa0s F" — 2 0,0,1" Fp F? ) (E.17)

m3
A failed attempt at Improving the Regge limit. Type I and II amplitudes have the same
Regge limit, but, as discussed in subsection 4.5, the former violates the null constraints
employed in [43], which require a Regge growth strictly slower than s2, also away from the
forward limit. In [30], a recipe to improve the Regge behavior of an amplitude was devised.
The procedure is concocted so that the Wilson coefficients of the original amplitude are
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modified by parametrically small shifts. The price to pay is the introduction of new higher
spin particles, infinitely many of which lie at the same mass of the original resonance.

The basic idea is to multiply the amplitude by additional poles, compatible with crossing
and unitarity. The latter in particular require that, in the forward limit, Im ®; 3(s) > 0,
and similarly for each partial wave — see (1.25) and (2.1). This allows us to focus on the
®; amplitude exclusively, which will be sufficient to find a contradiction. A first simple
constraint from unitarity is that we cannot improve the ®; amplitude by multiplying it by
an s-channel pole, (s — p?)~!. Indeed, the (distributional) imaginary part of the product
(s —m?)~1(s — u?)~! flips sign as a function of s. For the type I amplitude, of either parity,
we are therefore led to the following improvement:

Di(s,t,u) = (—AQ;W + ;;26 (nm232 + 83)> (% - )1<u2 - 1) . (E18)
7 7

Since the additional poles improve the Regge limit by one power, only the s® term of the

polynomial in parenthesis is necessary to make the amplitude grow linearly in the Regge limit.
The new parameter x makes the ensuing freedom manifest. The amplitude (E.18) reduces
to the original (E.12) for k = 1, as u — o0, as promised. The new particle content now
includes two higher spin towers of degenerate mass m and p respectively. Unitarity demands
all the imaginary parts of the corresponding partial waves to be positive. The particles of
mass p are exchanged in the u channel, or equivalently in ®3, and it is easy to verify that
the spin three partial wave has negative imaginary part,

Im®E=3(s = p) <0, (E.19)

for u large enough with any fixed value for k. Therefore, the Regge bounded amplitude (E.18)
is non-unitary. This was required for consistency with [43, 44].

Let us see what changes for the type II coupling. In this case, the only non-vanishing
component is ®;, whose improvement reads

22 s s A 1
CI)l(S,t,u) = <_7’n2 (t—m2 + u_m2> — m/ﬁs @ (E20>
02

Again, the improved amplitude grows at most linearly in the Regge limit, for any value of the

new parameter x. However, positivity of Im ®{=%(s), for large values of u/m, requires k£ = 0.
Then, while the s-channel partial waves all have positive imaginary part, all the odd-spin
u-channel ones again violate unitarity. We conclude that neither version of the coupling of
a spin two resonance to photons can be improved in the way discussed here.

E.2 QED-like theories

Let us briefly consider scalar, spinor and vector QED. By integrating out the massive
charged particle (i.e. respectively the fermion, scalar and vector), one obtains the Wilson
coefficients of the photon Lagrangian (1.13). The case of standard QED leads to the well
known Euler-Heisenberg Lagrangian [88].

Here, we comment on the Regge limit of the one-loop amplitudes, from which the value
in table 9 are easily obtained. In all three cases, the amplitudes can be explicitly written in
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a basis of three integrals [89-91]. These integrals can be estimated when the Mandelstam
invariants become large, and one can conclude that these one-loop amplitudes grow in the
Regge limit at most as O((log s)?).

Finally, note that these QED theories are not UV complete on their own (see appendix F)
and should be considered as partial UV completion of the photon EFT.

F UV incompleteness of QED

This appendix is a short summary of the results derived in [92] for quantum electrody-
namics (QED).
Let us consider the Lagrangian density of QED, it reads
1
4

1
2%

Here () is the Dirac fermion field with the physical mass m and the covariant derivative is

Lopp = YD —m)y Fu, FH (8MA“)2 + counter terms. (F.1)

D, =0, +ieA,, (F.2)

where e is the electric charge of 1. The excitations of 1(x) describe electrons and positrons
with mass m. The electromagnetic field strength tensor Fj, (z) is given by

Fu(x)=0,A,(x) — 0,A,(x), (F.3)

where A, (x) is the electromagnetic potential. The excitations of A,(x) describe photons.
One usually also defines the electromagnetic constant « as

o = e?/4n. (F.4)

Notice that the counter terms in (F.1) are adjusted in such a way that m and « are
physical finite constants. QED describes interaction between electrons, positrons and light
in our world. The experimentally measured value of « is

1
137.035

~
~

(F.5)

Let us discuss what observables can be computed in QED and how the result (F.5) can
be measured experimentally.
The electromagnetic form factor is defined as the following matrix element

M2 (s m, fa| JH (@ = 0)]0), (F.6)

out

where J#(x) is the electromagnetic current and in the left-hand side we have a two-particle
“out” asymptotic state built out of an electron and positron with helicities A1 and A9 and
3-momenta p; and po. Due to the Lorentz invariance this form factor can be decomposed
into tensor structures as

2m

A1A2

out <m7ﬁ1; m,ﬁgL}“(ﬂf = O)’0> = Fl(q2) X ({Uquuu)\z) + FQ(q2) X (ﬂ)\lguyu)\z)v (F7)
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where wu) is the 4-component solution of the Dirac equation. Here F}; and Fh are the
scalar components of the electromagnetic form factor. The total momentum ¢ of the two-
particle state is

7" =l +ph. (F.8)

For a generic discussion of form factors see [20, 21].

The functions F; and Fy are computed to one-loop in section 6 in [92], see equations (6.56)
and (6.57). Using the (semi-classical) Born approximation one can compute the expression
for the magnetic moment of the electron in terms of the Landé g-factor which reads as

g=2+2R0), F(0)=—. (F.9)

By measuring g one can determine « via the above relation.

The effective Coulomb potential was discussed in subsection 7.5 in [92]. One finds that
Vir)=—-——-, (F.10)

where the function f(r) computed in QED to one loop has the form
f(r)=a+a®h(r) +0(a?). (F.11)

The function f(r) is often called the running coupling constant. The function h(r) can be
evaluated analytically at large and small distances. One gets

1 672mr 1
———(5/6 + v + log(mr)), (F.12)

= - h —
1") mr>1 4ﬁ (mT‘)g/Q’ (7") mr<l  bdw
where 7 is the Euler gamma. Looking at (F.11) and (F.12) one finds the following asymptotic
behavior

f(o0) = @, f(0) = oc. (F.13)

At small distance or equivalently at high energies the function f(r) blows up. This indicates
that the theory is not well-defined at arbitrary high energies. In fact, one expects the coupling
to diverge at a finite energy scale. This problem is known as the Landau pole. The Landau
pole issue was discovered perturbatively but is believed to hold non-perturbatively.

G LSZ derivation of crossing equations

We begin in subsection G.1 with a derivation of crossing in general frame using the LSZ
prescription, as defined in many textbooks, with the gauge fixed correlator of the A, fields.
However, we find this prescription not as satisfactory as working with the gauge invariant
correlator of field strengths F),,,. Therefore, in subsection G.2 we will use the latter to
re-derive crossing in both general and COM frame.
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G.1 Gauge fixed LSZ prescription
The LSZ reduction formula for the scattering process 12 — 34 of four massless spin-1 particles
can be written in the following form [93]

Tios3a\> ! (P1, P2, P3, pa) = /d4x1 d'zy d'zgd'ay

X e (pg) (<05

XTI (py)(<0F)

X <Q’T{AM4 (x4)AM3 (w3)AM1 (‘Tl)Auz (xQ)}’Q>Connected
— .
X (=07)ek) (pr) e
— .
X (—8§)eﬁ§ (p2) P22, (G.1)

where |©2) denotes the vacuum state and A, (x) are massless spin 1 fields in the Lorentz
gauge. Similarly we can write the LSZ reduction formula for the process 13 — 24

A2,
7-13—>§4Ai,\§(]917p37p2,p4) = /d4x1 d4a:2 d4m3 d4x4
X e e () (< 05)

2
X e—ip4l'4 El)fj*(pgl)(—az)

X <Q’T{AM4(x4)AM2(xQ)AM(*Tl)AM:s(xi*))}’Q)COHnected
< .
< (R e
<_2 1P3T
X (—03)€\:(ps) €T3, (G.2)

Note that the amplitudes above are defined for positive energy momenta, namely p{ > 0.
Crossing symmetry is the statement that the amplitudes for the two processes above are
related by analytic continuation. Consider the 13 — 24 process and analytically continue
the expression G.2 in ps and p3 to allow for negative energies.

7-1:2_>§4§fj§§(p1, —p3, —D2,P4) = / d*z1 d*zo dias dray
x e T (—pa) (-05)
x <Q|T{AH4(5E4)AM2($2)AM1(xl)A#3(x3)}|Q>connected
< .
X (=0D)ex] (pr) e
<_2 13 —ip3x
X (=03)ey, (—ps) e, (G.3)
We see that the above expression looks very similar to (G.1) except for the correlator and

the polarization vectors which are evaluated at negative energies. Using the fact that bosonic
operators commute we see that the correlation functions are equal

(QUT{ Ay, (w2) Aps (23) Apsy (1) Aps (02) } ) = (QUT{Apy (24) Appy (22) Apsy (1) Apis (w3) }[€2)
(G.4)
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We now consider the negative energy polarization vectors €\ (—p). They are the analytic
continuations of the positive energy polarizations, which were defined in B.34. Since we
deal with massless particles in this work, we choose the following analytic continuation
for the momenta

pO — _pO’ p——p, 9 — 97 ¢ — ¢ (G5)

which ensures that p* — —p#. See [19] for more details. Under this analytic continuation
we see from the explicit form B.34 that

eh(—p) = ex(p) = ¢"(p) (G.6)

Thus by using G.6 and G.4 in G.3 and then comparing with G.1 we have

A3, A —A2,4+A
Tiz—s3ans xa (P15 02,03 21) = Tizoz4 ar - ag (P1, —P3s =2, Pa)- (G.7)

Analogously one derives the other three crossing equations. The complete summary of
crossing equations reads

+)‘37
12531— 2y + 0o

—A2,+q

7'12—>34A1 ,\2 S (1,12, 3, P4 A

7113%24“1, (plv —DP3, —P2,P4
(
2

—D4,D2,P3, —

)

P1,P2,P3,P4

)

p1)
)

G.8
: (G-8)
p2)-

732%34
>\1
—P3,P2, —P1,P4),

+A3,—

) =

A ) =
7112%34& >\ ~(p1,p2,03,04) = T3 *>14_§11:,,+)\2
o ) = Tiasaa o A2 (P1, —Pas p3, —

7'12—>34,\1 o (P15 D2, D3, P4

Specializing to the case of scattering of identical neutral massless spin 1 particles, all the
processes in the above 4 equations are the same and thus the crossing equations express
a symmetry of the scattering amplitude.

All incoming amplitude. Using the LSZ reduction formula G.1 it is possible to define an
unphysical 4 photons to nothing amplitude by analytic continuation:

Tai doxs \a (P15 P2, D3, Pa) = TMAS’ *(p1,p2, —p3, —Pp4) (G.9)
= /d4x1 dizo d*zs day
X ePT el (pg)(—03)
X (o) ()
x (Q\T{Am (24) Aps (£3) Apy (1) Ay (22) } ) connected
x (= 81)5,\1(101) e
x (= 82)5,\2(172) e'P2ez, (G.10)

where we used G.6. The benefit of defining this unphysical amplitude is that it is manifestly
S4 permutation invariant.
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G.2 Gauge invariant LSZ prescription

We begin by considering the residue at the on-shell pole of a 4 point correlator of electro-
magnetic tensor F),, see for example eq.10.3.2 of [94]:

A A A3, A
§ Hp,llyl( )H#22V2 (pQ)H)\g,ngg (p3)-H>\4,/L4V4 (p4) 7112%34)\?7)\;1 (plap27p37p4)
A1,A2,A3,A4

= /d4x1 dizy dias diay P33 T PTE (_92) (—03F)
X <Q|T{F,u41/4 (x4)Fu3l/3 (x3)F,u11/1 (xl)F;Lgug ($2)}|Q>connected
x (~08) (- B) e i

(G.11)

where the object H) ,,, is the same as (B.31) because in free theory we have

H) w(p) = (0[FL (0)[p, A) - (G.12)

Unfortunately it is not easy to invert this object in a covariant way to extract the scattering
amplitude. Instead we use the following relation which follows from the orthogonality and
transversality of photon polarization vectors:

e\ (D) H () = puona (G.13)
to arrive at
P11, P20y P31 P4y, 712%34?‘;’:?\‘3 (p1, D2, 3, P4)
= /d4ac1 d*zo dras day
X eI () (08
X () (<)
X <Q|T{Fu4u4($4)Fu3u3(fE3) Fnvn (21) Fugus (22) } Q) connected
x (= (91)%(;01) e
X (—0B)el (pa) e, (G.14)

At this stage, we can evaluate the above equation in the COM frame (A.12) and extract
the amplitude as follows:

A3,A 4 4 4 4
7'12_>34>\i/\§(3,t,u) = /d r1d o d T3 d zy
—ipS°™Mxy 3% com p?3
X e T T (peom ) pts (—03)

XTI e (o ()

X (Q‘T{me (4) Flizvs (#3) Fyon (21) Fugwn (£2) } ) connected
<D
x (= 82)@2 (p5™)p¥2 €2+ (G.15)
where the vector v = 7( 1,0,0,0) is chosen so that
VM =1V i=1,2,3,4 (G.16)
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Crossing using LSZ. Consider the LSZ formula for the process 13 — 24

P10, P31 P20, Py, 713%24??:1; (p1,p3, D2, P4)
= /d4:z1 d4x2 d4x3 d4m4
e () (—03)
X e () (~0F)
X <Q|T{Fu41/4 (334)Fu21/2 (xZ)F/—LIVl (l‘l)Fugug (23) }€2) connected
x (= a1)6,\1(101) e
X (—33)6A§(p3) ePsrs, (G.17)
A priori this formula and (G.14) are both defined for positive energy momenta p{ > 0. But
suppose we can analytically continue the formulae to negative energy momenta as well, then
evaluating (G.17) at —py and —ps gives
PLinP30sP20,Pa, Tis—s21)2 0 (P1, —P3, —p2, 1)
= /d4x1 d4x2 d4a:3 d4:z4
x e e (—pa)(<3)
X eT P e (pa) (— )
X <Q|T{F s () Fpigy (22) Fpuyiny (1) Flugus (23) ) connected
x (= 31)%( 1) P
x (= 33)%( p3) e, (G.18)
which looks very similar to (G.14), except for the correlator and the polarization vectors

which are evaluated at negative energies. Using the fact that bosonic operators commute
we see that the correlation functions are equal

<Q|T{FM4V4 (x4)F/L3V3 (xS)Fﬂlﬂl (xl)FMZVQ (x2)}|ﬂ>
= <Q’T{FM4V4 ($4)Fu2l/2 ($2)FH1V1 (xl)Fu:WS ($3)}’Q> (G'19>

We now consider the negative energy polarization vectors ef\L (—p). They are the analytic
continuations of the positive energy polarizations, which were defined in B.34. Since we
deal with massless particles in this work, we choose the following analytic continuation
for the momenta

=" po-p, 00, d—¢ (G.20)

which ensures that p* — —p*. See [19] for more details. Under this analytic continuation
we see from the explicit form B.34 that

(-p) = &) = (¢,0) (G.21)
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Thus we have

T A3,Aq
P10, P20, P30 Pay, Ti2—343; \s (P1: P2, D3, P4)

VY (G.22)
= P11, P3u3P215 P4y, 7'13—>24,\17_)\3 (p1, —p3, —P2,P4) »
which implies the crossing equation in any frame
Tiaoa ) = Tisaix, 20 (01, —ps, —p2, 1) (G.23)
12347\ 2\ \P1, P2, P3,P4) = /1324, ~3,\P1, =P3, =P2,P4) - .

Crossing for COM frame amplitudes. Our prescription to arrive at the amplitude
involved going to a special frame, the COM frame. But this presents a problem - it is not
possible to have both the processes in their COM frame in the above relation (G.23). For
example putting say the s channel amplitude on the right hand side in its COM frame would
mean that the t-channel amplitude on the left hand side is in a frame different from its COM
frame (which we called crossed frame). The way to deal with this, as was reviewed in [19], is
to take a step back and first perform a Lorentz transformation and then analytically continue
the amplitude, i.e. cross the amplitude. More concretely, consider (G.14) in the (s-channel)
COM frame and perform the following (complexified) Lorentz transformation

A=| vV vt (G.24)
0 0 1 0
/s iy/—u 0 ——u
v v VT
such that
S N i/ —t
gom: \2[(170707 1) b1 EAPl = - 92 (170707 1)
Na 2/~ .
pgom: 6(170707_1) — ﬁQEAPQZ_Z 2 <_17 ! Suvovu S)
t t
. G.25)
com S 2Vtu  t—u _ 1/ —1 (
p3 - \é» (17707 ) p3EAp3:_ (_1707071)
s S 2
com s 2Vtu | u—t _ 1/ —1 2iv/—su  u—s
:{(17_ s 707 s ) p4EAp4:_ 9 (17 n 707 n )

Note that we are still in the s-channel region s > 0 and ¢t < 0. For this choice of Lorentz
transformation A, the photon polarization vectors also transform in the same way e‘/{ (p) =
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i (Ap) = A*,€e5(p)*® (upto terms proportional to the momentum)

x(p1) = 5(0.1,i.0 x(p1) = Aer(p) = —5(0.1.iA.0)
() = Z50-Lik0) q@ﬁﬂnwﬁig@f;?m%f*ﬂ
ex(ps) = \}5 (0, i 3*?“) ex(s) = Aex(ps) = \}5(0’ 1,i),0) (G.26)
ex(pa) = \}5 (0, v, @) ex(Pa) = Aex(ps) = \}5 <07 %M —@)

Under this Lorentz transformation, the amplitude transforms as (B.24)%

S PPN S Y VI
D1y, P20, P30, Pay, Ti2—343; \y (851 U) = D1y, D2,,D3,, P10, Tiz—34y, , (D1, D2, P3,P4)  (G.27)
Writing out the right hand side

D1y P20, P31 Py 712%34??3;1 (s,t,u)
= /d4a:1 dixy dizy day
X eI () (- 3)
X e i () (—03) (G.28)
X <Q|T{ Flav(z ) u3V3(953) Fyavs (1) Flpin (£2) ) connected
x (=0 )5,\1(]91

><()(

we now analytically continue to the t-channel region ¢ > 0 and s < 0 at fixed real u. Under

W

)

ZP2a72

) e
2) €

this operation we have

i/ —1 t
P =——Y—(1,0,0,1) e = Y00
i/ —1 24/ — — t 2/ t—
]52:_2\/ 1 (V SU,O,U s N ﬁ%.c.:_£ 1,ﬂ,0,7u
2 t t 2 t s
t
po= - 10,01) o= -Yo0-y  (G2)
s = i/t 1 2iy/—su 0. L= e = ﬁ 1 _ 2¢/su o L=s
4 2 ) t ) Yy t 4 2 ) n » Yy ¢
which ensures that the momenta Pfo" = p§-¢, PO™ = —pg-c PS5O = —j3-¢ and P{o" =

py¢ are precisely in the ¢-channel COM frame. We also analytically continue the photon

“3In general we have €5 (Ap) = e *“A*,e{(p). For a Lorentz transformation composed of boosts and
rotations in the z — z plane, the Wigner angle w is 0. See equation A.112 in [19].
44The little group phases t; = 1 since the Wigner angle is 0. See footnote 43 above.
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polarizations

ex(p1) = 7(0,1,m ,0) e () = 7(0 1ix.0)
ex(p2) = é (o, St 2’@) @ () = } (O S;u’iA7_2\éﬁ>
) = 7501\ Go) = 50.-LiM0)  (G30)
ex(ps) = \}i (0, al - i, jWF) < () = \}5 <07 u - S 2@) |

Using €\(—p) = (e‘i)\(p))*, we have

S No A
P10, D20, P305 P4y, Ti2-5343; 2y (8515 1)

= /d4x1 d4x2 d4a:3 d4x4

x P i (P (— )

% PP 1 (L (— 82) (G.31)
X <Q|T{Fu4u4($4)Fu3u3(963)qu1(wl)qug(962)}|Q>connected

x (= an L) T

% (-8%) (Pcom) 7’LP2CO7m:E2’

the right hand side is nothing but the t channel amplitude evaluated in its COM frame

with the values for its arguments given by

5= Pcom Pcom (s = \2 — ¢
n ( com com) (]il 213)2 (G32)
t=—(P" = P5™)? = —(p1 + )’ = s,

and therefore we deduce that

A3, —A2,Mq
P Pygm Pt Py Tiasaay. na (8, 6, u) = Prot™ Pogl Pagt™ Pagl™ Tizsoay! 2aa(t, 5, u)

(G.33)
and we can finally extract the crossing relation by dotting on both sides with the vector
b = %(—1,0,0,0)

Tioosa\ AL (5,1, 1) = Tismaay, ZAL(E s, 1) (G.34)

For the case at hand, i.e photon scattering, the two processes are the same since all the
particles 1,2,3 and 4 are identical and the above s — t crossing relation is a symmetry of the
amplitude. Similarly one can repeat the process to establish the other crossing equations.

H Asymptotic unitarity constraints

As described in section 3, we impose the unitarity constraints up to some Ly,x and on a
grid of s values. In this appendix we describe how we supplement them with additional
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constraints by analyzing the unitarity equations as £ — oo and s — oo. In principle, these
constraints should become redundant as we increase Ly.x and choose finer grids in s. In
practice, we find that adding in these asymptotic constraints improves convergence in Lyax
and number of grid points.

H.1 Large spin

The first step is to estimate the behaviour of partial waves at large spin. To this end, we follow
the analysis of appendix D.4 in [3]. We would like to use the Froissart-Gribov projection
formula and write partial waves as contour integrals in the complex z = cos 6 plane. We define

—1)AH 1 Atp
eﬁu(z)—(;[F(€+>\+1)F(£—/\+1)F(£+u+1)1“(£—u+1)]5( ;Z) 2 (H.1)
A—p
1—z\""2 [z—1\"f+»1 1 2
X( 5 ) ( 5 ) 7F(2£+2)2F1 <€+)\+1,5+M+1,25+2,1_z>7

valid for A + p > 0 and A — p > 0. For other ranges of parameters, the function is defined
by its symmetry properties

exu(2) = (DM el (z) = (=) Hely _(2) (H.2)

This function has a branch cut in the complex z plane between —1 and 1 and its discontinuity

there is the Wigner d function:**:46

efﬂ(z + ie) — ef#(z —i€) = fiﬂ'dfu(z) z€(—1,1) (H.4)

We now recall the definition of partial wave amplitudes

A3, +1 ¢ A3,
T A1,A2 (S) = Ll dZ d)\12)\34 (Z) 7;\1??)\24 (sz) (H5)
At this point we would like to use H.4 to write the above equation as a contour integral in
the z plane. Scattering amplitudes have the following behaviour near z = +147
A3, A3,
7-)\1?:>\24 (37 Z) - b)\12)\34 (2)7;\1?:/\24 (3? Z), (H6>

where we have defined the b function

o= () % (59

45In this respect, it’s a generalization of the Legendre Q function, which obeys an analogous relation to the

Legendre P polynomial.
46In general, the Wigner e function has additional singularities at z = 1. The leading singular behaviour
there is (z 4+ 1)A#)/2 and (2 — 1)*~#/2, In the case relevant for us, we have

. 2-1)° 1 12(-1) :
22~ T G T G- DD+ G 1)
€n2(2) ~ 2 1 2(-1)" 1 -

V=D +e+2) D -+ 1)e+2) (- 1)

47See for example eq. (2.138) in [19].
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and with the function 7~ being regular near z = +1. This behaviour of the scattering
amplitude precisely cancels the poles (more generally branch cuts) mentioned in footnote 46.
We can now re-write the partial wave integral as a contour integral

A3,

TAIN) = o= Driana (e (IR 5.2 (H.5)

with the contour C' circling the line segment [—1, 1] anti-clockwise. In fact, in the presence
of massless particles, the contour should pass through z =1 and z = —1, as it will be clear
below. Therefore for large enough ¢,*® we can open up the contour and drop the arcs at
infinity, to arrive at the (generalized) Froissart-Gribov projection formula

A3, 1 o0 A3
ng\i)\: (8) = in (/ dz b)\12>\34 (Z) €£12A34(2)D15Ct7— ° 4( )
Zt

—00

14
+ dz baipng, (2) €xpns, (2 )Dls.cuT)\1 Xy (s,z)) (H.9)
2
where the 1st term is due to the ¢ channel branch cut from [z;,00) and the 2nd term is due
to the u channel branch cut from (—oo, —z,].

2t0 >Tland 2, = 1+ 5 2“0 > 1 and due

to the exponential decay in spin of the e functlon7 the partial wave amphtudes also have

For theories with a mass gap, 2z = 1 + -

an exponential fall off in spin. For theories with massless particles this is not the case,
because z; — 1 and z, — 1.

We therefore consider the large £, z — 17 limit of the hypergeometric function. Assuming
A<l p <l we find

2T(20 + 2) (z - 1)“1“?
Tl+p+OI(l—p+1) 2

X Koy ( 2z — 1)5) . (HL.10)

2
2F1(5+/\+1,€+,u+1,2€+2,1 )%
-z

Hence we obtain an approximation for the e function
¢ A-p
e/\u(z) ~ (1) Kyx_y 2z-1)¢), (H.11)

valid for £ > 1 and 2z — 11 and A < ¢, u < £. For the other limit £ > 1 and 2z — —17,
we use the relation

exu(—2) = (=1 les _,(2) (H.12)

The other piece in (H.9) is the discontinuity of the amplitude T = %. In our numerics we
parametrize the amplitude as displayed in (3.1). The prefactors, composed of xs, x;: and
Xu, Wwhich were added for kinematical reasons, ensure the cancellation of the singularities
at z = 1. We therefore consider the p series:

> Qabep(5)p" () p° () (H.13)

abc

“Note that ef\u ~ z~¢ for large |z|.
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For such a series, the ¢-channel discontinuity comes from
p(t(s, z +i€))’ — p(t(s, z — i€))® ~ 2ibv/2sv/z — 1 (H.14)
and the u-channel discontinuity comes from
p(u(s, z —i€))° — p(u(s, z + i€))° ~ 2icV/2sv/—z — 1 (H.15)

By making a change of variable z — —z for the u channel contribution and using the symmetry
properties (H.12) of the e function and the b function

ba(—2) = bau(2) (H.16)

we can reduce all our computations to that of integrals of the following form:
/ dz(1+2)"(1-2)"vVz—-1K, (cx/z — 1) (H.17)
1

To perform this integral we make a change of variable (z — 1) = £2 and then expand in the
variable £ to get the following type of integrals which are easily evaluated

/DoodggbKa(cg):iZ:r(b_;“)r(HZH) (H.18)

Since ¢ ~ £, the leading contribution comes from the lowest order term in the £ expansion.
At leading order in the large ¢ limit, we have®’

= T ~ 5 Yol (b6°(-s) + (-1)fe (—5)) VAR (1 (9),

abc
7'6 a((fl + (=1)fcpP(=s)) Vs p*(s),
@gb( —5) + (—1)cp(=5)) V5 p°(5) _
®f =T ( 32¢a —5)V/5 p"(s)x*(—),
abe

= Tfi;;(s) ~ O

We notice that the fifth amplitude <I>€ is sub-leading at large spin and therefore the unitarity
condition (A.47) decomposes into two 1 x 1 conditions

11 +4(®] + )| < 1,

H.20
11+i(205) < 1. (H.20)

In addition we have from (A.44)

11 +i(] — @Y < 1. (H.21)

“9Recall that due to crossing symmetry ®3(s,t,u) = ®1(u,t,s), which is why the same coefficients a((llb)c

appear in the expansion for both the amplitudes, albeit with different orderings of the a, b and c indices.
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Plugging in (H.19) into the above unitarity equations we get the following large spin con-

ditions:"?
3 (aldelm(p" ()x*()) + egIm(p*(s))) b5 (=) 2 0. (1.22)
S (alm(p(s)x*(s)) - aiillm(p%s))) b5 p(—5) > 0, (H.23)
abc
S el Im(p%(s)) bv/s p°(—s)x3(—s) > 0, (H.24)
abc

valid for s > 0.

H.2 Large energy
We begin by considering the s — oo expansion of a monomial term in the ansatz:

V2b V2¢ 4V 2a b c
b f( V1 —z+\/1—|-z>—H s (\/1—z+\/1+z>

8bc 4b2 4¢?
H.25
V1 —z\/1+z +14—2)+ ( )

In addition to the large energy expansion of the p series, we also need the large energy
expansion of x2(s) , x%(u) and x(t)x(u):

P ()PP (1) () o (— 1)

1
+- <2a+

481
2 ~ 0 _
x“(s) =9 7 +
487 1
2
) —=—...
RV v el (F.26)

V()x(O)x(u) ~ 27— ?(”ﬂfﬁﬂi)*m

This leads to the following expansions of the ansatze at large energy:

[ 6 3vV2b  3v2¢
P~y « 1)atbtelg - — (84 3a)i+ + +...,
! %2 “bc I \/§<( ) Vi—z V142
[ 2 2b 2
Za a+b+c 1— = |ia+ \/> + \/>C + ,
abc \/g \/1_2 \/1+Z
] s (H.27)
D v RV = R e +Z
18 . (4430 (4 +3c)f
P- ~ a+b+c 97 — = 4 3
5 %a _ \/§<( 3a)i+ \/m 2 N

We now work order by order in g We begin with the leading order which is

|1+ ief(s)| < 1 for € < 1 implies that Imf(s) > 0. In our case the small parameter € is 7.
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O(1). The unitarity condition on spin 0 partial waves |1 + i(®} 4+ ®9)| < 1 implies that

3ol (~1)ertte = o, (H.28)
abc

and
3ol (—1)ertte = . (H.29)
abc

Similarly, the unitarity condition on odd spin ¢ partial waves |1 + 2i(®%)| < 1 implies that

S aba (-1 =0, (H.30)

abc

which turns out to be equivalent to the condition (H.28). Finally the unitarity condition (A.47)
simplifies at leading order due to the results we just derived above, and leads to

3ol (~1yertte = . (H.31)

abc
Effectively, the constraints above say that constant terms in the amplitudes should go to

0 as s — oco. We now consider the next order which is

O(s~/2). From the unitarity condition on spin 0 partial waves |1 4+ i(®) + ®9)| < 1, we
get the two conditions:

So(=1) e (244 9a) aly) + aalf)) <0, (H.32)
abe

and
Z(fl)‘”b“ ((24 + 9a) a(b) — aa( )> <0. (H.33)
abc

Consider now the unitarity condition (A.47) for non-zero even spin ¢ partial waves. The
imaginary part of the CID{ and <I>é is 0 and this immediately implies that the imaginary part
of ®5 must vanish at this order:

3ol (—1)ettteg = 0. (H.34)

abc

In addition, it implies that |1+2¢%| < 1.5! Since [ dz dy(2) > 0 for even £ and [ dz db4(2) < 0
for odd ¢, we get

3ol (~1)ettteg = 0. (H.35)

abc

Open Access. This article is distributed under the terms of the Creative Commons Attri-
bution License (CC-BY4.0), which permits any use, distribution and reproduction in any
medium, provided the original author(s) and source are credited.

®1'More precisely, it implies it only for even £, but we also have the same condition |1 4+ 2¢5| < 1 separately
for odd ¢ from (A.45).
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