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Search for 𝒕 𝒕𝑯/𝑨 → 𝒕 𝒕 𝒕 𝒕 production in the
multilepton final state in proton–proton collisions at

√
𝒔 = 13 TeV with the ATLAS detector
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A search for a new heavy scalar or pseudo-scalar Higgs boson (𝐻/𝐴) produced in association
with a pair of top quarks, with the Higgs boson decaying into a pair of top quarks (𝐻/𝐴 → 𝑡𝑡)
is reported. The search targets a final state with exactly two leptons with same-sign electric
charges or at least three leptons. The analysed dataset corresponds to an integrated luminosity
of 139 fb−1 of proton–proton collisions collected at a centre-of-mass energy of 13 TeV with
the ATLAS detector at the LHC. Two multivariate classifiers are used to separate the signal
from the background. No significant excess of events over the Standard Model expectation
is observed. The results are interpreted in the context of a type-II two-Higgs-doublet model.
The observed (expected) upper limits at 95% confidence level on the 𝑡𝑡𝐻/𝐴 production
cross-section times the branching ratio of 𝐻/𝐴 → 𝑡𝑡 range between 14 (10) fb and 6 (5) fb for
a heavy Higgs boson with mass between 400 GeV and 1000 GeV, respectively. Assuming that
only one particle, either the scalar 𝐻 or the pseudo-scalar 𝐴, contributes to the 𝑡𝑡𝑡𝑡 final state,
values of tan 𝛽 below 1.2 or 0.5 are excluded for a mass of 400 GeV or 1000 GeV, respectively.
These exclusion ranges increase to tan 𝛽 below 1.6 or 0.6 when both particles are considered.
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1 Introduction

The discovery of the Higgs boson by the ATLAS and CMS Collaborations in 2012 [1, 2] and later precision
measurements [3, 4] of Higgs boson production and decay properties established the Standard Model (SM)
of particle physics as an effective description of nature up to the TeV energy scale.

Within the SM, the Brout–Englert–Higgs mechanism [5–10] is responsible for generating the mass of the
gauge bosons via electroweak symmetry breaking (EWSB). The Higgs boson emerges from the EWSB as
the only physical spin-0 CP-even particle of the SM, while the remaining components of the Higgs field are
absorbed into the longitudinal components of the gauge bosons.

In many ‘beyond the Standard Model’ (BSM) scenarios, the Higgs sector is extended to incorporate
new degrees of freedom. A well-motivated and minimal extension of the SM paradigm is provided by
two-Higgs-doublet models (2HDM) [11] where the Higgs sector consists of two complex doublets: a
mixture of the two doublets plays the same role as the SM Higgs field and generates a Higgs boson (ℎ); the
other mixture produces three Higgs bosons – one neutral CP-even (𝐻), one neutral CP-odd (𝐴), and one
charged (𝐻±). A generic CP-conserving 2HDM with natural flavour conservation, and a lighter CP-even
Higgs boson playing the role of the SM Higgs boson, has five free parameters: three Higgs boson masses
(𝑚𝐻 , 𝑚𝐴, 𝑚𝐻±), the mixing angle of the two CP-even Higgs fields (𝛼), and the ratio of the vacuum
expectation values of the two Higgs doublets (tan 𝛽). A common realisation of the 2HDM is the Minimal
Supersymmetric Standard Model (MSSM) [12, 13]. Similar Higgs sectors arise in axion models [14].
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Existing constraints from direct searches for heavy neutral bosons by the ATLAS and CMS Collabora-
tions [15–25], as well as precision measurements of the production cross-sections and decay rate of the SM
Higgs boson, restrict the available parameter-space to the so-called ‘alignment limit’, sin(𝛽 − 𝛼) → 1. In
this limit the ℎ couplings are the same as for the SM Higgs boson.

For heavy neutral Higgs bosons with masses more than twice the top-quark mass, the dominant decay mode
is 𝐻/𝐴 → 𝑡𝑡. Inclusive searches for 𝐻/𝐴 → 𝑡𝑡 are challenging because of destructive interference with
the SM background, 𝑔𝑔 → 𝑡𝑡, that largely dilutes a resonant peak in the 𝑡𝑡 invariant mass spectrum [26, 27].
An alternative approach is to search for 𝐻/𝐴 production in association with third-generation quarks [28];
thanks to its sizeable cross-section and striking signature, the 𝑡𝑡𝐻/𝐴 production mode provides a promising
channel, characterised by large experimental acceptance and low SM background rate.

This paper presents a search for a new heavy scalar or pseudo-scalar Higgs boson, 𝐻/𝐴, produced in
association with a pair of top quarks, with the Higgs boson decaying into a pair of top quarks, 𝑡𝑡𝐻/𝐴(→ 𝑡𝑡).
The Feynman diagram of this process is shown in Figure 1. The mass of the heavy Higgs boson is assumed
to be between 400 GeV and 1000 GeV, where a large 𝐻/𝐴 → 𝑡𝑡 branching ratio and small 𝐻/𝐴 total
widths are expected. The search targets a final state with exactly two leptons1 with same-sign electric
charges or at least three leptons (SSML). This particular signature is experimentally favoured due to the
low level of background contamination, with the main contribution originating from the SM production
of four top quarks and of 𝑡𝑡 in association with a 𝑊 boson (𝑡𝑡𝑊), 𝑍 boson (𝑡𝑡𝑍), or Higgs boson (𝑡𝑡𝐻).
Other significant sources of background are events where one of the leptons has a mis-assigned charge and
events which contain a fake/non-prompt lepton. Backgrounds from multiboson, 𝑡𝑡𝑊𝑊 , single-top-quark or
other rare top-quark processes are expected to be minor. The analysed dataset corresponds to an integrated
luminosity of 139 fb−1 of proton–proton (𝑝𝑝) collisions collected at a centre-of-mass energy of

√
𝑠 =13 TeV

with the ATLAS detector at the LHC.
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Figure 1: Feynman diagram showing the production of a heavy scalar or pseudo-scalar Higgs boson, 𝐻/𝐴, produced
in association with a pair of top quarks, with the Higgs boson decaying into a pair of top quarks.

Previous searches for 𝑡𝑡𝐻/𝐴(→ 𝑡𝑡) in the SSML channel were performed by the ATLAS and CMS Collabo-
rations [29, 30]. A similar search for BSM 𝑡𝑡𝑡𝑡 events using an alternative experimental signature featuring
exactly one charged lepton or two opposite-sign leptons was performed by the CMS Collaboration [31].
Other related searches include those looking for SM production of four top quarks [30, 32, 33]. The
ATLAS and CMS measurements of SM four-top-quark production found the cross-section to be 24+7−6 fb
and 13+11−9 fb, respectively, compared to a SM expectation of 𝜎𝑡𝑡𝑡𝑡 = 12.0 ± 2.4 fb [34].
1 In this paper, leptons refer to either electrons or muons, which can include those that come from 𝜏-lepton decays.
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The results obtained in this search are interpreted in the context of a type-II 2HDM; upper limits are
placed on the 𝑡𝑡𝐻/𝐴 production cross-section times the branching ratio of 𝐻/𝐴 → 𝑡𝑡 as well as on
tan 𝛽 as a function of the heavy Higgs boson’s mass. Due to a significantly larger dataset and improved
analysis techniques, including the use of multivariate classifiers based on boosted decision trees (BDTs) to
distinguish the signal from the SM background, the expected sensitivity of the present 𝑡𝑡𝐻/𝐴(→ 𝑡𝑡) search
exceeds that of the previous ATLAS 𝑡𝑡𝐻/𝐴(→ 𝑡𝑡) search with 36 fb−1 [29] by about a factor of four.

This paper is structured as follows. The ATLAS detector is presented in Section 2. The data and samples of
simulated events are described in Section 3. The object and event selections are detailed in Section 4. The
analysis strategy is presented in Section 5. This is followed by a description of the systematic uncertainties
in Section 6. The statistical analysis and the results are presented in Sections 7 and 8, respectively. Finally,
the conclusion is presented in Section 9.

2 ATLAS detector

The ATLAS detector [35] at the LHC covers nearly the entire solid angle around the collision point.2 It
consists of an inner tracking detector surrounded by a thin superconducting solenoid, electromagnetic and
hadron calorimeters, and a muon spectrometer incorporating three large superconducting air-core toroidal
magnets with eight coils each.

The inner-detector system (ID) is immersed in a 2 T axial magnetic field and provides charged-particle
tracking in the range |𝜂 | < 2.5. The high-granularity silicon pixel detector covers the vertex region and
typically provides four measurements per track, the first hit normally being in the insertable B-layer
(IBL) installed before Run 2 [36, 37]. It is surrounded by the silicon microstrip tracker (SCT), which
usually provides eight measurements per track. These silicon detectors are complemented by the transition
radiation tracker (TRT), which enables radially extended track reconstruction up to |𝜂 | = 2.0. The TRT
also provides electron identification information based on the fraction of hits (typically 30 in total) above a
higher energy-deposit threshold corresponding to transition radiation.

The calorimeter system covers the pseudorapidity range |𝜂 | < 4.9. Within the region |𝜂 | < 3.2,
electromagnetic calorimetry is provided by barrel and endcap high-granularity lead/liquid-argon (LAr)
calorimeters, with an additional thin LAr presampler covering |𝜂 | < 1.8 to correct for energy loss in material
upstream of the calorimeters. Hadron calorimetry is provided by the steel/scintillator-tile calorimeter,
segmented into three barrel structures within |𝜂 | < 1.7, and two copper/LAr hadron endcap calorimeters.
The solid angle coverage is completed with forward copper/LAr and tungsten/LAr calorimeter modules
optimised for electromagnetic and hadronic energy measurements respectively.

The muon spectrometer (MS) comprises separate trigger and high-precision tracking chambers measuring
the deflection of muons in a magnetic field generated by the superconducting air-core toroidal magnets.
The field integral of the toroids ranges between 2.0 and 6.0 Tm across most of the detector. A set of
precision chambers covers the region |𝜂 | < 2.7 with three layers of monitored drift tubes, complemented by
cathode-strip chambers in the forward region, where the background is highest. The muon trigger system

2 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the 𝑧-axis along the beam pipe. The 𝑥-axis points from the IP to the centre of the LHC ring, and the 𝑦-axis points
upwards. Cylindrical coordinates (𝑟, 𝜙) are used in the transverse plane, 𝜙 being the azimuthal angle around the 𝑧-axis.
The pseudorapidity is defined in terms of the polar angle 𝜃 as 𝜂 = − ln tan(𝜃/2). Angular distance is measured in units of
Δ𝑅 ≡

√︁
(Δ𝜂)2 + (Δ𝜙)2.
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covers the range |𝜂 | < 2.4 with resistive-plate chambers in the barrel, and thin-gap chambers in the endcap
regions.

Interesting events are selected by the first-level trigger system implemented in custom hardware, followed
by selections made by algorithms implemented in software in the high-level trigger [38]. The first-level
trigger accepts events from the 40MHz bunch crossings at a rate below 100 kHz, which the high-level
trigger further reduces in order to record events to disk at about 1 kHz.

An extensive software suite [39] is used in data simulation, in the reconstruction and analysis of real and
simulated data, in detector operations, and in the trigger and data acquisition systems of the experiment.

3 Data and samples of simulated events

This analysis uses 𝑝𝑝 collision data collected between 2015 and 2018 by the ATLAS detector at
√
𝑠 = 13 TeV.

The full dataset corresponds to an integrated luminosity of 139 fb−1. Only data recorded during stable
beam conditions in which all detector subsystems were operational [40] are included. Events were collected
using single-lepton or dilepton triggers. The trigger 𝑝T threshold depended on the lepton flavour and the
data-taking period [41, 42]. The lowest 𝑝T threshold for the single-lepton trigger varied from 20 to 26 GeV,
while for the dilepton trigger it varied from 7 to 24 GeV.

Monte Carlo (MC) simulation samples are used for the different signal and background processes. The
generated events were processed through the simulation [43] of the ATLAS detector geometry and response
based on Geant4 [44], and through the same reconstruction software as data. Corrections are applied to
the simulated events so that particle selection efficiencies, energy scales and energy resolutions match those
determined from data. For the parton shower and hadronisation, unless otherwise stated, samples generated
with MadGraph5_aMC@NLO [45] and PowhegBox v2 [46–52] were interfaced to Pythia 8.230, 8.210
or 8.212 [53], using the A14 set of tuned parameters [54] and the NNPDF2.3lo [55] parton distribution
function (PDF) set. The decays of bottom and charm hadrons were simulated using the EvtGen 1.6.0 or
EvtGen 1.2.0 program [56].

Signal MC samples were generated using the MadGraph5_aMC@NLO2.3.3 generator at leading order
(LO) with the NNPDF3.1lo [55] PDF set. In order to account for the spin correlation of the particles in the
final state, the full matrix-element for the 2→ 12 parton-scattering process was generated. The signal MC
events were generated assuming the production of 𝑡𝑡𝐻 (→ 𝑡𝑡) in a type-II 2HDM. A total of seven signal
MC samples were generated with 𝑚𝐻 ranging from 400 GeV to 1000 GeV with regular 100 GeV spacing.
The width of the heavy Higgs boson is assumed to be small throughout the mass range, varying from 5 GeV
to 30 GeV, consistent with the expected width of a heavy Higgs boson in the type-II 2HDM for tan 𝛽 ∼ 1.
Interference between the signal and SM four-top-quark production was not simulated. In the mass range of
interest for this search, the interference leads to a change of up to 20% in the cross-section for a signal
with 𝑚𝐻 = 400 GeV and a width of 50 GeV, and the kinematic properties of the signal are found to be
consistent between 𝐴 and 𝐻. For tan 𝛽 ∼ 1, the 𝑡𝑡𝐻 (→ 𝑡𝑡) and 𝑡𝑡𝐴(→ 𝑡𝑡) production cross-sections are
found to differ by 1% at most.

The SM production of 𝑡𝑡𝑡𝑡 events was modelled in the following way. The nominal sample was produced
with the MadGraph5_aMC@NLO2.3.3 generator, which provides matrix elements at next-to-leading
order (NLO) in the strong coupling constant 𝛼s with the NNPDF3.1nlo PDF set. The functional form of
the renormalisation and factorisation scales was set to 𝜇r = 𝜇f = 𝑚T/4 where 𝑚T is defined as the scalar
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sum of the transverse masses
√︃
𝑚2 + 𝑝2T of the particles generated from the matrix element calculation,

following Ref. [34]. The decay of the top quark was simulated at LO using MadSpin [57, 58] to preserve all
spin correlations. To avoid the use of negative weights present in the nominal NLO sample in the training of
the multivariate discriminant used to separate SM 𝑡𝑡𝑡𝑡 events from background (see Section 5.2), a sample
was produced with similar generator settings, but at LO. An additional 𝑡𝑡𝑡𝑡 sample was produced with the
Pythia 8.230 parton shower of the nominal sample replaced by Herwig 7.04 [59, 60] to evaluate the impact
of using a different parton shower and hadronisation model. The H7UE set of tuned parameters [60] and
the MMHT2014lo PDF set [61] were used. A sample of 𝑡𝑡𝑡𝑡 events modelled using the Sherpa 2.2.10 [62]
generator with the NNPDF3.0nnlo [55] PDF set is used to assess the uncertainty associated with the
choice of event generator. A sample including electroweak (EW) corrections [63] was generated with the
same settings as in Sherpa 2.2.10, but using Sherpa 2.2.11, in order to evaluate the systematic uncertainty
associated with the missing EW corrections in the nominal sample. The production of 𝑡𝑡𝑡𝑡 events is
normalised to a cross-section of 12 fb computed at NLO in QCD including EW corrections [34].

The production of 𝑡𝑡𝑊 events was modelled at NLO in QCD using the Sherpa 2.2.10 generator with the
NNPDF3.0nnlo PDF set, including up to one extra parton at NLO and up to two extra partons at LO. The
additional partons were matched and merged with the Sherpa parton shower based on Catani–Seymour
dipole factorisation [64] using the MEPS@NLO prescription [65–68] with a merging scale of 30 GeV. The
virtual QCD corrections for matrix elements at NLO accuracy were provided by the OpenLoops 2 [69–71]
library. The renormalisation and factorisation scales were set to 𝜇r = 𝜇f = 𝑚T/2. The production of
𝑡𝑡𝑊 events with only EW corrections was modelled at LO in QCD using the same generator and PDF
set as in their QCD-only production. The 𝑡𝑡𝑊 cross-section predicted by these MC generator settings,
including EW corrections, is 639 fb. The impact of the systematic uncertainty associated with the choice of
generator is evaluated with an alternative 𝑡𝑡𝑊 sample generated at NLO in QCD with no additional partons
using the MadGraph5_aMC@NLO2.3.3 generator with the NNPDF3.0nlo PDF set. The production of
𝑡𝑡𝑊 events in MadGraph5_aMC@NLO with only EW corrections was modelled at LO in QCD with the
NNPDF2.3lo PDF set.

The production of 𝑡𝑡 (𝑍/𝛾∗) events was modelled using the Sherpa 2.2.1 generator at NLO with the
NNPDF3.0nnlo PDF set. The invariant mass of the lepton pair was required to satisfy 𝑚ℓ+ℓ− >

5 GeV. For the low mass range, i.e. 𝑚ℓ+ℓ− ∈ (1, 5) GeV, events were modelled using the Mad-
Graph5_aMC@NLO2.3.3 generator at NLO with the NNPDF3.0nlo PDF set. These two samples were
combined and together they form the ‘𝑡𝑡 (𝑍/𝛾∗) (high mass)’ sample. In order to assess the uncertainty
associated with the choice of generator, a MadGraph5_aMC@NLO sample generated with exactly the
same settings as the nominal low-mass-range sample but with 𝑚ℓ+ℓ− > 5 GeV was used.

The production of 𝑡𝑡𝐻 events was modelled using the PowhegBox v2 generator, which provided matrix
elements at NLO in the strong coupling constant 𝛼s in the five-flavour scheme with the NNPDF3.0nlo PDF
set. The cross-sectionwas calculated at NLOQCD andNLOEWaccuracy usingMadGraph5_aMC@NLO
as reported in Ref. [72]. An alternative sample generated with MadGraph5_aMC@NLO2.3.3 is used to
evaluate the impact of the uncertainty associated with the generator choice.

The production of 𝑡𝑡 and single-top-quark events was modelled using the PowhegBox v2 generator at
NLO in QCD with the NNPDF3.0nlo PDF set. For the 𝑡𝑡 sample, the ℎdamp parameter3 was set to
1.5𝑚top [73]. The diagram removal scheme [74] was used to remove interference and overlap between 𝑡𝑡
and 𝑡𝑊 production. For these two processes, the contribution from internal photon conversions (𝛾∗ → ℓ+ℓ−)

3 The ℎdamp parameter is a resummation damping factor and one of the parameters that controls the matching of Powheg matrix
elements to the parton shower and thus effectively regulates the high-𝑝T radiation against which the 𝑡𝑡 system recoils.
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with 𝑚ℓ+ℓ− < 1 GeV was modelled by QED multiphoton radiation via the parton shower. This contribution
is referred to in the following as the ‘Low 𝑚𝛾∗’ sample.

The production of 𝑡𝑊𝑍 , 𝑡𝑍 , 𝑡𝑡𝑡, 𝑡𝑡𝑊𝑊 and other rare top-quark processes, namely the 𝑡𝑡𝑍𝑍 , 𝑡𝑡𝑊𝑍 , 𝑡𝑡𝐻𝐻,
and 𝑡𝑡𝑊𝐻 processes, was modelled using the MadGraph5_aMC@NLO generator. The 𝑡𝑊𝑍 sample was
modelled at NLO, while the remaining processes were modelled at LO in QCD. The contribution of 𝑡𝑡𝑊𝑊

is normalised to the NLO QCD theoretical cross-section [72].

The 𝑊𝐻 and 𝑍𝐻 processes were modelled using the Pythia 8.230 generator with the A14 tune and
NNPDF2.3lo PDF set and normalised to their theoretical cross-sections calculated at NNLO QCD and
NLO EW accuracies [75–81].

The production of 𝑍+jets, 𝑊+jets, diboson (𝑉𝑉) and triboson (𝑉𝑉𝑉) events was modelled with the
Sherpa 2.2.1 or 2.2.2 generator depending on the process. The NNPDF3.0nnlo set of PDFs was used,
along with the dedicated set of tuned parton-shower parameters developed by the Sherpa authors.

The effect of multiple interactions in the same and neighbouring bunch crossings (pile-up) was modelled by
overlaying the simulated hard-scattering event with inelastic 𝑝𝑝 events generated with Pythia 8.186 [82]
using the NNPDF2.3lo set of PDFs and the A3 set of tuned parameters [83].

4 Object and event selections

Events are required to contain at least one primary vertex (PV) reconstructed from at least two ID tracks,
each with 𝑝T > 0.5 GeV. If more than one PV candidate satisfies these criteria, then the PV with the
largest sum of 𝑝2T over all associated ID tracks is selected [84].

Electron candidates are reconstructed from energy deposits in the electromagnetic calorimeter matched
to a track in the ID [85]. The identification working point for the nominal selection in this analysis
is ‘TightLH’ [85]. Only electron candidates with 𝑝T > 28 GeV and within |𝜂 | < 2.47, excluding the
calorimeter transition region 1.37 < |𝜂 | < 1.52, are selected. Electrons are required to be well isolated
using criteria based on the properties of the topological clusters in the calorimeter and of ID tracks
around the reconstructed electron. Standard requirements on the longitudinal (𝑧0) and transverse (𝑑0)
impact parameters are used to select electrons originating from the primary vertex. The requirements are
|𝑧0 sin 𝜃 | < 0.5 mm and |𝑑0 |/𝜎(𝑑0) < 5.

Muon candidates are reconstructed by combining tracks in the ID with tracks in the MS [86]. The
identificationworking point used in this analysis is ‘Medium’ [86]. Onlymuon candidates with 𝑝T > 28GeV
and within |𝜂 | < 2.5 are selected. Muons are required to satisfy isolation requirements based on the
properties of ID tracks around the reconstructed muon. Similarly to electrons, requirements on the
longitudinal and transverse impact parameters, |𝑧0 sin 𝜃 | < 0.5 mm and |𝑑0 |/𝜎(𝑑0) < 3, are also applied.

An additional requirement is imposed on electrons in the 𝑒±𝑒± and 𝑒±𝜇± channels to reduce the background
coming from electron charge misidentification. This requirement is based on a BDT discriminant which
uses the calorimeter and tracking variables to remove approximately 90% of electrons with the wrong
charge assignment while selecting 98% of electrons with the correctly measured charge [85].

The constituents for jet reconstruction are identified by combining measurements from both the ID and the
calorimeter using a particle-flow algorithm [87]. Jet candidates are reconstructed from these particle-flow
objects using the anti-𝑘𝑡 algorithm [88, 89] with a radius parameter of 𝑅 = 0.4. They are calibrated using
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simulation with corrections obtained from data using in situ techniques [90]. Only jet candidates with
𝑝T > 25 GeV and within |𝜂 | < 2.5 are selected. To reduce the effect of pile-up, each jet with 𝑝T < 60 GeV
and |𝜂 | < 2.4 is required to satisfy the ‘Tight’ working point of the jet-vertex tagger (JVT) [91] criteria used
to identify the jets as originating from the selected primary vertex. A set of quality criteria are also applied
to reject events containing at least one jet arising from non-collision sources or detector noise [92].

Jets containing 𝑏-hadrons are identified (𝑏-tagged) using the DL1r algorithm [93]. It consists of a
deep-learning neural network based on the distinctive features of the 𝑏-hadrons in terms of the impact
parameters of tracks and the displaced decay vertices reconstructed in the ID. The input to the DL1r network
also includes discriminating variables constructed by a recurrent neural network [94], which exploits the
spatial and kinematic correlations between tracks originating from the same 𝑏-hadron. A jet is 𝑏-tagged if
the DL1r score is above a certain threshold, referred to as an operating point (OP). Four OPs are defined
with average expected efficiencies for 𝑏-jets of 60%, 70%, 77% and 85%, as determined in simulated
𝑡𝑡 events. A jet is considered 𝑏-tagged if it passes the OP corresponding to 77% average efficiency for
jets containing 𝑏-hadrons, with a misidentification rate of 1/130 (1/4.9) for light-flavour (charm) jets.
Correction factors are applied to the simulated event samples to compensate for differences between data
and simulation in the 𝑏-tagging efficiency for 𝑏-jets, 𝑐-jets and light-flavour jets. The correction for 𝑏-jets
is derived from 𝑡𝑡 events with final states containing two leptons, and the corrections are consistent with
unity with uncertainties at the level of a few percent over most of the jet 𝑝T range [95].

An overlap removal procedure is applied to ensure that the same calorimeter energy deposit or the same
track is not used in two different objects. First, any electron found to share a track with another electron
with higher 𝑝T is removed. Next, electrons sharing their track with a muon candidate are removed. Then,
jets are removed if they are within Δ𝑅 = 0.2 of an electron. Subsequently, in order to remove electrons
arising from 𝑏- or 𝑐-decays, electrons are removed if they are within a Δ𝑅 = 0.4 of a jet. Next, jets within
Δ𝑅 = 0.2 of a muon are removed if they have less than three tracks. Finally, in order to remove muons
arising from 𝑏- or 𝑐-decays, muons are removed if their tracks are within Δ𝑅 = 0.4 + 10 GeV/𝑝𝜇

T of any
remaining jets.

The missing transverse momentum of the event, ®𝑝Tmiss, is defined as the negative vector sum of the 𝑝T of
all selected and calibrated objects in the event. This sum includes a term to account for the transverse
momenta of ID tracks matched to the selected PV but which are not associated with any of the selected
objects in the event [96]. The magnitude of ®𝑝Tmiss is denoted by 𝐸missT .

Events are required to have exactly two leptons with the same electric charge or at least three leptons
without any charge requirement. Each event must have at least one reconstructed lepton that matches a
lepton that satisfied the trigger requirements. In order to reduce the background coming from electron
charge misidentification in the same-sign dilepton channel, and the contamination from the 𝑍 boson decay
in the trilepton channel, a 𝑍-veto rejecting 𝑚ℓℓ ∈ [81, 101] GeV is applied, where 𝑚ℓℓ is checked for the
two electrons defining the 𝑒±𝑒± channel, and for all opposite-sign same-flavour lepton pairs in the trilepton
channel. In addition, events with an 𝑒±𝑒± final state are also required to satisfy 𝑚𝑒𝑒 > 15 GeV to reduce
the background coming from low-mass resonances with electron charge misidentification.

5 Analysis strategy

The analysis strategy follows the one used in the previous ATLAS 𝑡𝑡𝑡𝑡 measurement [33], with dedicated
control regions to constrain the dominant background processes, and multivariate techniques to separate
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the signal from background. The background estimation is detailed in Section 5.1.

A signal-enriched region is defined by exploiting the high multiplicity of light-flavour and 𝑏-tagged jets as
well as the high overall momentum of final-state jets and leptons in 𝑡𝑡𝑡𝑡 events. Thus, events are required to
have at least six jets, among which at least two are 𝑏-tagged, and 𝐻T > 500 GeV, where 𝐻T is defined as
the scalar sum of the 𝑝T of all leptons and jets in the event. This signal region (SR) is referred to as the
baseline SR in the following.

The signal is separated from the SM background by using two sequential BDT classifiers (see Section 5.2).
These BDTs are trained in the baseline SR, inclusively in both lepton flavour and multiplicity. The first one,
the ‘SM BDT’, is used to separate SM 𝑡𝑡𝑡𝑡 events from the remaining backgrounds. Due to the similar
kinematics of the signal and SM 𝑡𝑡𝑡𝑡 events, signal events are expected to be located in the same region of
the BDT score distribution as the SM 𝑡𝑡𝑡𝑡 events. Therefore, the final signal region is a part of the baseline
SR, and it is defined by the requirement SM BDT > 0.55. This definition is referred to as the BSM SR in the
following. The full selection for the BSM SR can be found in Table 1. The second classifier, the ‘BSM
pBDT’, is a mass-parameterised BDT that discriminates signal events from all backgrounds. To test for the
presence of a signal, the distribution of the BSM pBDT score in the BSM SR is fitted jointly with the control
regions defined in Section 5.1. For the 𝑡𝑡𝐻 (→ 𝑡𝑡) signal described in Section 3, the acceptance times the
efficiency to pass the BSM SR requirements ranges from 2% to 3% for the different signal hypotheses.

The fit was initially validated through extensive studies using fits to real data where bins of the SM BDT
score with a signal contamination above 5% were excluded (referred to as blinding requirements). The
robustness of the model for systematic uncertainties is established by verifying the stability of the fitted
background when varying assumptions about some of the leading sources of uncertainty. After this, the
blinding requirements on the SM BDT are removed in the data and a fit under the signal-plus-background
hypothesis is performed to all analysis regions. Further checks involve the comparison of the fitted nuisance
parameters before and after removal of the blinding requirements, and their values are found to be consistent
confirming that the signal-rich analysis bins do not contribute to the background estimation. The modelling
of a number of kinematic variables in all considered analysis regions is also studied before and after the fit,
confirming that the fit consistently improves the modelling of all of them.

5.1 Background estimation

Several SM processes can mimic a final state of two leptons with the same electric charge or three leptons.
They can be classified into two different categories depending on the origin of the lepton:

Irreducible: All selected leptons are prompt. They originate mainly from 𝑊 or 𝑍 boson decays. The
main contribution in the signal region is given by 𝑡𝑡𝑡𝑡, 𝑡𝑡𝑊 , 𝑡𝑡 (𝑍/𝛾∗) (high mass) and 𝑡𝑡𝐻 production.
Smaller contributions come from 𝑉𝑉 , 𝑉𝑉𝑉 and 𝑉𝐻 production, and from rare processes (𝑡𝑡𝑉𝑉 ,
𝑡𝑊𝑍 , 𝑡𝑍𝑞 and 𝑡𝑡𝑡). This background is estimated using the samples of simulated events described
in Section 3 and normalised to the theory cross-sections. The 𝑡𝑡𝑊 contribution is split between its
QCD and EW components.4 Because the normalisation of 𝑡𝑡𝑊 has been found to be underestimated
in the simulation in recent measurements [97], the normalisation of the QCD component is corrected
using data in a dedicated control region as explained in Section 5.1.1. The Low 𝑚𝛾∗ background
is also included in this category. Since the normalisation of this background might not be correct

4 The 𝑡𝑡𝑊 QCD and EW samples are calculated at different orders: QCD is NLO in QCD, and EW is LO in QCD. Therefore, the
QCD and EW components are decorrelated and treated as two independent samples with their own systematic uncertainties.
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in simulation, its normalisation is also estimated in a dedicated control region as explained in
Section 5.1.1. This search targets BSM production of four top quarks, so the background originating
from SM four-top-quark production is normalised to its SM prediction with a Gaussian constraint
given by the theoretical uncertainty.

Reducible: At least one of the leptons is fake/non-prompt or it is a prompt lepton with its charge
misidentified. It originates mainly from 𝑡𝑡+jets, 𝑉+jets and 𝑡𝑊+jets production. The fake/non-
prompt lepton background is estimated together with the 𝑡𝑡𝑊 QCD and Low 𝑚𝛾∗ backgrounds by
using the template fitmethod described in Section 5.1.1. The background coming from electron charge
misidentification (QmisID) is estimated using data-driven techniques as described in Section 5.1.2.

5.1.1 Fake/non-prompt lepton background, Low 𝒎𝜸∗ and 𝒕 𝒕𝑾 QCD normalisations

Fake/non-prompt lepton background arises from different sources:

• Events with one lepton from a detector-material (or beam pipe) photon conversion (Mat. Conv.).

• Events with one electron (muon) from a heavy-flavour meson decay (HF 𝑒/𝜇).

• Events with one lepton from a light-meson decay or a jet misidentified as a lepton (LF).

• Events with one fake/non-prompt lepton not arising from any of the above (other fake).

The true generator-level information from the 𝑡𝑡+jets, 𝑉+jets and single-top samples described in Section 3
is used to separate the different sources of fake/non-prompt leptons. The last two components are very
small and are fully estimated with samples of simulated events. The contributions from detector-material
photon conversions and HF 𝑒/𝜇 are estimated with the template fit method. This method relies on the
simulation to model the kinematic distributions of fake/non-prompt leptons from different sources and uses
dedicated control regions to determine their normalisations.

Several control regions were defined, with each region designed to maximise the background component
which is mainly fitted in that region. The variable to be fitted in each region was chosen so as to provide the
most discrimination for the targeted background. The normalisation of the Low𝑚𝛾∗ irreducible background
is mainly estimated in the control region enriched in background from detector-material photon conversions.
A dedicated control region was defined for 𝑡𝑡𝑊 QCD production. An extra control region was defined so
as to be as close as possible to the BSM SR. In total, five control regions are used in the analysis, closely
following the definitions in Ref. [33]. They are described in Table 1 and summarised below.

• ‘CR Conv’: It is enriched in detector-material photon conversions and Low 𝑚𝛾∗ background. Events
are required to have an 𝑒±𝑒± or 𝑒±𝜇± pair. For each electron in the event, the invariant mass of
the system formed by the track associated with the electron and the closest track at the conversion
(primary) vertex 𝑚CV𝑒𝑒 (𝑚PV𝑒𝑒 ) is computed. The conversion vertex is defined at the point where the
track from the electron and its closest track in Δ𝑅 have the same 𝜙. Virtual photons lead to a lepton
pair originating from the primary vertex, having a low 𝑚PV𝑒𝑒 ∼ 𝑚𝛾∗ . Detector-material photon
conversions have a large conversion radius, and the track extrapolation induces a large apparent 𝑚PV𝑒𝑒 .
The control region is then obtained by selecting events with low 𝑚CV𝑒𝑒 and fitting the 𝑚PV𝑒𝑒 distribution
to separate the detector-material photon conversions and Low 𝑚𝛾∗ background from each other.
Events are also required to have four or five jets, at least one 𝑏-tagged jet, and low 𝐻T.
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• ‘CR HF 𝑒’ ( ‘CR HF 𝜇’): It is enriched in events with one electron (muon) coming from heavy-flavour
decay. The selection targets 𝑡𝑡 dilepton decays with an extra non-prompt lepton. This region is then
defined by selecting events with three leptons, namely 𝑒𝑒𝑒 and 𝑒𝑒𝜇 (𝑒𝜇𝜇 and 𝜇𝜇𝜇) for CR HF 𝑒
(CR HF 𝜇), low 𝐻T and exactly one 𝑏-jet. The number of events in this region is used as the fitted
variable.

• ‘CR 𝑡𝑡𝑊’: It is enriched in 𝑡𝑡𝑊 events. Events are required to have an 𝑒±𝜇± or 𝜇±𝜇± pair, at least
four jets and at least two 𝑏-jets. In order to reduce the background coming from electron charge
misidentification, events containing electrons with |𝜂 | > 1.5 are removed. This region is also required
to be orthogonal to the ‘CR Conv’ region and to the baseline SR. The fitted variable is the scalar sum
of the lepton 𝑝T.

• ‘CR lowBDT’: It is not enriched in any particular background, but rather used as a control regionwhich
is very close to the BSM SR. Events are required to be in the baseline SR, but with SM BDT < 0.55.
The fitted variable is the SM BDT output score.

These control regions are fitted simultaneously with the BSM SR to determine both the strength of any
BSM 𝑡𝑡𝑡𝑡 signal and the five normalisation factors: 𝜆𝑡𝑡𝑊QCD for 𝑡𝑡𝑊 QCD production, 𝜆Mat. Conv. for the
background from detector-material photon conversions, 𝜆Low 𝑚𝛾∗ for the contribution from virtual photons
leading to 𝑒+𝑒− pairs, and 𝜆HF 𝑒 (𝜆HF 𝜇) for the non-prompt electron (muon) background from heavy-flavour
decays.

Table 1: Definition of the signal region and control regions used in the analysis. The first column shows the region
name as used in the text. The event selection requirements are defined in the middle columns. The last column shows
the fitted variable in each region. The variable 𝑚CV𝑒𝑒 (𝑚PV𝑒𝑒 ) is defined as the invariant mass of the system formed by
the track associated with the electron and the closest track at the conversion (primary) vertex. 𝑁j (𝑁b) indicates the
jet (𝑏-tagged jet) multiplicity. 𝐻T is defined as the scalar sum of the transverse momenta of the isolated leptons and
jets. The baseline SR is equal to the BSM SR + CR lowBDT.

Region Channel 𝑁j 𝑁b Other selection requirements Fitted variable

CR Conv 𝑒±𝑒± | | 𝑒±𝜇± 4 ≤𝑁j< 6 ≥ 1 𝑚CV𝑒𝑒 ∈ [0, 0.1] GeV
𝑚PV𝑒𝑒200 < 𝐻T < 500 GeV

CR HF 𝑒 𝑒𝑒𝑒 | | 𝑒𝑒𝜇 = 1 100 < 𝐻T < 250 GeV Yield
CR HF 𝜇 𝑒𝜇𝜇 | | 𝜇𝜇𝜇 = 1 100 < 𝐻T < 250 GeV Yield

CR 𝑡𝑡𝑊 𝑒±𝜇± | | 𝜇±𝜇± ≥ 4 ≥ 2
𝑚CV𝑒𝑒 ∉ [0, 0.1] GeV, |𝜂(𝑒) | < 1.5 ∑

𝑝ℓTfor 𝑁b = 2, 𝐻T < 500 GeV or 𝑁j < 6;
for 𝑁b ≥ 3, 𝐻T < 500 GeV

CR lowBDT SS+3L ≥ 6 ≥ 2 𝐻T > 500 GeV, SM BDT < 0.55 SM BDT
BSM SR SS+3L ≥ 6 ≥ 2 𝐻T > 500 GeV, SM BDT ≥ 0.55 BSM pBDT

5.1.2 Electron charge misidentification background

Background from electron charge misidentification is relevant only in the same-sign dilepton channel.
It arises when the sign of the electric charge of one of the two leptons in the selected same-sign
pair is misreconstructed either because of bremsstrahlung photon emission followed by its conversion
(𝑒± → 𝑒±𝛾 → 𝑒±𝑒+𝑒−) or due to mismeasured track curvature. In the signal region, it mainly comes from
𝑡𝑡+jets production. Due to the low probability of bremsstrahlung for muons and because of the large lever
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arm of the MS, the muon charge misidentification rate is very low. Thus, this background is only relevant
for the 𝑒±𝑒± and 𝑒±𝜇± channels.

The probability for an electron to have its charge incorrectly reconstructed is measured in a data sample of
dielectron events with invariant mass𝑚𝑒𝑒 within 10 GeV of the 𝑍 boson mass. The sideband method is used
to subtract the background contamination. The electron charge misidentification probability is calculated
in bins of electron |𝜂 | and 𝑝T. In order to apply it to the conversion region defined in Section 5.1.1, it is
also parameterised in bins of 𝑚PV𝑒𝑒 . A likelihood fit that adjusts these binned probabilities is used to find
the best agreement with the observed numbers of same-charge and opposite-charge electron pairs. The
electron charge misidentification rates vary from 0.002% for low-𝑝T electrons (𝑝T ≤ 60 GeV) at |𝜂 | ≤ 0.6,
to ∼10% for high-𝑝T electrons (𝑝T ≥ 200 GeV) at |𝜂 | ∈ [2.3, 2.5].

To estimate the event yields in the 𝑒±𝑒± and 𝑒±𝜇± channels, 𝑒𝑒 and 𝑒𝜇 events are selected using all the
criteria applied in the analysis, except that the leptons are required to have opposite charges. Then, the final
background yield is obtained by weighting these opposite-sign dilepton events by the probability of one
electron charge being misreconstructed.

5.2 Signal discrimination

Multivariate techniques are used to separate the signal from the SM backgrounds. This is done through two
sequential BDT classifiers: the first one, the background rejection BDT, namely SM BDT, separates SM
𝑡𝑡𝑡𝑡 events from other SM backgrounds. Then, the second one, the BSM mass-parameterised BDT (BSM
pBDT) discriminates between BSM 𝑡𝑡𝑡𝑡 events and all background. The BSM pBDT is parameterised
as a function of the mass of the heavy Higgs boson by introducing the mass as a labelled input in the
training [98]. Both the SM BDT and BSM pBDT are trained in the baseline SR with the XGBoost (Extreme
Gradient Boosting) algorithm [99]. In both cases, the input variables are optimised to maximise the integral
under the receiver operating characteristic (ROC) curve of each BDT.

The input variables for the SM BDT include those from the SM 𝑡𝑡𝑡𝑡 search [33], except that the highest-
ranked variable, the sum of the pseudo-continuous 𝑏-tagging score,5 is not over all jets but instead only over
the four jets with the highest score. The jet multiplicity is also a new input variable for the discriminant,
and it is introduced to further distinguish SM 𝑡𝑡𝑡𝑡 events from the other SM backgrounds. The distributions
of these two variables are shown in Figure 2. Other input variables for the SM BDT are the minimum
distance Δ𝑅 between two leptons among all possible pairs, the leading lepton 𝑝T, 𝐸missT , the 𝑝T of the
leading and sub-leading jets, the 𝑝T of the sixth jet, the 𝑝T of the leading 𝑏-jet, the scalar sum of the
transverse momenta over all leptons and jets except the leading 𝑝T jet, the sum of distances Δ𝑅 between two
leptons for all possible pairs, and the minimum distance Δ𝑅 between a jet and a 𝑏-jet among all possible
pairs. The SM BDT score is used to split the baseline SR: the high SM BDT region defines the BSM SR
(SM BDT ≥ 0.55), while the low part defines the CR lowBDT (SM BDT < 0.55). The SM BDT is used as
an input variable to build the BSM pBDT and as the fitted variable in the CR lowBDT.

The BSM pBDT is used in the BSM SR, but because there are too few events it is trained in the baseline SR.
Since the BSM SR is 𝑡𝑡𝑡𝑡 enriched, the training is done after reweighting the SM 𝑡𝑡𝑡𝑡 events to mimic their
fraction of the total background in the BSM SR. The other backgrounds are reweighted so that they preserve
the total background yield. The SM BDT score is the most discriminating input variable for the BSM

5 The pseudo-continuous 𝑏-tagging score is an integer from 1 to 5 assigned to a jet, based on the operating point of the 𝑏-tagging
algorithm it passes, with a value of 5 assigned to the jet most similar to a 𝑏-jet [95].
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Figure 2: Pre-fit comparison between data and background in the baseline SR for two of the variables used as input
for the SM BDT: (a) the sum of the leading four jets’ 𝑏-tagging scores and (b) the number of jets. The signal samples
corresponding to 𝑚𝐻 = 400 GeV and 1000 GeV are also shown. The signal distributions are normalised to the total
background to compare the shapes. The dashed band includes the total background uncertainty. The first and last
bins contain underflow and overflow events, respectively. Upward arrows indicate that the value is out of the plotted
range of the 𝑦-axis.

pBDT. The second most discriminating is 𝐻T. The distributions of these two variables in the baseline SR
are shown in Figure 3. Other variables used as input are the event shape variable associated with hadronic
activity (sphericity) [100], the sphericity in the transverse plane, the minimum distance Δ𝑅 between two
leptons among all possible pairs, the sum of distances Δ𝑅 between two leptons for all possible pairs, and
the 𝐸missT of the event. The BSM pBDT output score is used as the fitted variable in the BSM SR.

6 Systematic uncertainties

Systematic uncertainties arise from the reconstruction of the various physics objects and from theoretical
and/or modelling uncertainties affecting the predictions for both the background and signal processes. They
can be classified as either experimental uncertainties or modelling uncertainties of the signal, irreducible,
and reducible backgrounds. These uncertainties manifest themselves as uncertainties in both the overall
yield and shape of the final observable, and they are treated as fully correlated across all fit regions.
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Figure 3: Pre-fit comparison between data and background in the baseline SR for two of the variables used as input
for the BSM pBDT: (a) the SM BDT score and (b) 𝐻T. The signal samples corresponding to 𝑚𝐻 = 400 GeV and
1000 GeV are also shown. The signal distributions are normalised to the total background to compare the shapes.
The dashed band includes the total background uncertainty. The first and last bins contain underflow and overflow
events, respectively. Upward arrows indicate that the value is out of the plotted range of the 𝑦-axis.

6.1 Experimental uncertainties

The uncertainty in the integrated luminosity of the combined 2015–2018 dataset is 1.7% [101], obtained
using the LUCID-2 detector [102] for the primary luminosity measurements. The uncertainties related
to the reweighting factors that correct the pile-up profile in simulations to match the one in data are also
included.

Uncertainties in the modelling of leptons arise from their momentum resolution and scale, as well as the
trigger, reconstruction, identification and isolation efficiencies used to correct for the difference between
the simulation and data [41, 42, 85, 86].

Uncertainties in the modelling of jets come from their energy scale and resolution, containing the effect of
jet flavour composition, single-particle response, and pile-up [90]. The uncertainty in the efficiency to pass
the JVT requirement for pile-up suppression is also applied [103]. Uncertainties from the calibration of the
𝑏-tagging efficiencies, including the efficiencies of tagging 𝑏-jets as well as the rates of mis-tagging 𝑐-jets
and light-flavour jets are also considered, and decomposed respectively into 45, 20 and 20 independent
eigenvectors [93].

The uncertainty in 𝐸missT arising from a possible mis-calibration of its soft-track component is also
included [96].
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6.2 Uncertainties in modelling the signal and irreducible background

Uncertainties in modelling the signal arise from the PDF and from missing higher-order QCD corrections.
The former is evaluated following the PDF4LHC recommendations [104], while the latter is estimated by
varying the renormalisation and factorisation scales simultaneously by factors of 2.0 or 0.5 relative to the
central value.

Several sources of uncertainty are considered for the background coming from 𝑡𝑡𝑡𝑡 production. The
uncertainties related to missing higher-order QCD corrections and to the PDF are evaluated in the same
way as for the signal. The uncertainty associated with the choice of parton shower and hadronisation
model is estimated by comparing the nominal prediction with the alternative sample generated with
MadGraph5_aMC@NLO matched to Herwig instead of Pythia. The uncertainty related to the choice
of generator is obtained by comparing the nominal sample with the one generated with Sherpa 2.2.10.
The uncertainty associated with the lack of EW corrections in the nominal sample affects only the shape
of the distributions, and it is evaluated by comparing the Sherpa 2.2.11 (QCD-only) and Sherpa 2.2.11
(QCD+EW)6 simulated samples. A separate 20% uncertainty computed at NLO in QCD including EW
corrections [34] is applied to the total cross-section.

Several sources of uncertainty affect the modelling of 𝑡𝑡𝑊 , 𝑡𝑡𝑍 , and 𝑡𝑡𝐻 production. Uncertainties
associated with the generator are estimated by comparing the predictions from the nominal samples with
those from alternative samples generated with MadGraph5_aMC@NLO as described in Section 3. The
uncertainties due to missing higher-order QCD corrections are evaluated in the same way as for the signal.
An uncertainty of 12% (10%) is applied to the 𝑡𝑡𝑍 (𝑡𝑡𝐻) total cross-section [72]. A 1% uncertainty from the
PDF, estimated following the PDF4LHC prescription [104], is applied to both the 𝑡𝑡𝑍 and 𝑡𝑡𝐻 processes.
No cross-section uncertainty is assigned to 𝑡𝑡𝑊 QCD production because its normalisation is estimated in
the fit (see Section 5.1). An uncertainty of 20% [105] is applied to the 𝑡𝑡𝑊 EW cross-section. In order to
cover the difference between data and prediction in the 𝑡𝑡𝑊 validation region defined in Section 8, where a
data excess is observed for high jet multiplicities, an additional 133% (208%) uncertainty is assigned to
𝑡𝑡𝑊 QCD production with seven (eight or more) jets. Events arising from 𝑡𝑡𝑊 , 𝑡𝑡𝑍 , and 𝑡𝑡𝐻 production
can enter the signal region if they have additional heavy-flavour jets. As these processes are difficult to
model in the simulation, an uncertainty of 50% is assigned to the events with an additional true 𝑏-jet and a
separate 50% uncertainty is assigned to the events with two or more additional true 𝑏-jets. Those estimates
are taken from Ref. [33], and treated as uncorrelated between the three different processes because of the
different set-ups used to simulate the events.

The uncertainty in the 𝑡𝑡𝑡 production cross-section is set to 100% as done in Ref. [33]. Following the same
motivation given earlier about the uncertainties for processes with additional heavy-flavour jets for 𝑡𝑡𝑉
samples, an extra uncertainty of 50% is applied to 𝑡𝑡𝑡 events with at least one additional true 𝑏-jet.

An uncertainty of 30% is applied to the cross-sections of the 𝑡𝑍 and 𝑡𝑊𝑍 single-top-quark processes [106,
107]. The uncertainty in the diboson cross-section is set to 40% following studies of𝑊𝑍+𝑏 production.
For the rare top-quark processes, i.e. 𝑡𝑡𝑊𝑊 , 𝑡𝑡𝑍𝑍 , 𝑡𝑡𝑊𝑍 , 𝑡𝑡𝐻𝐻, and 𝑡𝑡𝑊𝐻, an uncertainty of 50% is
applied to the cross-section [29]. For the remaining small backgrounds, an uncertainty of 50% is assigned
to the cross-section. An additional uncertainty of 50% is applied to all small backgrounds except 𝑡𝑡𝑡. This
uncertainty is applied to events with one additional true 𝑏-jet, and separately to events with at least two
additional true 𝑏-jets.

6 EW corrections are included in the Sherpa 2.2.11 sample as additional weights. Thus, when using the QCD-only version the
EW weights are not used.
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6.3 Uncertainties in modelling the reducible background

The uncertainties in the background due to charge misidentification arise from the uncertainties in the
measurement of the electron charge misidentification rates. The following contributions are considered: the
statistical uncertainty from the likelihood fit to data, the difference between the rates extracted in simulated
events with the likelihood method and the true rates, and the changes in the measured rates when the size of
the sideband regions used to subtract the background from the 𝑍-peak is varied from 8 GeV to 12 GeV.

The uncertainties in the detector-material photon conversion and Low 𝑚𝛾∗ backgrounds only come from
the shape of the distributions used in the template fit. No uncertainty is assigned to the normalisation
of these processes since the overall normalisations of these backgrounds are estimated in the fit. The
shape uncertainty is estimated in a region enriched in 𝑍 (→ 𝜇𝜇)+𝛾 events by comparing data with the
Powheg+Pythia 8 simulation of 𝑍 (→ 𝜇𝜇)+𝛾/jets production. The uncertainty is supposed to cover the
extrapolation from the ‘CR Conv’, i.e. events with 𝑚CV𝑒𝑒 ∈ [0, 0.1] GeV, to the regions with events with
larger 𝑚CV𝑒𝑒 . The uncertainty was estimated to be 50% (100%) for the detector-material photon conversion
(Low 𝑚𝛾∗) background, and it is applied to events with 𝑚CV𝑒𝑒 > 0.1 GeV in all control and signal regions.

Similarly to the detector-material photon conversion and Low 𝑚𝛾∗ backgrounds, the only uncertainty in the
heavy-flavour non-prompt lepton background comes from the shape of the distributions used in the fit.
This uncertainty is estimated by a bin-by-bin comparison of the data and the post-fit background prediction
in every region used in the analysis, after enhancing the contribution of non-prompt leptons. This is done
by using a loose lepton selection with the isolation requirements dropped and the identification criteria
relaxed. The shape uncertainty is treated as correlated among all regions. It is derived separately for
electrons and muons.

The uncertainty assigned to the normalisation of the background coming from light-flavour non-prompt
leptons is 100%. This value was derived from the level of agreement between data and simulation in a
region enriched in light-flavour non-prompt leptons. For the remaining sources of fake/non-prompt leptons,
an uncertainty of 30% is applied as done in Ref. [33].

Other uncertainties affecting the shape of the distributions of the background coming from fake/non-prompt
leptons arise from the modelling of the heavy-flavour content of the main source of reducible background,
𝑡𝑡+jets production. Based on the measurement of 𝑡𝑡 production with additional heavy-flavour jets [108], an
uncertainty of 30% is assigned to events with three true 𝑏-jets, and a separate 30% uncertainty is assigned
to events with at least four true 𝑏-jets.

7 Statistical analysis

The presence of a signal is tested for by fitting the BSM pBDT score in the BSM SR jointly with the control
regions as described in Section 5. The statistical analysis uses a binned likelihood function L(𝜇, 𝜽 , 𝝀)
constructed as a product of Poisson probability terms over all bins considered in the search. This function
depends on the following: the signal-strength parameter 𝜇, defined as a factor multiplying the expected
yield of 𝑡𝑡𝐻/𝐴(→ 𝑡𝑡) signal events; 𝜽, a set of nuisance parameters that encode the effect of systematic
uncertainties on the signal and background expectations; and 𝝀, a set of multiplicative factors that normalise
the background expectations. All nuisance parameters are subject to Gaussian constraints in the likelihood.
Therefore, the expected total number of events in a given bin depends on 𝜇, 𝜽 and 𝝀.
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For a given value of 𝜇, the nuisance parameters 𝜽 and the normalisation factors 𝝀 allow variations of the
expectations for signal and background according to the corresponding systematic uncertainties, and their
fitted values result in the deviations from the nominal expectations that globally provide the best fit to the
data. This procedure allows a reduction of the impact of systematic uncertainties on the search sensitivity
by taking advantage of the highly populated background-dominated bins included in the likelihood fit.
Simulation statistical uncertainties in each bin are taken into account by dedicated parameters in the fit,
which are modelled with Poisson constraints. The best-fit branching fraction is obtained by performing a
binned likelihood fit to the data under the signal-plus-background hypothesis, maximising the likelihood
function L(𝜇, 𝜽 , 𝝀) over 𝜇, 𝜽 and 𝝀.

The test statistic 𝑞𝜇 is defined as the profile likelihood ratio, 𝑞𝜇 = −2 ln(L(𝜇, 𝜽̂𝜇, 𝝀̂𝜇)/L( 𝜇̂, 𝜽̂ 𝜇̂, 𝝀̂ 𝜇̂)),
where 𝜇̂, 𝜽̂ 𝜇̂ and 𝝀̂ 𝜇̂ are the values of the parameters that maximise the likelihood function (subject to the
constraint 0 ≤ 𝜇̂ ≤ 𝜇); 𝜽̂𝜇 and 𝝀̂𝜇 are respectively the values of the nuisance parameters and normalisation
factors that maximise the likelihood function for a given value of 𝜇. The test statistic 𝑞𝜇 is evaluated with
the RooFit package [109, 110]. A related test statistic is used to determine whether the observed data is
compatible with the background-only hypothesis by setting 𝜇 = 0 in the profile likelihood ratio and leaving
𝜇̂ unconstrained: 𝑞0 = −2 ln(L(0, 𝜽̂0, 𝝀̂0)/L( 𝜇̂, 𝜽̂ , 𝝀̂)). The 𝑝-value representing the level of agreement
between the data and the background-only hypothesis is estimated by integrating the distribution of 𝑞0,
based on the asymptotic formulae in Ref. [111], above the 𝑞0 value observed in the data. Upper limits on 𝜇
are derived by using 𝑞𝜇 in the CLs method [112, 113]. For a given signal scenario, values of 𝜇 yielding
CLs < 0.05, where CLs is computed using the asymptotic approximation [111], are excluded at ≥95%
confidence level (CL).

8 Results and interpretation

The signal strength for every signal hypothesis and the normalisation factors for the background processes
described in Section 5.1.1 are determined via a binned likelihood fit performed simultaneously in all signal
and control regions defined in Table 1.

For the BSM SR, the binning of the BSM pBDT distribution is optimised for every signal hypothesis to
provide the best discrimination between the tested signal and the background, avoiding the presence of bins
with no contribution from the major backgrounds. The results obtained for the background-only fit shown
in this section are the ones obtained when the fitted distribution in the signal region is the BSM pBDT
score assigned to the background events when the signal hypothesis is 𝑚𝐻 = 400 GeV. Similar results are
obtained for other signal hypotheses.

The normalisation factors from the background-only fit to data for the different background processes are
shown in Table 2. The data and post-fit background comparison for the distributions of the discriminating
variables fitted in the control regions is shown in Figure 4. Good agreement between data and post-fit
background is observed. Pre-fit and post-fit background yields in the BSM SR are shown in Table 3. The
signal yields corresponding to the pre-fit estimate in a 2HDM with tan 𝛽 = 1 are shown for two signal
hypotheses. The total post-fit background yield is less than one standard deviation from the SM prediction.
For the 𝑡𝑡𝑊 QCD background, the large difference between the pre-fit and post-fit yields arises not only
from the change in its normalisation factor 𝜆𝑡𝑡𝑊QCD, but also from several nuisance parameters associated
with this process, which are found to be pulled from their nominal values in the fit. These are the ones
related to the generator, the scale variations, and the systematic uncertainty assigned to events with eight or
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more jets. The measured normalisation factor 𝜆𝑡𝑡𝑊QCD is found to agree with that in Ref. [97]. No other
nuisance parameters were found to be significantly pulled or constrained in the fit.

The modelling of the 𝑡𝑡𝑊 QCD background was validated by using the charge asymmetry of 𝑡𝑡𝑊 production.
The 𝑡𝑡𝑊 validation region is defined to have at least four jets, at least two of which are 𝑏-tagged, and the
charges of selected leptons are examined. The difference between the number of events with a positive sum
of lepton charges and the number of events with a negative sum is calculated, and the SM BDT distribution
of this difference is shown in Figure 5. Good agreement between the data and post-fit background is
observed within the uncertainties.

Table 2: Normalisation factors for the different background processes obtained from the background-only fit. The fit
is done simultaneously in all signal and control regions. The fitted distribution in the BSM SR is the BSM pBDT
score assigned to the background events when the signal hypothesis is 𝑚𝐻 = 400 GeV. The uncertainties include
both statistical and systematic uncertainties.

Parameter 𝜆𝑡𝑡𝑊QCD 𝜆Mat. Conv. 𝜆Low 𝑚𝛾∗ 𝜆HF 𝑒 𝜆HF 𝜇

Value 1.3 ± 0.3 1.5 ± 0.5 0.6 ± 0.5 0.9 ± 0.4 1.0 ± 0.2

The different post-fit BSM pBDT distributions corresponding to the signal benchmarks 𝑚𝐻 = 400 and
1000 GeV in the BSM SR for the background-only fit are shown in Figure 6. Under the signal-plus-
background hypothesis the best-fit signal cross-section ranges between 4+6−5 fb and 2

+2
−2 fb for a heavy Higgs

boson with mass between 400 GeV and 1000 GeV, respectively. No significant excess of events above
the SM prediction is observed. The results are then interpreted in the context of a type-II 2HDM. The
observed and expected upper limits on the 𝑡𝑡𝐻/𝐴 cross-section times branching fraction of 𝐻/𝐴 → 𝑡𝑡 at
95% CL as a function of 𝑚𝐻/𝐴 are shown in Figure 7. The observed upper limits range between 14 fb and
6 fb for the studied mass range. These upper limits on the cross-section can be translated into limits in the
tan 𝛽 vs 𝑚𝐻/𝐴 plane. Two different scenarios are considered: one where the scalar 𝐻 and pseudo-scalar 𝐴
bosons have equal masses and both contribute to BSM 𝑡𝑡𝑡𝑡 production, and the other where only the scalar
𝐻 boson contributes. The observed and expected 95% CL exclusion regions for these scenarios are shown
in Figure 8. If both particles contribute to BSM 𝑡𝑡𝑡𝑡 production, the excluded values of tan 𝛽 range between
1.6 and 0.6 for 𝑚𝐻/𝐴 between 400 GeV and 1000 GeV, respectively. When considering only the scalar 𝐻
boson, the values of tan 𝛽 below 1.2 and 0.5 are excluded for the same mass range. In the parameter space
studied, the limits for the pseudo-scalar 𝐴 boson alone are similar to those for the scalar 𝐻 boson.

The robustness of the results was checked by reproducing the fit results using data split by data-taking
period, or by splitting the BSM SR into events in the same-sign dilepton channel and events in the trilepton
channel. An additional test was performed by using same-sign dilepton events that are only positively
charged or only negatively charged. The tests show that the response of the fit is stable with regard to the
fitted nuisance parameters and signal strength.

The impact of the different sources of systematic uncertainty on the signal strength is summarised in
Table 4. The systematic uncertainties having the highest impact on the best-fit 𝜇 are the ones associated
with the dominant backgrounds in the BSM SR. Thus, the highest-ranked systematic uncertainties are the
ones related to the modelling of SM 𝑡𝑡𝑡𝑡 and 𝑡𝑡𝑊 .

All of the results described above were obtained with the 𝑡𝑡𝑡𝑡 contribution constrained to the SM prediction.
The binned likelihood fit was also performed with the goal of measuring the normalisation factor for
𝑡𝑡𝑡𝑡 events assuming no contribution from the BSM 𝑡𝑡𝑡𝑡 signal, and by fitting the SM BDT distribution
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Figure 4: Data and post-fit background comparison for the distributions of the discriminating variables fitted in the
control regions obtained with the background-only fit. The fit is done simultaneously in all signal and control regions.
The fitted distribution in the BSM SR is the BSM pBDT score assigned to the background events when the signal
hypothesis is 𝑚𝐻 = 400 GeV. The band includes the total uncertainty of the post-fit estimate. The lower panel
shows the ratio of the data to the post-fit background. The first and last bins of (c), (d) and (e) contain underflow and
overflow events, respectively.
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Table 3: Pre-fit and post-fit background yields in the BSM SR obtained with the background-only fit. The fit is done
simultaneously in all signal and control regions. The fitted distribution in the BSM SR is the BSM pBDT score
assigned to the background events when the signal hypothesis is 𝑚𝐻 = 400 GeV. The signal yields correspond to
the pre-fit estimate in the type-II 2HDM for tan 𝛽 = 1 and for 𝑚𝐻 = 400 GeV and 1000 GeV, assuming only the
production of a new scalar 𝐻 boson. The number of data events is also shown. The total systematic uncertainty
differs from the sum in quadrature of the different uncertainties because of correlations.

Process Pre-fit Post-fit
𝑡𝑡𝑡𝑡 22.3 ± 5.3 25.8 ± 5.3
𝑡𝑡𝑊 QCD 9.4 ± 9.6 17.2 ± 6.9
𝑡𝑡𝑊 EW 1.3 ± 0.5 1.4 ± 0.6
𝑡𝑡𝑊𝑊 1.8 ± 1.0 1.9 ± 1.0
𝑡𝑡 (𝑍/𝛾∗) (high mass) 8.5 ± 2.1 9.2 ± 2.2
𝑡𝑡𝐻 7.2 ± 1.7 7.8 ± 1.7
QmisID 2.1 ± 0.2 2.1 ± 0.2
Mat. Conv. 1.8 ± 0.6 3.0 ± 1.2
Low 𝑚𝛾∗ 1.2 ± 0.6 0.8 ± 0.8
HF 𝑒 0.6 ± 0.7 0.6 ± 0.7
HF 𝜇 2.7 ± 1.1 2.9 ± 1.2
LF 1.1 ± 1.2 0.4 ± 1.0
Other fake 1.1 ± 0.7 1.3 ± 0.7
𝑡𝑍 , 𝑡𝑊𝑍 0.9 ± 0.3 0.9 ± 0.3
𝑉𝑉 , 𝑉𝐻, 𝑉𝑉𝑉 0.3 ± 0.1 0.3 ± 0.1
𝑡𝑡𝑡 1.9 ± 1.9 2.3 ± 2.1
𝑡𝑡𝑊𝑍 , 𝑡𝑡𝑍𝑍 , 𝑡𝑡𝑊𝐻, 𝑡𝑡𝐻𝐻 1.3 ± 0.7 1.4 ± 0.8
Total background 65.6 ± 13.4 79.5 ± 6.7
𝑡𝑡𝐻 (→ 𝑡𝑡), 𝑚𝐻 = 400 GeV 38.6 ± 2.4 –
𝑡𝑡𝐻 (→ 𝑡𝑡), 𝑚𝐻 = 1000 GeV 4.4 ± 0.2 –
Data 91
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Figure 5: Data and post-fit background comparison obtained with the background-only fit in the validation region
defined for 𝑡𝑡𝑊 events. The fit is done simultaneously in all signal and control regions. The 𝑦-axis shows the
difference between the number of events with a positive sum of the charges of the selected leptons and the number of
events with a negative sum. The band includes the total uncertainty of the post-fit estimate. The lower panel shows
the ratio of the data to the post-fit background.

in the baseline SR. The best-fit value is found to be compatible with the observation from the previous
ATLAS 𝑡𝑡𝑡𝑡 cross-section measurement [33].
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Table 4: Post-fit impact of the different systematic uncertainties on the signal strength 𝜇 assuming 𝑚𝐻 = 400 GeV,
grouped in categories. For each uncertainty source, the fit is repeated with the corresponding group of nuisance
parameters fixed to their best-fit values. The square of each group’s contribution is evaluated as the difference of the
squares of the full-fit uncertainty and the uncertainty obtained in the repeated fit. The contributions from individual
groups are compared with the total systematic uncertainty and the statistical uncertainty. The total uncertainty is
different from the sum in quadrature of the components due to correlations among nuisance parameters in the fit.

Uncertainty source Δ𝜇

Signal modelling
𝑡𝑡𝐻 (→ 𝑡𝑡) +0.01 −0.00
Background modelling
𝑡𝑡𝑡𝑡 +0.17 −0.17
𝑡𝑡𝑊 +0.07 −0.07
𝑡𝑡𝑡 +0.06 −0.05
Non-prompt leptons +0.05 −0.05
𝑡𝑡𝑍 +0.05 −0.05
𝑡𝑡𝐻 +0.03 −0.03
Other background +0.03 −0.02
Instrumental
Jet uncertainties +0.12 −0.09
Jet flavour tagging (𝑏-jets) +0.05 −0.04
Jet flavour tagging (light-flavour jets) +0.04 −0.03
Luminosity +0.03 −0.02
Jet flavour tagging (𝑐-jets) +0.02 −0.02
Other experimental uncertainties +0.02 −0.02
MC statistical uncertainty
Simulation sample size +0.04 −0.04
Total systematic uncertainty +0.31 −0.28
Statistical
HF, Mat. Conv., and Low 𝑚𝛾∗ normalisation +0.05 −0.04
𝑡𝑡𝑊 QCD normalisation +0.05 −0.04
Total statistical uncertainty +0.35 −0.32
Total uncertainty +0.46 −0.41
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Figure 6: Data and post-fit background comparison obtained with the background-only fit to the BSM SR for the
BSM pBDT distribution used for (a) 𝑚𝐻 = 400 GeV and (b) 𝑚𝐻 = 1000 GeV. The fit is done simultaneously in all
signal and control regions. The band includes the total uncertainty of the post-fit estimate. The respective signal
hypothesis is also shown. The signal is normalised to the total background for better visibility. The lower panel
shows the ratio of the data to the post-fit background. The binning of the BSM pBDT is optimised for every signal
hypothesis to provide the best discrimination between the tested signal and the background, avoiding the presence of
bins with no contribution from the major backgrounds.
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Figure 8: Observed (red line) and expected (black dashed line) exclusion regions at 95% CL in the tan 𝛽 vs 𝑚𝐻/𝐴
plane (a) assuming that both a heavy scalar 𝐻 boson and heavy pseudo-scalar 𝐴 boson contribute to the 𝑡𝑡𝑡𝑡 final
state and have the same mass 𝑚𝐻 = 𝑚𝐴 or (b) assuming that only the scalar 𝐻 boson contributes. The limits for the
pseudo-scalar 𝐴 boson alone are similar to those in (b). The yellow band shows the ±1𝜎 variation of the expected
exclusion limit. The region below the red solid line is excluded at 95% CL. The exclusion regions are derived in the
context of a type-II 2HDM. Variations of the theory cross-section are also shown as dashed red lines.
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9 Conclusion

A search for a new heavy Higgs boson in the process 𝑡𝑡𝐻/𝐴 → 𝑡𝑡𝑡𝑡 in the same-sign dilepton channel and
the multilepton channel is presented. The search makes use of 139 fb−1 of proton–proton collision data
collected by the ATLAS detector at the LHC at a centre-of-mass energy of 13 TeV.

No significant excess of events over the Standard Model expectation is observed. The results are then
interpreted in the context of the type-II 2HDM, assuming no interference with the Standard Model
production of four-top-quarks. The expected sensitivity of the present 𝑡𝑡𝐻/𝐴(→ 𝑡𝑡) search exceeds that
of the previous ATLAS 𝑡𝑡𝐻/𝐴(→ 𝑡𝑡) search with 36 fb−1 [29] by about a factor of four. The observed
(expected) upper limits at 95% CL on the 𝑡𝑡𝐻/𝐴 cross-section times branching ratio of 𝐻/𝐴 → 𝑡𝑡 range
between 14 (10) fb and 6 (5) fb for a heavy Higgs boson with mass between 400 GeV and 1000 GeV,
respectively. These upper limits on the cross-section are translated into limits in the tan 𝛽 vs 𝑚𝐻/𝐴 plane.
Assuming that only one particle, either the scalar 𝐻 boson or the pseudo-scalar 𝐴 boson, contributes to
the 𝑡𝑡𝑡𝑡 final state, the values of tan 𝛽 below 1.2 or 0.5 are excluded for a mass of 400 GeV or 1000 GeV,
respectively. These exclusion ranges increase to tan 𝛽 below 1.6 or 0.6 when both particles are considered.
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