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Abstract

The path-length dependent parton energy loss within the dense partonic medium
created in lead-lead collisions at a nucleon-nucleon center-of-mass energy of

√
s

NN
=

5.02 TeV is studied by determining the azimuthal anisotropies for dijets with high
transverse momentum. The data were collected by the CMS experiment in 2018 and
correspond to an integrated luminosity of 1.69 nb−1. For events containing back-to-
back jets, correlations in relative azimuthal angle and pseudorapidity (η) between
jets and hadrons, and between two hadrons, are constructed. The anisotropies are
expressed as the Fourier expansion coefficients vn, n = 2–4 of these azimuthal distri-
butions. The dijet vn values are extracted from long-range (1.5 < |∆η| < 2.5) compo-
nents of these correlations, which suppresses the background contributions from jet
fragmentation processes. Positive dijet v2 values are observed which increase from
central to more peripheral events, while the v3 and v4 values are consistent with zero
within experimental uncertainties.
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1 Introduction
Hydrodynamic flow in relativistic heavy ion collisions is produced as initial-state geometry
asymmetries transform into final-state momentum asymmetries. These asymmetries are com-
monly characterized by the Fourier expansion coefficients v2, v3, v4, etc., of the particle az-
imuthal distributions. The anisotropic flow for hadrons in heavy ion collisions has been ex-
tensively studied at the BNL RHIC [1–14] and at the CERN LHC [15–29]. However, relatively
few similar measurements have been done for jets [30–32]. Since partons fragmenting into high
transverse momentum (pT) jets are produced in hard processes, instead of emerging from the
thermalized medium, they are not expected to “flow” in a hydrodynamic sense. However,
the jet yields can exhibit correlations with the symmetry planes in an event since the evolv-
ing parton showers experience various in-medium path lengths or medium densities as they
pass through the quark-gluon plasma [33–35]. In particular, the jets coplanar with the second-
order symmetry plane, also known as the “event plane”, are expected to suffer less energy
loss, leading to a measurable v2 signal. Indeed, azimuthal anisotropies of high pT hadrons
up to ∼100 GeV have been observed [24, 28], suggesting a path-length dependence of the par-
ton energy loss. Performing dedicated jet azimuthal anisotropy measurements can greatly in-
crease the accessible pT range and give better estimates of the initial parton kinematics. The
ATLAS and ALICE Collaborations have published inclusive jet v2 results using data for lead-
lead (PbPb) collisions at a nucleon-nucleon center-of-mass energy of

√
s

NN
= 2.76 TeV [30, 31].

The ATLAS collaboration subsequently extended this measurement to higher vn harmonics at√
s

NN
= 5.02 TeV [32]. The higher vn harmonics for jets arise from fluctuations of initial state

geometry or medium density. These studies find significant positive and centrality-dependent
v2 values for inclusive jets. The ATLAS study [32] also finds positive and mostly centrality-
independent v3 values for inclusive jets, while the v4 coefficients are consistent with zero.

In this paper, we measure jet v2, v3, and v4 coefficients in events containing back-to-back high-
pT jets, denoted as dijet vn coefficients, via jet-hadron correlations. Data for lead-lead collisions
at
√

s
NN

= 5.02 TeV with a total integrated luminosity of 1.69 nb−1 [36, 37] were collected by the
CMS experiment in 2018. In contrast to previous jet vn measurements that determine the inclu-
sive jet vn by the jet azimuthal correlation with the direction of maximum particle density [30–
32], here the dijet vn is determined from jet-hadron and hadron-hadron (hereafter referred to
as “dihadron”) correlations. The methodology developed for this work focuses on addressing
the issue of nonflow contributions affecting the extracted harmonic coefficients. These nonflow
correlations are a particular problem for high-energy jets for which, as a consequence of mo-
mentum conservation, there is a nearly back-to-back counterpart in azimuth. The “away-side”
jet fragmentation products are known to significantly contribute to the flow-like correlations.
For jet-hadron correlations, these contributions from jet fragmentation are addressed taking ad-
vantage of the properties of the dijet system, and for dihadron correlations they are mitigated
with a hadron pT cut. Then, a Fourier analysis is performed on large relative pseudorapid-
ity ∆η (“long range”) components of jet-hadron and dihadron correlations. To separate the
jet and hadron vn signals and extract the dijet vn values, it is assumed that the measured jet-
hadron and dihadron correlations factorize, i.e., they can be expressed as products of the jet
and hadron vn or the product of two hadron vn values, respectively [22]. This work extends
the suite of experimental methods and measurements that address details of the dependence
of parton energy loss on in-medium path length and medium density fluctuations. Tabulated
results are provided in the HEPData record for this analysis [38].
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2 The CMS experiment
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter, and a brass and scintillator hadron
calorimeter, each composed of barrel and two endcap sections. Two hadron forward (HF) steel
and quartz-fiber calorimeters complement the barrel and endcap detectors, extending the cal-
orimeter from the range |η| < 3.0 provided by the barrel and endcap out to |η| < 5.2. The HF
calorimeters are subdivided in azimuth (ϕ) into 20◦ modular wedges and further segmented
to form 0.175×0.175 (∆η×∆ϕ) “towers”. The sum of the transverse energies detected in the HF
detectors (3.0 < |η| < 5.2) is used to define the event centrality [39] in term of percentiles of
the total inelastic hadronic cross section, with 0% corresponding to the largest overlap of the
colliding nuclei.

The CMS silicon tracker measures charged-particle tracks within |η| < 2.5. It consists of 1856
silicon pixel and 15 148 silicon strip detector modules. Muons are measured in the range |η| <
2.4, with detection planes made using three technologies: drift tubes, cathode strip chambers,
and resistive plate chambers.

Events of interest are selected using a two-tiered trigger system. The first level, composed of
custom hardware processors, uses information from the calorimeters and muon detectors to se-
lect events at a rate of around 100 kHz [40]. The second level, known as the high-level trigger,
consists of a farm of processors running a version of the full event reconstruction software op-
timized for fast processing, and reduces the event rate to around 1 kHz before data storage [41].

A detailed description of the CMS detector, together with a definition of the coordinate system
used and the relevant kinematic variables, can be found in Ref. [42].

3 Event selection
The events are selected using a high-level trigger that requires at least one calorimeter-based jet
with pT > 100 GeV. These jets are reconstructed using the anti-kT jet clustering algorithm with
a distance parameter of R = 0.4 [43]. The underlying event contribution is subtracted from the
jets using an iterative method [44] before the jet pT is compared to the threshold. A minimum
bias triggered sample is also used in the analysis as a control sample. For the minimum bias
trigger, we require that on each side of the interaction point there is at least one HF tower above
the readout threshold in the range of ∼6–12 GeV [41].

To reduce contamination from beam-gas collisions, vertex and noise filters are applied follow-
ing the example of previous analyses [45]. We require that there are at least three HF towers
on each side of the detector with an energy deposit of at least 3 GeV per tower. The primary
vertex is required to have at least two tracks and to be reconstructed within 15 cm of the nomi-
nal interaction point in the beam direction (z) and within 2 cm in the transverse direction. The
shapes of the clusters in the pixel detector are required to be compatible with those expected in
a PbPb collision at the vertex location. Finally, we require that there are no anomalous signal
shapes or spatial distributions in the hadronic barrel and endcap calorimeter readout [46].

Simulated event samples are used in the analysis to correct for biases in the jet reconstruc-
tion resulting from the underlying flow modulation and to correct for jet resolution effects.
These samples are produced by embedding hard jet events generated with the PYTHIA 8.226
event generator [47] with tune CP5 [48] in soft underlying events (i.e. particles created from
the bulk medium) simulated with the HYDJET 1.9 event generator [49]. This is denoted as
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the PYTHIA+HYDJET sample. The CMS detector response is simulated using the GEANT4
toolkit [50].

Because of the large number of elementary nucleon-nucleon collisions in central PbPb events,
these events are more likely to produce jets compared to peripheral events with fewer colli-
sions. To take this into account in the simulations, the charged-particle multiplicity distribu-
tion in the analysis region |η| < 2.4 for the PYTHIA+HYDJET simulation is weighted such that
it matches the one in the data. An additional reweighting procedure is performed to match the
position distribution of the primary vertices in the beam direction in simulation and data.

To identify high-pT dijet events, the two jets with highest pT in the range of |η| < 2 are located.
The highest pT jet is called the “leading jet” and is required to pass the pT selection of pT,1 >
120 GeV. The second-highest pT jet is referred to as the “subleading jet” and is required to have
pT,2 > 50 GeV. The azimuthal angle ϕ between the leading and subleading jets is required to be
|∆ϕ1,2| > 5π/6, ensuring that the two jets are back-to-back. Finally, both jets are required to fall
within |η| < 1.3 to ensure the most stable jet reconstruction performance and to allow for full
tracker acceptance on both sides of the jets. The events containing such pairs of back-to-back
jets are referred as “dijet events”.

4 Jet and track reconstruction
For this study, jets are reconstructed using the anti-kT algorithm with a distance parameter
R = 0.4, as implemented in the FASTJET framework [51]. Only the calorimeter information
is used as an input to the anti-kT algorithm. The underlying event contribution is subtracted
from the raw jet energy using an iterative “noise/pedestal” subtraction algorithm [44]. First,
the mean energy 〈ET(η)〉 and dispersion 〈σT(η)〉 for the calorimeter cells sharing the same η
position is calculated. This determines the pedestal as a function of pseudorapidity P(η) =
〈ET(η)〉+ 〈σT(η)〉. Then, the pedestal values are subtracted from each calorimeter cell and jets
are clustered from the pedestal-subtracted calorimeter towers using the anti-kT algorithm with
R = 0.3. In the next iteration step, the pedestal functions are calculated again, but this time
excluding all towers that are within R = 0.5 of any reconstructed jet with pT > 15 GeV. The
updated pedestal functions give the final estimate of the underlying event background. The
background subtracted jet energy is further calibrated using jet energy corrections calculated
as a function of pT and η following the method described in Ref. [52].

We have chosen to reconstruct jets using only calorimeter information because this minimizes
a reconstruction bias caused by the hydrodynamic flow. This bias arises from the use of the ϕ-
averaged event energy in the underlying event subtraction. However, flow modulations lead
to higher underlying event occupancies in the direction of the event plane compared to the
direction perpendicular to it. This artificially enhances the v2-like signal in jet-hadron correla-
tions, since jets coplanar with the event plane have increased probability to pass the analysis
selections. The same is true for higher order event planes, but with smaller effects. As calorime-
ters generally require higher pT particles to produce a signal as compared to the tracker, and
hydrodynamic flow is more strongly experienced by lower pT particles, using only calorimeter
information to reconstruct jets reduces the size of this bias significantly.

The track reconstruction used in PbPb collisions is described in Ref. [53]. The charged-particle
tracks used in this analysis are required to have at least 11 hits in the tracker layers and satisfy
a stringent fit quality requirement, where the fit χ2, divided by the product of the number of
fit degrees of freedom and the number of tracker layers hit, is required to be less than 0.18. To
decrease the likelihood of counting nonprimary charged particles originating from secondary
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decay products, it is required that the distance of closest approach of a charged-particle track to
at least one primary vertex in the event divided by its uncertainty is less than 3. Furthermore, it
is required that the relative pT uncertainty for the tracks is less than 10%. Finally, in order to re-
duce the contribution of misreconstructed tracks with very high pT, it is required that for tracks
with pT > 20 GeV, there is an associated energy deposit in the calorimeters corresponding to
at least half of the track momentum. Corrections for tracking efficiency, detector acceptance,
and misreconstruction rate are obtained and applied following the procedures discussed in
Ref. [45].

5 Jet-hadron and dihadron angular correlations
Correlations between jets and charged particles are studied using two-dimensional distribu-
tions of the relative pseudorapidity ∆η and relative azimuth ∆ϕ of the charged particles with
respect to the jet axis. These distributions are constructed by correlating each charged parti-
cle with leading and subleading jets, separately, and are normalized by the number of dijets.
The analysis uses three charged particle pT (pch

T ) bins with bin borders 0.7, 1, 2 and 3 GeV, and
three centrality intervals, 0–10, 10–30, and 30–50%. Since the majority of the measured charged
particles are hadrons, the charged particles are often referred to as hadrons in this paper.

The raw correlations give the per-dijet normalized yield of jet-hadron pairs from the same event

Sraw(∆η, ∆ϕ) =
1

Ndijet

d2Nsame

d∆ηd∆ϕ
, (1)

where Ndijet is the number of dijets satisfying the selection criteria and N is the number of
jet-hadron pairs. However, since the detector has limited acceptance in η, it is more likely to
find jet-hadron pairs with small rather than large ∆η values. Thus, the raw correlation shapes
have the charged-particle yield falling rapidly towards large ∆η. Detector inefficiencies can
also lead to nontrivial effects on the correlation distributions. A mixed-event method, where
jets and hadrons from different events are paired, is used to correct for these effects [22, 54].
By construction, such mixed-event correlations have structures due to detector and acceptance
effects, but contain no physics correlations. For the mixed events, we require the primary vertex
positions along the beam axis to match within 0.5 cm and the centrality percentile to be within
0.5 percentage points of those for the original data events. The charged hadrons are selected
from minimum bias events to minimize jet-induced bias and to adequately capture the long-
range flow correlations of the underlying event. The mixed-event pair distribution is given
by

ME(∆η, ∆ϕ) =
d2Nmixed

d∆ηd∆ϕ
. (2)

The maximum of the mixed event distribution is found at (0, 0) since no pairs with ∆η = 0 and
∆ϕ = 0 are lost as a consequence of finite acceptance. Thus, the ratio ME(0, 0)/ME(∆η, ∆ϕ)
gives the normalized correction factor. Then, we construct the per-dijet associated charged-
particle yield, corrected for acceptance effects, as

S(∆η, ∆ϕ) =
1

Ndijet

d2N
d∆ηd∆ϕ

=
ME(0, 0)

ME(∆η, ∆ϕ)
Sraw(∆η, ∆ϕ). (3)

In order to study the vn components for the dijets, we need to separate the short-range cor-
relations from the long-range correlations in the acceptance-corrected distribution. The short-
range correlations from jet fragmentation manifest themselves as a Gaussian-like peak around
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(∆η, ∆ϕ) = (0, 0) together with an elongated peak in ∆η around ∆ϕ = π. These are removed
from the distribution by imposing selections in ∆η and ∆ϕ as illustrated in Fig. 1. First, we
project the ∆ϕ distributions corresponding to the range 1.5 < |∆η| < 2.5 from both leading
and subleading jet-hadron distributions. For these projections, the short-range correlation con-
tribution to the near-side (|∆ϕ| < π/2) distributions is negligible , but the elongated jet peak is
still present in the away-side (|∆ϕ| > π/2) distribution. However, in a statistical distribution,
the leading and subleading jet peaks are separated by ∆ϕ = π. It follows that for an unbiased
long-range ∆ϕ distribution LR, we can write LR(∆ϕleading) = LR(π−∆ϕsubleading). As the near
sides of the long-range leading and subleading jet-hadron distributions have negligible bias
coming from the jet peak, the long-range ∆ϕ distribution in the entire 2π range can be found
by combining the near sides of these two distributions and shifting the subleading one by π.

Figure 1: Illustration on how the long-range correlation distribution is constructed. The shape
of the ∆ϕ projection corresponding to the range 1.5 < |∆η| < 2.5 is determined from both
leading and subleading jet-hadron correlation distributions for |∆ϕ| < π/2. The whole 2π
range for the ∆ϕ distribution is obtained by combining these two components.

Once the long-range jet-hadron correlation distributions are projected on ∆ϕ, the Fourier coef-
ficients are found by fitting the distribution with the function

fFourier(∆ϕ) = A

(
1 +

4

∑
n=1

2Vn∆ cos(n∆ϕ)

)
, (4)

where A is an overall normalization factor and Vn∆ is the fitted Fourier component of order n.
When we fit the jet-hadron distribution, the extracted Vn∆ components reflect both the dijet and
the hadron vn values.

To obtain the hadron vn values, we also construct dihadron correlations from the same dijet
events as the jet-hadron correlations. We select all charged hadrons in the analysis hadron
pT bins as trigger particles, and pair them with all other charged particles in the same pT bin,
referred to as the associated particles. We follow the same event mixing procedure to correct for
the detector and acceptance effects as for the jet-hadron correlations. However, since dihadron
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correlations do not have jet information, the elongated jet peak cannot be removed from the
away side of the correlation distribution. To mitigate the resulting background from high-
pT jet particles, we limit the hadron pT selection with the highest pch

T studied in the analysis
to 2 < pch

T < 3 GeV. One should notice that also for dihadron correlations, the dihadron Vn∆
values obtained from Eq. (4) are a mixture of trigger hadron vn and associated hadron vn values.

It is argued in Refs. [55, 56] that in the absence of nonflow correlations, the dihadron Vn∆ values
factorize as

Vdihadron
n∆ = vtrigger

n vassociated
n , (5)

where vtrigger
n is the vn of the trigger hadron and vassociated

n is the vn of the associated hadron.
However, it is shown in Ref. [27] that pT dependent event plane angle fluctuations can break the
factorization, even without nonflow contributions. The validity of the factorization assumption
is tested in Refs. [22, 57] and shown to work with good accuracy up to passociated

T ≈ 4 GeV.
Above this pT value, the factorization assumption starts to break down, primarily because of
dijet fragmentation contributions. This is reflected in the upper hadron pT limit in this analysis,
as noted earlier. The jet-hadron correlation distributions are constructed in such a way that both
the near- and the away-side dijet fragmentation contributions are explicitly removed. Thus,
even though jets have very high pT particles in them, the factorization is also expected to be a
good approximation for the jet-hadron correlations.

Since the same momentum range for both trigger and associated hadrons is used for dihadron
correlations, the hadron vn can be extracted by taking the square root of the fitted dihadron Vn∆
values. By obtaining the hadron vn in this way, we are able to calculate dijet vn value using the
factorization assumption:

vdijet
n =

V jet-hadron
n∆
vhadron

n
. (6)

Each hadron pT bin gives us a data point for the dijet vn in the corresponding centrality bin.
Since the dijet vn should not depend on the hadron pT selection used to extract it, we merge all
three analysis hadron pT bins to get the dijet vn value from one wide 0.7 < pT < 3 GeV bin.

The dijet vn values still need to be corrected for the jet reconstruction bias. This is done by
determining the dijet vn values from PYTHIA+HYDJET simulations where jets are embedded
isotropically in the azimuthally anisotropic HYDJET background. The dijet vn values extracted
from this simulation study are, therefore, solely a result of the jet reconstruction bias.

The simulated events are tuned such that hadron v2 and dihadron yields between data and sim-
ulation match, ensuring the most accurate correction possible. Both of these need to be matched
simultaneously, since we need to correct for the absolute amount of energy that is added to or
subtracted from the jets by the azimuthal anisotropies of the underlying event. Two different
strategies are used to obtain this matching. For the nominal strategy, we start by matching the
dihadron yields. This is achieved to a good accuracy by the multiplicity-based weighting that
is applied to the PYTHIA+HYDJET simulation, as explained in Section 3. Then, we determine the
hadron and dijet v2 values from the simulation. An additional PYTHIA+HYDJET study showed
that if the dihadron yield is kept constant and the hadron v2 is varied by a certain percentage,
the dijet v2 value also changes by the same percentage. This means that we can get the proper
dijet vn corrections by determining the dijet vn values from the simulation where only dihadron
yields are matched, and scaling these values by the data-to-simulation hadron v2 ratio. The jet
reconstruction bias is then corrected by subtracting the vn value obtained this way from the
raw data dijet vn value.
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The second strategy used to evaluate systematic uncertainties matches the hadron v2, and then
applies a scaling factor to take into account the differences in dihadron yields. As a starting
point for this strategy, we use a PYTHIA+HYDJET simulation, where instead of using the nomi-
nal multiplicity-based weighting to take into account the larger number of nucleon-nucleon col-
lisions in central events, we use a centrality-based weighting scheme. In this scheme, we weight
the centrality distribution determined from the HF calorimeters to match between data and
simulation. Then, we check the underlying event energy density in random cones to see which
centrality range in the simulation corresponds to similar energy densities in the data. The best
match is found when the nominal centrality definition in the simulation is shifted 4 percentage
points upwards. In this case, for example, the 0–10% centrality bin in data is matched with
the 4–14% centrality bin in the PYTHIA+HYDJET simulation. After the centrality distributions
are matched, we apply an event shape engineering method presented in Ref. [58] to match the
hadron v2 between simulation and data. It is shown in Ref. [58] that the elliptic flow and the
magnitude of the second-order flow vector Q2 normalized by the square root of event multi-
plicity are correlated. Thus, a selection based on this variable in the PYTHIA+HYDJET simulation
event-by-event can be done to control the extracted hadron v2 value. The Q2-vector magnitude
is defined as

Q2 =
√

Q2
x + Q2

y, (7)

where
Qx = ∑

i
cos(2ϕi), Qy = ∑

i
sin(2ϕi). (8)

Only particles from the HYDJET part of the simulation in |η| < 0.75 and pT < 3 GeV are used.
Using a Q2-vector selection where hadron v2 values in data and simulation match, the dijet vn
values are determined from the PYTHIA+HYDJET simulation. We have found in the previously
described additional PYTHIA+HYDJET study that when hadron v2 is kept the same, changing
multiplicity does not affect the dijet v2 linearly. Instead, we found a multiplicity-dependent
function which allows us to calculate different scaling factors for each centrality bin. Thus, the
dijet vn values obtained after applying the Q2-vector selection need to be scaled by the ratio
of dihadron yields in data and simulation times this centrality dependent scaling factor. As
before, the obtained dijet vn values are subtracted from the raw data dijet vn values to get the
final corrected dijet vn results.

6 Systematic uncertainties
The following sources of systematic uncertainty are considered in this analysis:

• Acceptance correction. Since jet correlations are small-angle correlations, and long-
range correlations only depend on ∆ϕ, the ∆η distribution at |η| > 1.5 should be uni-
form. To evaluate possible deviations from the uniformity that might arise from an
imperfect acceptance correction, the analysis is repeated, extracting the long-range
correlation distribution only from the negative (−2.5 < ∆η < −1.5) or positive
(1.5 < ∆η < 2.5) sides of ∆η. The larger difference from the nominal result is as-
signed as a systematic uncertainty.

• Long-range extraction. Uncertainties resulting from the long-range correlation dis-
tribution are determined by projecting the ∆ϕ distributions from two parts of the
extraction region, 1.5 < |∆η| < 2.0 and 2.0 < |∆η| < 2.5. The larger difference from
the nominal result is assigned as a systematic uncertainty.

• Jet angular resolution. The uncertainty in the jet angular resolution is estimated by
determining the resolution in the PYTHIA+HYDJET simulation by comparing the
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reconstructed- and generator-level jet axes. The jet axis in data is then allowed to
vary by this amount and the results are compared with the nominal ones to deter-
mine the uncertainty.

• Dijet bias in dihadron correlations. It is possible that the dijet selection changes the
hadron vn with respect to minimum bias events. To check for this effect, we repeat
the dihadron correlation measurement using a minimum bias data sample, and use
the difference from the nominal results as an uncertainty.

• Jet energy scale. The related uncertainties are estimated by varying the jet energy
corrections within their uncertainties and seeing how these changes affect the final
correlations. The jet energy correction procedure is detailed in Ref. [52].

• Jet energy resolution. This uncertainty is estimated by comparing the nominal results
with the ones obtained by adding a Gaussian spread to the nominal jet energies, as a
function of jet pT, such that the jet energy resolution estimated from the simulation
is worsened by 20%. The value of 20% is determined by comparing dijet momen-
tum balance xj = psubleading

T /pleading
T distributions in peripheral 50–70% and 70–90%

bins between data and PYTHIA+HYDJET simulation. The jet energy resolution in the
simulation is worsened by different amounts, and comparing the shapes of the re-
sulting xj distributions to data, it is seen that the maximal difference between jet
energy resolutions in data and simulation is 20%.

• Tracking efficiency. The tracking-related uncertainties are estimated by repeating the
analysis without any tracking corrections.

• Jet reconstruction bias correction. There are several sources of uncertainty related to
the jet reconstruction bias correction. First, there is uncertainty on the dijet vn val-
ues determined from the PYTHIA+HYDJET simulation. The dijet vn values from the
simulation in each centrality bin are extracted by performing a constant fit to the
results from different hadron pT bins up to pch

T = 4 GeV. The uncertainty of this fit is
included in the uncertainty of the jet reconstruction bias correction.

Second, we compare the dijet vn results obtained using two different matching strate-
gies between simulation and data to determine the correction. Both of these are
described in detail in the end of Section 5.

Third, the quark/gluon jet fraction in the PYTHIA+HYDJET simulation can be differ-
ent from data, affecting the jet reconstruction bias correction. The potential differ-
ence is estimated to be less than 25% using a template fit to the multiplicity distri-
bution of particle candidates within the jet cone in the data. Then, the uncertainty is
estimated by varying the quark/gluon jet fraction in simulation by this amount. The
particle candidates are leptons, photons, and charged and neutral hadrons that are
reconstructed with a particle-flow algorithm [59] using an optimized combination of
information from various elements of the CMS detector.

The total systematic uncertainties are obtained by adding all the individual components to-
gether in quadrature. The relative contributions from different sources are listed in Table 1 for
the different dijet vn harmonics. It can be seen from this table that the dominant source of un-
certainty in most of the analysis bins arises from jet reconstruction. The jet reconstruction bias
uncertainty is generally larger for higher vn harmonics. While the simulated sample size is the
same, the higher vn coefficients have smaller signal sizes. Thus, they cannot be determined as
accurately as the v2 values for the correction.
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Table 1: The breakdown of different sources of systematic uncertainty for dijet vn, separately
for the three centrality bins considered in the analysis.

vn Source 0–10% 10–30% 30–50%

v2

Acceptance correction 0.002 <0.001 0.001
Long-range extraction 0.003 0.003 0.002

Jet angle resolution <0.001 <0.001 0.001
Jet reconstruction bias 0.008 0.003 0.006
Dijet bias for dihadron 0.002 0.001 0.001

Tracking <0.001 0.001 <0.001
Jet energy scale 0.002 0.001 0.002

Jet energy resolution 0.004 0.003 0.002

Total for v2 0.010 0.005 0.007

v3

Acceptance correction <0.001 0.001 0.002
Long-range extraction 0.002 0.001 0.006

Jet angle resolution 0.001 0.001 0.001
Jet reconstruction bias 0.005 0.016 0.016
Dijet bias for dihadron <0.001 0.001 0.001

Tracking <0.001 <0.001 0.001
Jet energy scale 0.001 0.001 0.004

Jet energy resolution 0.003 0.001 0.001

Total for v3 0.006 0.017 0.017

v4

Acceptance correction 0.003 0.002 0.005
Long-range extraction 0.003 0.003 0.001

Jet angle resolution 0.001 <0.001 <0.001
Jet reconstruction bias 0.018 0.016 0.026
Dijet bias for dihadron <0.001 <0.001 <0.001

Tracking <0.001 <0.001 0.002
Jet energy scale 0.003 0.001 0.003

Jet energy resolution 0.002 0.003 0.002

Total for v4 0.019 0.017 0.026
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7 Results
The extracted dijet v2, v3, and v4 values in different hadron pT bins are presented in Fig. 2. All
results shown in this figure are corrected for the jet reconstruction bias effects. Some depen-
dence of the dijet vn values on the reference particle pT is observed, which is consistent with
the expectation of possible factorization breaking by residual back-to-back correlations.
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Figure 2: The dijet vn data points factorized using different associated hadron pT bins for 0–
10% (left), 10–30% (middle), and 30–50% (right) centrality bins. The data points are corrected
for the jet reconstruction bias effects. The vertical bars represent statistical uncertainties, while
the pT-independent systematic uncertainties are plotted as shaded areas on the left side of the
panels.

The centrality dependence of the dijet vn averaged over the reference particle pT range of 0.7–
3 GeV is presented in Fig. 3. The dijet v2 measurements show positive values, indicating more
jets observed coplanar with the event plane compared to the perpendicular direction. Since jets
coplanar with event plane traverse less medium, these jets suffer less energy loss on average
compared to those in the perpendicular direction. Thus, they are more likely to pass the analy-
sis cuts, leading to the observed v2 signal. The dijet v2 magnitude is found to increase toward
more peripheral collisions up to 30–50%, which is expected based on the increasing eccentricity
of the collision overlap region. The current measurements are compared with previous CMS
results on high-pT hadron v2 from Ref. [28]. Since that earlier work used finer centrality bins,
the high-pT hadron v2 values plotted in Fig. 3 are compiled by first combining the centrality
bins to match the ones used in this analysis, weighting each centrality bin by the number of
events. Then, all hadron v2 points above 20 GeV are fitted with a constant to define a value
corresponding to contributions from the jet fragmentation. We observe that the measured dijet
v2 values are consistent with the high-pT hadron v2 values within the uncertainties, and similar
values are also observed by the ATLAS collaboration in Ref. [32].

The dijet v3 and v4 results in the middle and right panels of Fig. 3 are found to be compatible
with zero within experimental uncertainties in each centrality bin. These observations indicate
that the fluctuations in the initial state geometry and medium density are insufficiently strong
to produce a measurable impact on azimuthal distributions of dijets. The dijet v3 results are also
consistent with the CMS high-pT hadron measurements in Ref. [28], which are also compatible
with zero. In contrast, the recent ATLAS results show positive inclusive jet v3 [32]. However,
the ATLAS analysis is made with different selection criteria (lower jet pT and smaller distance
parameter) and the ATLAS inclusive jet and CMS dijet populations are different, so the two
results should not be directly compared.



11

10%−0  30%−10  50%−30

Centrality

0.04−

0.02−

0

0.02

0.04

0.06

0.08

n
D

ije
t v

 

2
Dijet v

2
CMS charged hadron v

| < 1η > 20 GeV, |
T

p

 

10%−0  30%−10  50%−30

Centrality

0.04−

0.02−

0

0.02

0.04

0.06

0.08

n
D

ije
t v

 

3
Dijet v

 

10%−0  30%−10  50%−30

Centrality

0.04−

0.02−

0

0.02

0.04

0.06

0.08

n
D

ije
t v

 

4
Dijet v

 

CMS

-1 = 5.02 TeV, 1.69 nbNNsPbPb 

 R = 0.4Tanti-k

| < 1.3
jet

η|
 > 120 GeV

T,1
p

 > 50 GeV
T,2

p

6
π5| > 

1,2
ϕ∆|

Factorization region:

 < 3 GeV
T

0.7 < Hadron p

Figure 3: Final dijet v2 (left), v3 (middle), and v4 (right) results presented as functions of cen-
trality. The dijet v2 results are compared to CMS high-pT hadron v2 results from Ref. [28]. The
shaded areas represent systematic uncertainties and the vertical bars are the statistical uncer-
tainties.

8 Summary
The Fourier coefficients v2, v3, and v4 are determined for jets from events containing back-
to-back jets (“dijet vn”) in lead-lead collisions at

√
s

NN
= 5.02 TeV. The jet-hadron correla-

tion technique used for this measurement has been developed to unambiguously separate jet
fragmentation-related contributions from the long-range correlations due to the in-medium
path length and medium density dependencies of parton energy loss.

The dijet v2 values are found to be positive, meaning that more jets are observed coplanar with
the event plane than perpendicular to this plane. The dijet v2 values increase with increasing
eccentricity of the initial collision region, from about 2.0% in the 0–10% centrality bin to about
4.4% in the 30–50% centrality bin. These results are qualitatively consistent with expectations
from a path-length dependence of in-medium energy loss. For all measured centrality bins,
the dijet v3 and v4 values are consistent with zero within experimental uncertainties. Within
the accuracy of this analysis, this shows that no significant modifications due to the initial state
geometry and medium density fluctuations are seen in the jet azimuthal distributions. The
measured dijet vn values provide valuable input to a more precise and quantitative description
of the partonic energy loss in the quark-gluon plasma.
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