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We present a measurement of the momentum spectra of π±
, K

±
, p

±
, Λ, Λ̄ and K

0

S
produced

in interactions of negatively charged pions with carbon nuclei at beammomenta of 158 and

350GeV/𝑐 . The total production cross sections aremeasured aswell. The datawere collected

with the large-acceptance spectrometer of the �xed target experiment NA61/SHINE at the

CERN SPS. The obtained double-di�erential 𝑝-𝑝T spectra provide a unique reference data

set with unprecedented precision and large phase-space coverage to tune models used for

the simulation of particle production in extensive air showers in which pions are the most

numerous projectiles.
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1. Introduction

When cosmic rays collide with the nuclei of the atmosphere, they initiate a cascade of secondary parti-

cles called air shower. The interpretation of cosmic-ray data from air-shower arrays such as KASCADE-

Grande [1], IceTop [2], Telescope Array [3] or the Pierre Auger Observatory [4] relies to a large extent

on the understanding of these particle cascades in the atmosphere, speci�cally on the correct modeling

of hadron-air interactions that occur during shower development. However, it is a well-established fact

that air shower simulations using current state-of-the-art models of high-energy hadronic interactions

produce signi�cantly less muons than observed in data [5–17].

The majority of muons in air showers are created in decays of charged pions when the energy of the

pion is low enough such that its decay length is smaller than its interaction length in air. The projectiles

creating these pions are typically produced at equivalent beam energies below a TeV [18–20] which is

well within the reach of current accelerators. However, only a very limited amount of data exists on the

interactions of the most numerous projectile in air showers, the π-meson [21].

In this paper, we present new data from the NA61/SHINE experiment at the CERN SPS on the particle

production in interactions of pion beams at 158 and 350GeV/𝑐 with a thin carbon target (used as a

proxy for nitrogen, the most abundant nucleus in air). After a brief introduction to the experiment

in Section 2, we will describe the various data analysis steps that lead to the results presented in this

paper. These steps are sketched in Fig. 1 for a better orientation of the �ow of the analysis and the

corresponding sections in which they are described in this article. The processing and selection of data

and simulations are introduced in Section 3. The three main analyses of the cross section, V
0
decays,

and identi�ed charged particles are explained in Sections 4, 5, and 6, respectively. The calculation of the

particle spectra and the estimation of their uncertainties is outlined in Section 7, where the measured

production spectra of π±
, K

±
, p

±
, Λ, Λ̄ and K

0

S
are presented. In Section 8 we conclude by comparing our

measurements to the predictions of hadronic interaction models used for the modeling of air showers.

2. Experimental Setup and Data Taking

The data reported in this paper were taken in 2009 with the NA61/SHINE instrument, a wide-acceptance

hadron spectrometer at the CERN SPS on the H2 beam line of the CERN North Area [22]. The experi-

mental setup used to record π−
- C interactions is shown in Fig. 2.

The main part of the detector consists of �ve Time Projection Chambers (TPCs) which were inher-

ited from NA61’s predecessor, the NA49 experiment [23]. Two Vertex TPCs (VTPC-1 and VTPC-2) are

located inside the magnetic �eld produced by two superconducting dipole magnets. For the measure-

ments presented in this paper the two magnets were operated at full electric current providing a �eld

of 1.5 and 1.1 T, respectively. Two Main-TPCs are located downstream of the VTPCs to measure parti-

cles bent in the left and right hemispheres (MTPC-L and MTPC-R). An additional small TPC is placed

between VTPC-1 and VTPC-2, covering the very-forward region, and is referred to as the gap-TPC

(GTPC). The combined bending power of the magnets is 9 Tm and the coordinates on a track are mea-

sured with a precision of a few 100µm. The resolution of the measurement of particle momenta in

the TPCs depends on the track topology, i.e. on the overall track length and the number of position

measurements [24]. Typical values for the momentum resolution are 𝜎 (𝑝)/𝑝2 = 7×10−4 (GeV/𝑐)−1 for
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Figure 1: Schematic view of the analysis presented in this paper.

low-momentum tracks measured only in the VTPC-1 (𝑝 . 8GeV/𝑐) and ∼3×10−3 (GeV/𝑐)−1 for tracks
traversing the full detector up to the MTPCs (𝑝 & 8GeV/𝑐).

For the study reported in this paper, the SPS delivered a secondary hadron beam originating from in-

teractions of 400GeV/𝑐 primary protons impinging on a 10-cm-long beryllium target. The negatively

charged hadrons (h
−
) produced in these interactions were transported through the H2 beam line to the

NA61/SHINE experiment. A beam momentum of 158GeV/𝑐 was requested for the �rst part of data tak-
ing and 350GeV/𝑐 for the second part. At these momenta the negatively charged beam particles are

mostly π−
mesons. They are identi�ed by a di�erential ring-imaging Cherenkov detector (CEDAR) [25]

and the fraction of pions was measured to be ∼95% for 158GeV/𝑐 and ∼100% for 350GeV/𝑐 (see Fig. 2

in [26]). The CEDAR signal is recorded during data taking and then used as an o�ine selection cut.

Downstream of the CEDAR three proportional chambers are used as Beam Position Detectors (BPDs)

to measure the trajectories of the incoming particles. Two scintillation counters (S1 and S2) and three
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Figure 2: Experimental Setup of the NA61/SHINE experiment [22] (con�guration for the π−
- C data taking). The

coordinate system used in this paper is indicated on the lower left. The incoming beam direction is along the 𝑧

axis. The magnetic �eld bends charged particle trajectories in the 𝑥-𝑧 (horizontal) plane. The drift direction in

the TPCs is along the 𝑦 (vertical) axis. A zoomed view of the beam and trigger instrumentation is shown as an

elliptical inset at the bottom.

veto counters (V0, V1 and V1
′
) de�ne the beam trigger with the coincidence

Tbeam = S1 ∧ S2 ∧ V0 ∧ V1 ∧ V1
′, (1)

see inset in Fig. 2. The beam trigger is a zero bias trigger. Furthermore, an interaction trigger,

Tint = Tbeam ∧ S4, (2)

is de�ned as the anti-coincidence of the incoming beam particle and S4, a scintillation counter with

a diameter of 2 cm placed between the VTPC-1 and VTPC-2 along the beam trajectory at about 3.7m

from the target. If an inelastic interaction occurs then the produced particles typically have momenta

considerably lower than the beam momentum and are thus bent away from the beam trajectory such

that no particle reaches S4. The anti-coincidencewith S4, therefore, serves as aminimum-bias interaction
trigger.

During data taking a prescaled fraction of the Tbeam and Tint signals can trigger the data acquisition

system to read out the TPCs and write a raw event to disk. For most of the data taking period, the pre-

scaling was 0.4% for the zero-bias beam trigger and 100% for the minimum-bias interaction trigger.

The target used for this study was an isotropic graphite plate with a thickness along the beam axis of

2 cm and a density of 𝜌 = 1.840 g/cm3
, equivalent to about 4% of a nuclear interaction length. 90% of

data was recorded with the target inserted and 10% with the target removed. The latter data was used

to subtract interactions that took place in the material upstream and downstream of the target. In total,

5.5 million events were recorded with the target inserted at a beam momentum of 158GeV/𝑐 and 4.5

million events at 350GeV/𝑐 .
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3. Data Processing and Selection

3.1. Reconstruction

The raw data recorded during data taking are processed with the standard NA61/SHINE reconstruction

chain (based on tried-and-tested algorithms developed by the NA49 collaboration) to obtain high-level

physics information such as the charge andmomentum of the produced particles. Firstly, charge clusters

are identi�ed in the raw data of the TPCs and their three-dimensional positions are reconstructed from

the centroids in drift time and in position on the TPC readout pads. A pattern recognition combines

these clusters to form local track segments in each TPC separately. The local track segments arematched

to global tracks for which the track parameters (track position at reference plane, charge and three-

momentum) are �tted.

The beam trajectory before the target is determined using the position measurements from the BPDs.

The position of the nominalmain interaction vertex is estimated as the intersection of the reconstructed

beam trajectory with a plane located at the center 𝑧-position of the 2 cm-carbon target. Global tracks

compatible with this position are then re-�tted with this vertex hypothesis leading tomain-vertex track
candidates with track parameters at the nominal interaction vertex. Furthermore, the 𝑧-position of the

main interaction vertex is reconstructed by �tting a common origin of these global tracks along the

beam trajectory. Depending on the track multiplicity, the resolution along the 𝑧-axis for the vertex po-

sition obtained in this way exceeds the target thickness, therefore better main-vertex-constrained track-

momenta can be obtained by using the nominal interaction vertex in the middle of the target instead.

Yet, the reconstructed vertex position is useful for the rejection of obvious out-of-target interactions

during the event selection (see below).

In addition to the main-vertex hypothesis, each combination of positively and negatively charged global

tracks within one event is investigated for a common origin downstream of the target from the decay of

a long-lived neutral particle (so-called V
0
events). All pairs with a distance of closest approach ≤ 1 cm

anywhere along their trajectory downstream of the target are re-�tted with the constraint to originate

from a common vertex resulting in V0 candidates that will be analyzed in Section 5.

The results of the reconstruction are stored in a dedicated Root-based [27] output format [28] for further

processing during data analysis.

3.2. Simulation

Through this analysis, we will use simulations of the measurement to correct the raw-data spectra for

various distortions originating from the detector acceptance, re-interactions with the detector material

andwithin the target, feed-down fromweak decays etc. For this purposewe simulatedπ−
- C interactions

at both beam momenta with the hadronic event generators Epos 1.99 [29] and QGSJet II-04 [30] with

the crmc program [31]. The 1.99 version of the Epos model was used rather than its newer “LHC”

variant as the former is better tuned to interactions at SPS energies [32]. The particles produced by

these generators are then passed to a simulation of the passage of particles through the material and

magnetic �eld of the NA61/SHINE setup using the Geant 3.21 package [33]. The hits generated in

the active detector volumes are digitized to produce the same raw information as for real data and an

interaction trigger is simulated by checking whether any of the charged particles hit the S4 counter.
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The simulated information is then processed with the same reconstruction algorithms discussed in the

previous section and the results are stored in the same output format as the reconstructed data.

3.3. Event Selection

We apply the following event-selection criteria
1
to obtain a set of high-quality interaction triggers.

Pion projectiles are selected with the CEDAR (see previous section) and a pile-up of interactions is

avoided by rejecting events in which the S1 scintillator detected another beam particle within ±2µs of
the time of the interaction trigger. Furthermore, it is required that the direction of the beam was well

measured with the three beam position detectors. These three cuts select high-quality π−
projectiles

based on measurements from the beam detectors upstream of the target.

Further event selection criteria de�ne the subset of π−
-projectiles with an interaction in the target. Here

we analyze the particles produced in events recorded with the minimum-bias trigger. Furthermore, we

reject events with an interaction vertex reconstructed far from the center of the target (|Δ𝑧 | > 17 cm),

since such events mostly originate from interactions outside of the target.

With these criteria we select 2.8×106 and 2.6×106 minimum-bias triggers recorded with an inserted

C-target at 158 and 350GeV/𝑐 , respectively. By construction, due to the restriction to events with a

reconstructed vertex close to the target position, only very few events recorded with a removed target

survive the selection (.7×103 events in each data set). The sum of simulated events with an inserted

target is 7.2×106 and 6.0×106 for beam momenta of 158 and 350GeV/𝑐 respectively.

3.4. Track Selection

The set of selection criteria given below is applied to the tracks measured in the TPCs. They are con-

structed to assure good quality of the momentum measurements and to select regions of the detector

with a solid understanding of the detection e�ciency.

Track Quality The total number of clusters on the track must be > 25 and the sum of clusters in

both VTPCs must be > 12, or the number of clusters in the GTPC must be > 6. These cuts assure a

good momentum determination in either the VTPCs within the magnetic �eld, or a large lever arm for

forward tracks measured with a combination of GTPC and MTPC [34].

Fiducial Acceptance For each particle charge, we restrict the analysis to bins in azimuthal angle,

total momentum and transverse momentum, (𝜙 , 𝑝 , 𝑝T), in which the track selection e�ciency is larger

than 90% for simulated tracks.
2
This cut mainly removes tracks at the edges of the detector for which the

e�ciency drops rapidly, as illustrated in the example shown in the top-left panel of Fig. 3. Since the TPCs

1
The event selection criteria used here are identical to the ones described in Ref. [26] for the same data set discussed in this

paper. We therefore refer to Sections 2 and 3 of that paper for a detailed description of the event selection.

2
Since the acceptance is only a property of the trackmomentum and direction (not of the beammomentum or trackmultiplic-

ity), it can be determined with high statistical accuracy averaging all available simulation sets. A total of 2.1×107 simulated

events were used to construct the acceptance map. This number is higher than the sum of simulated events mentioned in

Section 3.3, since for the acceptance study we also included events generated with the DPMJet 3.06 model, which were not

used otherwise for this study.
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Figure 3: Top left: Example of the charged particle multiplicity at (𝑝, 𝑝T) = (5.3, 0.4) GeV/𝑐 as a function of track

angle 𝜙 . Red squares are simulated data and black circles are measurements. Bottom left: Event display illustrating
the aspect-ratio of the TPC chambers (blue boxes) and showing reconstructed tracks (red lines), clusters (yellow

points) and the primary interaction vertex (orange point). Right: 3D view of the acceptance de�nition for positively

charged tracks. Each (𝜙 , 𝑝 , 𝑝T) bin which does not satisfy the acceptance criteria is empty.

have a larger width than height (cf. lower left panel in Fig. 3), the acceptance is not uniform in 𝜙 and

especially poor along ±𝜋/2. But since neither the beam nor the target are polarized, the particle yields

are independent of 𝜙 and we can thus restrict the analysis to 𝜙 regions where the detection e�ciency

is near 100%. The �ducial volume selected by the acceptance cut therefore leads to a near-geometric

acceptance that is given by the number of accepted 𝜙-bins [34]. The acceptance for positively charged

tracks is visualized in Fig. 3.

Origin at Primary Vertex Furthermore, we require that the distance between the position of the

intercept of the extrapolation of the track (reconstructed without vertex-constraint) to the interaction

plane and the position of the main interaction vertex must be smaller than 4 cm in both horizontal and

vertical direction. This cut removes out-of-target interactions and tracks from particle decays (“feed-

down”).

Furthermore, we require that the distance between the extrapolation of the track (reconstructed without

vertex-constraint) to the interaction plane and the interaction point must be smaller than 4 cm in both

horizontal and vertical direction. This cut removes out-of-target interactions and tracks from particle

decays (“feed-down”).

After the track selection, the measured tracks are split into two subsets called right-side tracks (RSTs)

and wrong-side tracks (WSTs). The former group is de�ned as the tracks that bend away from the beam
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axis, while the latter as the tracks that bend towards the beam axis
3
, i.e. 𝑝𝑥𝑞 > 0 (RST) and 𝑝𝑥𝑞 < 0

(WST), where 𝑝𝑥 = 𝑝 sin𝜃 cos𝜙 and 𝑝 and𝑞 are themomentum and charge of the track. These conditions

simplify to 𝑞 cos𝜙 > 0 for RSTs and 𝑞 cos𝜙 < 0 for WSTs for the usual case of forward production in

the laboratory frame, 𝜃 > 0. The distinction between the two track topologies is motivated by the fact

that a right- and a wrong-side track with the same 𝑝 and 𝑝T, cross di�erent regions of the detector,

which has important implications for the particle reconstruction and identi�cation step based on the

d𝐸/d𝑥 measurements (see Section 6). Furthermore, this subdivision de�nes two independent data sets

that can be compared to estimate the systematic uncertainties of the measured particle multiplicities,

see Section 7.4.2.

4. Cross Section Analysis

The measurement of the production cross section
4
in π−

- C interactions closely follows the analysis

procedure detailed in Ref. [35]. The experimental interaction cross section is measured by counting the

number of interaction triggers, 𝑁 (Tbeam ∧ Tint), within the recorded zero-bias beam triggers, 𝑁 (𝑇beam),
to obtain the interaction trigger probability

𝑃Tint =
𝑁 (Tbeam ∧ Tint)

𝑁 (Tbeam)
. (3)

The interaction probability in the carbon target is then obtained by correcting for out-of-target interac-

tions via

𝑃int =
𝑃 I

Tint

− 𝑃R

Tint

1 − 𝑃R

Tint

, (4)

where the trigger probabilities measured with the target removed are denoted by a superscript R and

the ones with the target inserted with a superscript I.

The interaction trigger cross section is given by

𝜎trig =
𝑚𝐴

𝐿 𝜌 𝑁A

ln

(
1

1 − 𝑃int

)
, (5)

where 𝑁A is Avogadro’s number and 𝜌 , 𝐴 and 𝐿 are the density, molar mass and length of the target,

respectively. The logarithmic term, ln

(
1

1−𝑃int

)
= 𝑃int + 1

2
𝑃2

int
+ 1

3
𝑃3

int
+ · · · , accounts for the exponential

attenuation of the beam inside the target.

The experimentally accessible interaction trigger cross section can be related to the production cross

section by correcting for the residual contributions to 𝜎trig originating from elastic and quasi-elastic

scattering (𝜎el and 𝜎qe). Furthermore, a correction for inelastic interactions, to which the interaction

trigger is not sensitive to, is needed

𝜎prod =
(
𝜎trig − 𝜎el 𝑓el − 𝜎qe 𝑓qe

) 1

𝑓prod
, (6)

3
The terminology of wrong- and right-side tracks dates back to NA49 and re�ects the fact that the tilt angle of the pads in

the VTPCs were optimized to measure the right-side topologies.

4
The production cross section is de�ned by 𝜎

prod
= 𝜎tot − 𝜎

el
− 𝜎qe, where 𝜎tot denotes the total cross section, 𝜎

el
the

coherent elastic cross section and 𝜎qe the quasi-elastic cross section. Quasi-elastic interactions are processes in which no

new particles are produced, but the target nucleus is fragmented.
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Table 1: List of correction factors used in Eq. (6) to convert the trigger cross section to the production cross sec-

tion. The quoted uncertainties are systematic uncertainties compared to which the statistical uncertainties are

negligible. The fractions 𝑓 are given for a trigger radius of 0.9 and 0.6 cm (see text) for the beam energies of 158

and 350GeV/𝑐 , respectively.

beam momentum 158 GeV/𝑐 350 GeV/𝑐
𝜎el/mb 35.1 ± 0.8 36.4 ± 0.9

𝜎qe/mb 12.5 ± 0.3 12.0 ± 0.3

𝑓el 0.0012 0.00

𝑓qe 0.27 ± 0.03 0.06 ± 0.02

𝑓prod 0.91 ± 0.02 0.87 ± 0.02

where 𝑓el, 𝑓qe, and 𝑓prod are the fractions of elastic, quasi-elastic, and production events that lead to an

Tint trigger. 𝑓el and 𝑓qe thus give the fraction of false-positive interaction triggers from (quasi-)elastic

interactions and 1 − 𝑓prod is the fraction of false-negative production interactions.

We derived model predictions for 𝜎el and 𝜎qe by performing a Glauber calculation [36] of π−
- C in-

teractions using a �t to previously measured cross sections of π−
- C [37] as an input. The resulting

cross sections are listed in Table 1 where the quoted systematic uncertainty originates from di�erent

assumption on the inelastic screening in π−
- C interactions [38].

The fractions 𝑓 depend on the chosen interaction trigger condition. We use the FTFP_BERT physics

list of Geant 4.9.4.p01 [39] to estimate 𝑓el and 𝑓qe. For systematic checks, we assumed that the angular

distribution of quasi-elastic scattering in π−
- C is very similar to free pion-nucleon scattering and can

thus be modeled using the elastic slope 𝐵ela in π−
- C scattering. 𝑓prod was estimated by generating

interactions with the hadronic models Fluka 2011.2.9 [40], Epos 1.99 [29], QGSJet01 [41], QGSJet II-

03 [30], Venus 4.12 [42], Sibyll 2.1 [43] Urqmd 1.3.1 [44,45] using the INTTESTmode of Corsika [46].

The arithmetic mean of the di�erent predictions of 𝑓prod is used to correct the data, and the maximum

and minimum values as an estimate of the systematic uncertainty.

In previous cross-section analyses within NA61/SHINE we used the absence of a signal in the S4 counter

to de�ne an interaction. But, as can be seen in Fig. 20 in the appendix, especially for the 350GeV/𝑐 data
studied in this paper, the radius of 1 cm of the S4 would lead to a large model-dependent correction

for 𝜎prod with Eq. (6). Therefore, we instead use the GTPC to de�ne an o�ine interaction trigger by

requiring the absence of a track within a radius 𝑟trig from the beam extrapolation at 3.7m downstream

of the target (i.e. at the 𝑧-position of the S4 plane, located before the GTPC). We choose the trigger

radius which minimizes the quadratic sum of statistical and systematic uncertainty of the measured

cross section leading to an 𝑟trig of 0.9 and 0.6 cm for beam energies of 158 and 350GeV/𝑐 respectively,

see Ref. [47]. The analysis is performed on the zero-bias beam trigger data with 4.8 (2.0) ×105 and

6.5 (2.2) ×105 events at 158 and 350GeV/𝑐 , respectively, where the number in brackets refers to the data

taken with a removed target.

With the above de�nition of the o�ine interaction trigger, we �nd an interaction probability of

𝑃int = 0.0293 ± 0.0003 (stat.), 𝑝beam = 158GeV/𝑐 (7)

and

𝑃int = 0.0284 ± 0.0003 (stat.), 𝑝beam = 350GeV/𝑐 (8)
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Figure 4: Production cross section in π−
- C interactions (red) and π+

- C interactions (blue). Measurements by

NA61/SHINE are shown as �lled circles, previous measurements from [48–51] are indicated by open symbols.

Predictions from the Glauber model with di�erent values of the inelastic screening are shown as dashed lines

(𝜆 = 0.1, 0.3, 0.5, 0.7 and 0.9 from top to bottom).

and the cross section fractions as listed in Table 1.

Evaluating Eq. (6) with the trigger cross section derived via Eq. (5) from these measurements as well as

with the correction factors listed in Table 1, leads to our estimates of the production cross section in

π−
- C interactions of

𝜎prod = (172 ± 2 (stat.) ± 4 (sys.))mb, 𝑝beam = 158GeV/𝑐 (9)

and

𝜎prod = (178 ± 2 (stat.) ± 5 (sys.))mb, 𝑝beam = 350GeV/𝑐. (10)

The systematic uncertainty includes contributions from the ine�ciency of the GTPC, uncertainties of

the detector simulation, and the uncertainties of the correction factors quoted in Table 1. The largest

contribution of about 3.5mb originates from the model uncertainty of 𝑓prod. In Appendix A we provide

the e�ciency map corresponding to the two beam energies such that in the future it will be possible to

recalculate 𝑓prod with a di�erent set of models, and possibly smaller systematic uncertainty.

The obtained cross sections are presented in Fig. 4 along with the theoretical prediction using the

Glauber theory [36] for several assumptions on the inelastic screening parameter 𝜆 [38] (from top to

bottom 𝜆 = 0.1, 0.3, 0.5, 0.7 and 0.9) and previous measurements [48–52].
5
As can be seen, the only

previous data set on the production cross section in π−
- C interactions from Ref. [48] agrees well with

our measurement and the total uncertainty of the cross sections presented here matches the statistical

precision of this old measurement (no systematic error was quoted in this reference). Furthermore, our

measurement agrees well with the Glauber predictions for a broad range of inelastic screening assump-

tions, but small values are disfavored and the preferred range is within 0.5 < 𝜆 < 0.9.

5
Here we use Glauber predictions of 𝜎

prod
, 𝜎tot and 𝜎inel to scale all measurements to 𝜎

prod
. The measurements of 𝜎tot from

Refs. [50] and [51] are multiplied by (𝜎
prod

/𝜎tot)Glauber ∼ 0.77 and the measurement of 𝜎
inel

from Ref. [49] is multiplied by

(𝜎
prod

/𝜎
inel

)
Glauber

∼ 0.91.
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Table 2: List of the V
0
particles measured in this work, together with their mass and decay length. The last two

columns give the decay channel used for the reconstruction as well as its branching ratio [37].

V
0

mass [GeV/𝑐2] 𝑐𝜏 [cm] decay branching ratio

Λ 1.1157 7.89 p+π−
63.9%

Λ̄ 1.1157 7.89 π+
+p̄ 63.9%

K
0

S
0.4976 2.68 π+

+π−
69.2%

5. V0 analysis

As a �rst step of the analysis of particle spectra, we investigate the production of the neutral weakly-

decaying particles Λ, Λ̄ and K
0

S
. The production spectra of these strange particles provide important

constraints for the tuning of hadronic interactionmodels, see e.g. Ref. [53]. Moreover, a good knowledge

of these spectra is also important to distinguish particles created directly in π−
- C interactions from

particles originating from weak decays, see Section 7.2.

Neutral weakly decaying particles with an average decay length (𝑐𝜏) of the order of a few to tens of

centimeters can be detected by NA61/SHINE experiment through their charged decay products. This

type of particle is traditionally called V
0
, because of its neutral charge and the V-shaped decay topology.

Although the V
0
itself does not create a track in the TPCs, the products of its decay may do, allowing

us to reconstruct the position of the decay vertex and, by using the momenta of the daughter tracks,

reconstruct the properties of the parent particle.

In Table 2 we list the three V
0
particles studied in this work together with the branching ratio of the

decay channels investigated here. V
0
candidates are selected by calculating the distance of closest ap-

proach (dca) for each combination of one positively and one negatively charged track. To assure a good

momentum resolution, both tracks should in total have more than 30 clusters each and more than 15

clusters in the VTPCs. Each combination with a dca < 2 cm downstream of the main vertex is re-�tted

under a common vertex hypothesis. To increase the signal-to-background ratio, the reconstructed V
0

momentum is then extrapolated to the vertex plane and the radial impact parameter, 𝑏𝑟 =
√
(𝑏𝑥/2)2 + 𝑏2𝑦 ,

is required to be ≤ 2 cm. Here 𝑏𝑥 and 𝑏𝑦 denote the coordinates of the impact point in the target plane

with respect to the main vertex and the factor 1/2 accounts for the fact that the resolution in the 𝑥𝑧

bending plane is approximately twice as large as in the 𝑦𝑧-plane. The e�ciency of this cut is ≥ 90% in

all of the phase space bins studied here.

A further reduction of the background is possible by selecting events with a reconstructed decay vertex

far from the target, as the background arises mostly from combinations involving non-V
0
tracks from

the main vertex. A large distance cut, 𝑑min, improves the purity of the sample, but also diminishes the

selection e�ciency, 𝜀 = exp(−𝛾𝑐𝜏/𝑑min) for an ideal detector. Therefore an optimal selection distance

that minimizes the uncertainty of the extracted signal is chosen, depending on the V
0
particle type and

momentum as described in Ref. [54].

For the measurement of the multiplicity of V
0
particles, we study the distribution of the invariant mass

𝑚inv of combinations of candidate tracks,

𝑚2

inv
= (p+ + p−)2 = (𝑚2

+ +𝑚2

−) 𝑐4 + 2 (𝐸+𝐸− − ®𝑝+ ®𝑝− 𝑐2), (11)
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Figure 5: Examples of the �tted 𝑚inv distributions for the 158GeV/𝑐 data set with target inserted for Λ (left), Λ̄
(middle) and K

0

S
(right). The black markers show the measured𝑚inv distributions. The curves show the results of

the �t with the signal in blue, the background in red and the total in gray. On the bottom of each plot we show

the residual distributions, i.e. the di�erence Δ between the observed and �tted number of entries in units of the

uncertainties 𝜎 of the observed number. The 〈𝑝〉 and 〈𝑝T〉 of the phase space bin are indicated on the top of each

panel.

in bins of 𝑝 and 𝑝T (cf. Appendix B). Here the subscripts + and − refer to the positively and negatively

charged daughter particles, p± denote their four-momenta and ®𝑝± the reconstructed three-momenta of

candidate tracks. Eq. (11) is evaluated for three mass combinations𝑚± corresponding to the main Λ, Λ̄

and K
0

S
decays listed in Table 2 and the energies 𝐸± are calculated accordingly via 𝐸± =

√
𝑚2

±𝑐
4 + | ®𝑝± |2𝑐2.

Examples of invariant mass distributions are shown in Fig. 5. As can be seen, the “real” combinations

peak around the mass of the V
0
whereas the background of unrelated track combinations exhibits a

broad and nearly �at distribution.

The number of V
0
s is extracted in a Poissonian likelihood �t [55] describing the invariant mass dis-

tribution as the sum of the signal template and the background function. For this purpose, the signal

distribution is modeled using the shape of the reconstructed V
0
as predicted by the detector simulation

and for the background distribution a polynomial function is used. We found that a second-degree poly-

nomial provides a satisfactory description of the data in the chosen𝑚inv interval. A third-degree poly-

nomial was used to estimate the systematic uncertainties of the background shape description (see Sec-

tion 7.4.2). These signal and background templates are illustrated as blue and red histograms in Fig. 5.

The number of V
0
s produced in the �tted 𝑝-𝑝T bin is then inferred from the normalization of the �tted

distributions.

6. d𝑬/d𝒙 analysis

The spectra of identi�ed particles produced at the main vertex are obtained by extracting the average

particle yields in each kinematic bin from the measured distributions of the energy loss of tracks in

the TPCs. For this purpose, we calculate the truncated mean [56], 〈d𝐸/d𝑥〉𝑗 = 2/𝑁 𝑗

∑𝑁 𝑗 /2
𝑖=1

d𝐸/d𝑥𝑖 𝑗 , of the
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Figure 6: Energy deposit vs momentum of negatively and positively charged tracks for the 158 GeV/𝑐 data set. The
dashed lines indicate the average energy deposit for each particle type (see Fig. 25 in the appendix for 𝑝beam =

350 GeV/𝑐).

charges d𝐸/d𝑥𝑖 𝑗 of the 50% of clusters with the lowest charge among the 𝑁 𝑗 clusters detected along each

particle track 𝑗 . As in the Bethe formula [57], 〈d𝐸/d𝑥〉 depends on 𝑝/𝑚 = 𝛽𝛾 and can thus be used to

identify particles of di�erent masses𝑚 at a particular momentum 𝑝 . The two-dimensional distribution

of energy deposit and momenta of selected main-vertex tracks at a beam momentum of 158GeV/𝑐 are
displayed in Fig. 6 along with a Bethe-inspired parametrization of the mean energy deposit for the

particles considered here, i.e. electrons, pions, kaons, protons, and deuterons and their anti-particles.

An example of the distribution of the 〈d𝐸/d𝑥〉 of tracks in a particular 𝑝 and 𝑝T bin is shown in Fig. 7

for negatively and positively charged particles. The production yields of di�erent particle types are

determined by �tting the distribution with the sum of 〈d𝐸/d𝑥〉-templates for electrons, pions, kaons,

protons, and deuterons. The shapes of these templates are based on previous studies from NA49 and

NA61/SHINE [58–60] which describe the distribution of energy deposit of each particle type by the sum

of asymmetric Gaussians taking into account the distribution of 𝑁 𝑗 (number of clusters per track) and

the distribution of momenta within the bin.

The �tting is performed using a binned maximum-likelihood method. In the general case, 10 particle

fractions (5 particle types and 2 charges) and 10 model parameters are taken as free parameters of the

�t. Most of these model parameters are nuisance parameters that allow the mean and width of the

distributions to stray away from the global d𝐸/d𝑥 parametrization. In that way, residual systematic

o�sets of the calibration of cluster charges in di�erent parts of the detector can be corrected.

As illustrated in Fig. 7, in general the d𝐸/d𝑥-�ts lead to a very satisfactory description of the data. The

example shown here is close to a momentumwhere the mean d𝐸/d𝑥 values of protons and kaons as well

as the one of electrons and deuterons overlap (cf. Fig. 6). In case of a near-complete degeneracy between

the �tting templates of di�erent masses in certain momentum bins (“Bethe crossings”), the �tted yields

of these ambiguous particles are excluded from the �nal results.

7. Derivation of the Particle Spectra

The V
0
and d𝐸/d𝑥 analyses described in the previous two sections result in the number 𝑛̂ of identi�ed

tracks (π±
, K

±
, p, p̄, Λ, Λ̄, and K0

S
) in bins of 𝑝 and 𝑝T for each of the two data taking modes, i.e. with the
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Figure 7: Example of the d𝐸/d𝑥 distributions for one phase space bin (〈𝑝〉 = 2.19GeV/𝑐 and 〈𝑝T〉 = 0.35GeV/𝑐)
of the 158GeV/𝑐 data set. The black markers show the measured distributions and the colored areas show the

result of the d𝐸/d𝑥 �t for di�erent particles. Negatively and positively charged particles are shown on the left

and right, respectively. Fit residuals are shown in the lower panels in units of the statistical uncertainty of the

data distribution.

target inserted and removed. For the choice of binning, see Appendix B.

Given these measurements, the double-di�erential particle production spectra can be computed for each

particle as

1

𝑁prod

d
2𝑛

d𝑝 d𝑝T
=

𝐶sim

Δ𝑝 Δ𝑝T

𝑛̂I − 𝑏 𝑛̂R

𝑁̂I − 𝑏 𝑁̂R

. (12)

This quantity is the track multiplicity per production event in a certain 𝑝-𝑝T bin, sometimes also re-

ferred to as average multiplicity. Here Δ𝑝 and Δ𝑝T denote the widths of the phase-space bin and the

transverse component 𝑝T of the momentum vector p is de�ned with respect to the beam direction ub,
𝑝T =

√︁
p2 − (ub p)2. 𝐶sim is a correction factor derived from simulations that will be discussed in the

next section. The indexes I and R refer to target inserted and removed, respectively, and 𝑁̂ is the number

of selected minimum-bias interaction-trigger events. The factor 𝑏 is the so-called target-removed factor

and it normalizes both target inserted and removed data set to the same number of beam particles. Given

the number of events, 𝑁Tint
, and the probability of a beam particle to produce an interaction trigger, 𝑃Tint ,

the number of beam particles for a given data set can be estimated as 𝑁beam = 𝑁Tint
/𝑃Tint . 𝑃Tint is mea-

sured from zero-bias beam triggers, see Eq. (3). The target-removed factor is given by 𝑏 = 𝑁 I

beam
/𝑁 R

beam

and its value is about �ve, corresponding to the time spent in target-removed con�guration during data

taking.

14



7.1. Correction Factors

The selected number of events 𝑁̂ and the estimated number of particles 𝑛̂ in a given phase space bin

are biased estimators of the true number of production events 𝑁prod and the true number of produced

particles 𝑛. These biases are corrected for with the help of simulations for which it is easy to determine

the ratio of generated and measured spectra,

𝐶sim =

(
𝑛gen

𝑁gen

) / (
𝑛̂

𝑁̂

)
, (13)

where 𝑛 and 𝑁prod are the values from the event generator, 𝑛̂ and 𝑁Tint
are obtained after the detector

simulation, event reconstruction, and event and track selection. Two simulated data sets generated with

di�erent hadronic interaction models (see Section 3) are used for systematic studies.

To gain further insights into the di�erent contributions to the correction factor it is useful to split 𝐶sim

into event- and particle-contribution factors, referred to as 𝛼 and 𝛽 in the following,

𝐶sim =

(
𝑁̂

𝑁gen

) / (
𝑛̂

𝑛gen

)
= 𝛼/𝛽. (14)

The 𝛼 factor is a property of the data set as a whole and thus depends only on the beam energy, whereas

the 𝛽 factor depends on the phase space bin and on the particle type. We get 𝛼 = 0.872 ± 0.004 and

0.732 ± 0.012 for beam momenta of 158 and 350GeV/𝑐 , respectively. These values were determined

from the arithmetic average of the two simulated data sets, with the upper uncertainty range corre-

sponding to the result predicted by Epos 1.99 and the lower range to the one from QGSJet II-04. These

values give the product of the e�ciency of the vertex-𝑧 cut (cf. Section 3.3) and the e�ciency of the

minimum-bias interaction trigger (cf. Section 2). The former amounts to approximately 0.975 with a

good agreement between real and simulated data. Therefore, 𝛼 is dominated by the trigger e�ciency

and is thus mainly a model-dependent correction, since the e�ciency depends on the fraction of events

with a high-momentum charged particle triggering the S4 scintillator. Overall, the two hadronic gen-

erators used here show a good overall agreement in their predictions of 𝛼 . In the following, we will

use the average value for the correction and the di�erence for systematic uncertainty. A slightly larger

uncertainty would result if the standard deviation of e�ciencies of all the models shown in Fig. 20 of

the appendix would be used as an estimate of the systematic uncertainty. Note that for the majority of

phase-space bins, the total correction for the trigger e�ciency is small, as it a�ects both 𝑁̂ and 𝑁gen.

The correction is mostly relevant at high momenta when the trigger e�ciency a�ects 𝑁gen but not 𝑁̂

since the conservation of the beam momentum does not allow for the simultaneous presence of a high-

momentum particle in the TPCs and another high-momentum particle hitting the S4 scintillator.

The 𝛽 correction factors as a function of 𝑝 and 𝑝T are given by the ratio of the generated and measured

number of tracks. They are shown in Fig. 8 for π±
, K

±
, p

±
, Λ, Λ̄, and K

0

S
. Note that the 𝛽 factors for the

V
0
s also include the e�ect of the V

0
cuts, presented in Section 5.

The geometrical acceptance of the detector is the dominant contribution to the 𝛽 factor at large 𝑝T.

Most of the overall structure visible in the 𝛽 plots is due to the acceptance and re�ects the aspect ratio

of the TPCs (rectangular in the 𝑥𝑦 plane) and the bending of particles in the magnetic �eld. At particle

momenta of ∼5GeV/𝑐 , the TPCs provide full coverage for 𝑝T ≤ 0.2GeV/𝑐 increasing up to 𝑝T ≤ 1GeV/𝑐
at∼30GeV/𝑐 . Due to the requirement on the number of clusters in the di�erent TPCs (cf. Section 3.4), the

coverage decreases at higher momenta due to the forward gap between the TPCs and at lower momenta
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Figure 8: 𝛽 correction factors for the 158 GeV/𝑐 data set (see Fig. 23 in the appendix for 𝑝beam = 350 GeV/𝑐).

due to the strong bending of particles in the magnetic �eld. The �ducial acceptance cuts assure that

these e�ects are taken into account by a purely geometrical correction and the corresponding e�ciency

is simply given by the number of �ducial 𝜙 bins in the map of the (𝜙 , 𝑝 , 𝑝T) acceptance.

Other corrections subsumed in 𝛽 are related to the e�ciencies of the event selectionwhich, asmentioned

above, partially cancels out with the 𝛼 correction. By construction, the reconstruction and selection
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e�ciency within the �ducial acceptance is > 90%, but typically > 95%. 𝛽 also includes the e�ects of bin

migration due to the �nite momentum resolution (𝑛gen is counted in a bin of generated 𝑝 and 𝑝T whereas

𝑛̂ in a bin of reconstructed momenta). In most of the bins, this correction is at the sub-percent level,

as the bin width is much larger than the momentum resolution. Only at 𝑝 & 40 GeV/𝑐 this correction
becomes signi�cant but stays ≤ 5% over the whole phase space studied here.

Finally, 𝛽 also includes corrections for “feed-down”, i.e. the fact that a fraction of the measured particles

are not produced in the main target interaction, but instead, in processes like interactions of secondary

particles inside the target or in the detector material, or the decay of unstable particles which are pro-

duced in the main interaction. Therefore, in contrast to the corrections discussed before, which are

e�ciency corrections (𝑛̂/𝑛gen < 1), the feed-down correction gives rise to 𝑛̂/𝑛gen > 1. The particles

most a�ected by feed-down are protons and anti-protons for which a substantial fraction originates

from weak decays, most prominently the decays of Λ and Λ̄, leading to 𝛽 factors > 1 in 𝑝-𝑝T regions

where the other e�ciency-type corrections are near unity (see the p
±
panels in Fig. 8). Due to the po-

tentially large model dependence of this correction, it is treated with special care as detailed in the next

section.

7.2. Feed-down from weak decays

According to the two hadronic generators used here, the contribution of weak decays is negligible for

K
±
, but typically several percent for π±

and up to 20% for p
±
, depending on the phase-space bin. K

0

S

decays are responsible for & 70% of the feed-down to charged pions and Λ and Λ̄ decays dominate the

feed-down to p and p̄ respectively. The Λ(Λ̄) and K
0

S
production varies substantially among di�erent

hadronic event generators and therefore the model dependence on the 𝛽 correction for π±
and p

±
could

be very large. To avoid the corresponding large systematic uncertainties, we use here the measured

spectra of Λ, Λ̄, and K
0

S
to correct the feed-down contribution from these particles.

The procedure adopted for this purpose is based on a re-weighting of the simulated particles which are

produced from the decay of Λ, Λ̄, and K
0

S
, see also Ref. [35]. This weight is determined by the ratio, 𝑅,

between the reconstructed spectra of these spectra in data and simulation. In Fig. 9 we show examples

of the ratios for the three V
0
particles for the model Epos 1.99 and beam momentum of 158GeV/𝑐 . A �t

of 𝑅 as a function of 𝑝 and 𝑝T is performed by using a log-normal function in 𝑝 which parameters are

interpolated as a function of 𝑝T by a second-degree polynomial function. This parametrization is shown

as colored lines in Fig. 9. The weight given for the simulated particles is then computed by using the

parametrization of the ratio between measured and generated spectra. Note that since 𝑅 is calculated

from the ratio of reconstructed V
0
spectra without feed-down correction from heavier baryons such as

Ω and Ξ, it also adjusts the feed-down contribution from V
0
s produced in decays of these baryons.

Concerning the weak feed-down for the particle spectra of V
0
s, the correction is negligible for K

0

S
, but

can reach up to 25% for Λ and Λ̄, in which case the decaying particles are mostly charged and neutral Ξ
baryons as well as Ω±

. Since we did not measure the production spectra of these particles, this correction

is fully model-dependent with correspondingly larger uncertainties than achieved for π±
and p

±
from

the primary interaction.
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Figure 9: Ratio between the measured and generated spectra, 𝑅, as a function of 𝑝 (Epos 1.99) for Λ, Λ̄, and K
0

S

particles. The markers show di�erent 𝑝T bins and the colored lines show the result of the parametrization. On

the bottom of each panel the di�erences Δ between the observed value of 𝑅 and the parametrization divided by

its uncertainty 𝜎 are shown.

7.3. Integration over 𝒑T

For some purposes it is useful to calculate the single-di�erential spectra, 1/𝑁 d𝑛/d𝑝 , by integrating the

double-di�erential spectra given by Eq. (12) over 𝑝T. Since the measured spectra do not cover the full

𝑝T range, an extrapolation is needed to perform this integration. We therefore �t the double-di�erential

spectra as a function of 𝑝T for each 𝑝 bin and then use the integral of the �tted function to extrapolate

the measured spectra to full phase space in 𝑝T.

We found that a Gaussian function convoluted with an exponential one gives a very satisfactory de-

scription of the spectra. For the purpose of evaluating the systematic uncertainty of the extrapolation

we also used an exponential in transverse mass,𝑚T =
√
𝑝2
T
𝑐2 +𝑚2 𝑐4, which describes the data equally

well. The 𝑝T-integrated spectra are computed by summing the measured spectra over all the available

𝑝T bins and adding the integral of the �tted function over the remaining 𝑝T range. Single-di�erential

spectra are calculated only for 𝑝 bins where the fraction of the extrapolation is smaller than 5% of the

total for the charged hadrons and 20% for the V
0
particles.

7.4. Uncertainties

7.4.1. Statistical uncertainties

The statistical uncertainties of the measured spectra, Eq. (12), are dominated by the statistical uncer-

tainties of 𝑛̂I originating from the d𝐸/d𝑥-�t in case of charged hadrons and from the invariant-mass-�t

for V
0
particles. These are in general larger than the simple Poisson uncertainties, 𝜎 (𝑛̂I) &

√
𝑛̂I. Since

the number of target-removed tracks is substantially smaller than the target-inserted ones, the statis-

tical uncertainties on 𝑏 𝑛R can be neglected. Furthermore, the statistical uncertainty of 𝐶sim due to the

limited number of simulated tracks is taken into account, but it constitutes only a minor contribution

to the overall uncertainty.
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Figure 10: Systematic uncertainties of the single-di�erential spectra d𝑛/d𝑝 for the charged hadrons (top three

rows) and V
0
s (bottom row) as a function of momentum for the data set recorded with 𝑝beam = 158GeV/𝑐 (see

Fig. 24 in the appendix for 𝑝beam = 350 GeV/𝑐).
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7.4.2. Systematic uncertainties

The contributions of di�erent sources to the overall systematic uncertainty of the charged hadron and V
0

spectra as a function of 𝑝 are displayed in Fig. 10 and are listed in the following with the corresponding

label in the �gure given in brackets.

Modeling of the energy loss distributions (d𝑬/d𝒙) The uncertainties related to the d𝐸/d𝑥 model

used for the �t to establish the fractions of π±
, K

±
, and p

±
are estimated by repeating the �t with

di�erent con�gurations of the model of the d𝐸/d𝑥 distribution including di�erent assumptions of the

center position of the Gaussian constraints on the mean value of the d𝐸/d𝑥 of the six particles (moved

separately by two standard deviations in both directions) and di�erent assumptions of the shape and

signal dependence of the distribution (see Ref. [54] for more details). The resulting spectra obtained

with these model variations are compared to the standard spectra and the size of the uncertainties is

taken as the di�erences between the extreme cases and the standard one.

MinimumBias Interaction Trigger E�ciency (T2) Distortions of the spectra due to the minimum

bias interaction trigger are corrected for with the 𝐶sim correction factor, see Eq. (14). Since both, the

number of events and the number of tracks are a�ected by the trigger, the model di�erences were

estimated by combining both 𝛼 and 𝛽 factors. To compute the systematic uncertainties, we �rst isolate

the contributions of the trigger e�ciency to the correction factor, 𝛼𝑇 2 and 𝛽𝑇 2, and then compute the

factor 𝛼𝑇 2/𝛽𝑇 2 for the two event generators separately. The relative di�erences between the extreme

values of 𝛼𝑇 2/𝛽𝑇 2 and the average one are used to de�ne the relative systematic uncertainties.

Main-Vertex Cut (vtx Z) The model dependence of𝐶sim due to the cut on the 𝑧 position of the main

vertex in the event selection is evaluated analogously to the systematics of the interaction trigger.

Feed Down (FD) The systematic uncertainties of the feed-down correction are estimated by compar-

ing the di�erences between the corrections predicted by the two di�erent event generators. The corre-

sponding systematic uncertainties for the feed down to V
0
s are substantial, but since the predictions of

the feed down to π±
, K

±
, and p

±
from Λ, Λ̄, and K0

S
are constrained to the V

0
data, the feed-down-related

systematics for the charged hadron spectra are small.

Event Topology (RST/WST) The data set is subdivided into two statistically independent subsets

based on the sign of the product 𝑞 cos𝜙 , where 𝑞 denotes the charge and 𝜙 is the azimuthal angle (see

Section 3.4). Since neither the beam nor the target is polarized, we expect identical spectra for the two

data sets. Di�erences between the particle spectra derived for the two data sets are small (. 3% in most

of the phase space bins), but larger than the statistical uncertainties. We interpret these di�erences

as an evaluation of the residual disagreement between the measured data and the idealized detector

simulation originating from e.g. calibration uncertainties not present in the simulated events and add

them in quadrature to the other contributions.

20



Selection of V0 candidates (V0 sel.) The minimum number of clusters required for the daughter

tracks of the V
0
selection is changed from 30 to 20 and both, the signal extraction and the calculation

of 𝐶sim, are repeated. This cut variation results in slightly di�erent V
0
spectra and the di�erences are

conservatively added to the overall systematic uncertainty of the V
0
spectra.

𝒎inv Background Model (BG) The shape of the background used for the 𝑚inv �t of V
0
candidates

is changed from a second-degree to a third-degree polynomial. The systematic uncertainty related to

the background subtraction is then estimated as the relative di�erence between the particle multiplicity,

obtained by the new background function, and the standard one.

7.5. Results

The measured double-di�erential spectra of π±
, K

±
, p

±
, Λ, Λ̄, and K0

S
spectra in π−

- C interactions at 158

and 350GeV/𝑐 are shown in Figs. 11 to 13. The single-di�erential, 𝑝T-integrated spectra are displayed

in Figs. 15 and 16 and will be discussed in more detail in the next Section. Tables of the measured spectra

can be downloaded at [61].

8. Discussion

For a �rst assessment of the validity of hadronic interaction models used in air-shower simulations, we

compare the ratio of measured particle spectra to the model predictions in Fig. 14. Solid lines denote

recent model-tunes [62–66] based on LHC and �xed target data, whereas dashed lines show previous

versions of these models [29, 43]. Most of the models agree reasonably well with the measured pion

charge ratio shown in the �rst row of Fig. 14, but both versions of the Sibyll model overpredict the

ratio at high particle momenta for the 158GeV/𝑐 data set. The kaon charge ratio in the second row is

best described by Epos LHC. All models underpredict the antiproton-to-proton ratio at low momenta

shown in the third row and the shape of the momentum-dependence of this ratio with two in�ection

points is best reproduced by Epos 1.99. We compare the production of charged to neutral kaons in the

fourth row by computing the ratio of
1

2
(K+ + K

−) to K
0

S
, where K is the shorthand for the production

spectrum of the particles. This ratio is expected to be unity from simple arguments based on the counting

of valence quarks of the beam and target. Indeed all models but the old version of Sibyll predict a value

close to 1 whereas our data suggest values in the range of 1.2 to 1.3. The di�erence to the expectation

of 1 is about three times the systematic uncertainty assigned to the integrated kaon spectra, see Figs. 10

and 24. Finally, the ratio of Λ̄ to Λ baryons is best described by the Epos 1.99 model, whereas all recent

model re-tunes slightly overpredict the production of Λ̄ at intermediate momenta of 𝑝/𝑝beam ∼ 0.1.

Furthermore, we compare the 𝑝T-integrated data to predictions from hadronic interaction models in

Figs. 15 to 17. As can be seen, none of the models provides a satisfactory description of our data and each

of the recent re-tunes has its own de�ciencies. Of all the models, Sibyll 2.3c gives the worst description

of the charged pion spectra and it under-predicts p̄ and Λ̄ production. QGSJet II-04 fails spectacularly to

reproduce kaon-production in π−
- C interactions and also produces too few p̄ and Λ̄ particles. In many

aspects, the previous version of the Epos model (Epos 1.99) gives a better prediction of our data than

the current Epos LHC version. In particular, Epos 1.99 provides the best description of the charged pion

spectra and a near-spot-on prediction of p̄ production, whereas the newer version of the model gives
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Figure 11: Production spectra of π±
, K

±
and p(p̄) in π−

- C interactions at 𝑝beam = 158GeV/𝑐 . For each bin in

momentum 𝑝 , the spectrum was multiplied by 10
𝑚
with the value of𝑚 shown on the right. Error bars show the

statistical uncertainties and are most of the times smaller than the marker size.
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Figure 12: Production spectra of π±
, K

±
and p(p̄) in π−

- C interactions at 𝑝beam = 350GeV/𝑐 . For each bin in

momentum 𝑝 , the spectrum was multiplied by 10
𝑚
with the value of𝑚 shown on the right. Error bars show the

statistical uncertainties and are most of the times smaller than the marker size.
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Figure 13: Production spectra of Λ, Λ̄ and K
0

S
in π−

- C interactions at 𝑝beam = 158 and 350GeV/𝑐 . For each bin in

momentum 𝑝 , the spectrum was multiplied by 10
𝑚
with the value of𝑚 shown on the right. Error bars show the

statistical uncertainties.

24



1

1.2

1.4

1.6

1.8

2

+ π/− π

 + C at 158 GeV/c−π

data
EPOS1.99
Sibyll2.1
Sibyll2.3c
QGSJetII-04
EPOS-LHC

 + C at 158 GeV/c−π  + C at 350 GeV/c−π  + C at 350 GeV/c−π

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

+
/K−

K

0

0.2

0.4

0.6

0.8

1

1.2

1.4

/pp

0.4

0.6

0.8

1

1.2

1.4

1.6

S0
) 

/ K
−

 +
 K

+
1/

2 
(K

2−10 1−10

beam
p/p

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

Λ/
Λ

2−10 1−10

beam
p/p
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Figure 15: Comparison of the 𝑝T-integrated particle production spectra of π±
, K

±
and p(p̄) at 158GeV/𝑐 with pre-

dictions of hadronic interaction models. The data is shown as black circles with statistical error bars. Systematic

uncertainties are displayed by gray rectangles.
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Figure 16: Comparison of the 𝑝T-integrated particle production spectra of π±
, K

±
and p(p̄) at 350GeV/𝑐 with pre-

dictions of hadronic interaction models. The data is shown as black circles with statistical error bars. Systematic

uncertainties are displayed by gray rectangles.
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Figure 17: Comparison of the 𝑝T-integrated particle production spectra of Λ, Λ̄ and K
0

S
at 158 and 350GeV/𝑐 with

predictions of hadronic interaction models. The data is shown as black circles with statistical error bars. System-

atic uncertainties are displayed by gray rectangles.
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the best match to our Λ̄ measurements. It will be interesting to see air shower predictions of future

versions of these models that describe all aspects of our data.

For a further qualitative analysis of the relevance of this measurement to the “muon puzzle” in cosmic-

ray-induced air showers, it is useful to recall that the key to model muon production in air showers is to

correctly predict the fraction 𝑓 of the energy that remains in the hadronic cascade in each interaction

and is not lost to the electromagnetic component via π0
production. In a simpli�ed model with the

production of only charged and neutral pions, this fraction is 𝑓 = 2/3 and after 𝑛 interactions (2/3)𝑛
of the initial energy is left in the hadronic component. Muons are produced when the pions reach low

energies and decay, which happens after about 𝑛 = 8 generations of interactions for an air shower

induced by a primary of 10
20
eV [67]. In a more realistic scenario the energy transfer to the hadronic

component is 𝑓 = (2/3+Δ), where Δ accounts for hadronic particles without dominant electromagnetic

decay channels such as ρ0 mesons [63, 68] or baryons [29]. Then a fraction of (2/3 + Δ)𝑛 ≈ (2/3)𝑛 (1 +
3/2 𝑛 Δ) of the initial cosmic-ray energy can produce muons after 𝑛 interactions and only if the value of

Δ is accurately known throughout the whole chain of interactions, there is hope for a precise prediction

of the muon number in air showers.

The production of ρ0 mesons in π−
- C interactions has already been addressed by NA61/SHINE in

Ref. [69] and the integrated production spectrum gives Δρ0 =
(
7.7±0.1(stat.)±0.2(syst.)

)
% at 158GeV/𝑐 .

Here we can comment on the baryon production for which the best proxy is the production of anti-

protons since protons can also originate from target fragmentation. The average energy fraction trans-

ferred to anti-protons is displayed in Fig. 18, and is obtained by integrating the measured 𝑝 d𝑛/d𝑝 spec-

tra including an extrapolation to the full beam momentum [54]. This gives Δp̄ =
(
1.59 ± 0.01(stat.) ±

0.07(syst.) ± 0.01(mod.)
)
% and

(
1.76 ± 0.01(stat.) ± 0.08(syst.) ± 0.35(mod.)

)
% at 158 and 350GeV/𝑐 ,

where the last of the three quoted uncertainties is due to the model-dependence of the extrapolation

to full beam momentum. Note that the anti-proton fraction constrains the production of p, p̄, n, and

n̄, i.e. naively Δbaryon ∼ 4Δp̄. Numerically we �nd Δbaryon ∼ Δρ0 , i.e. both processes are about equally

important for the evolution of air showers. Our measurement can be used to normalize the model dif-

ferences at low energies (cf. Fig. 18), leaving then only the energy-evolution of Δbaryon as the remaining

uncertainty of baryon production in air showers.

9. Summary

In this article, we presented a new measurement of particle production in interactions of negatively

charged pions with carbon nuclei at beam momenta of 158 and 350GeV/𝑐 . We estimated the production

cross section and determined the double-di�erential 𝑝-𝑝T spectra of produced π±
, K

±
, p

±
, Λ, Λ̄, and

K
0

S
. This measurement provides a unique reference data set with unprecedented precision and large

phase-space coverage to enable future tuning of models used for the simulation of particle production

in extensive air showers in which pions are the most numerous projectiles. None of the current state-

of-the art hadronic interaction models describes the measured particle spectra well. A tuning of these

models to match the measurements from NA61/SHINE at SPS energies will signi�cantly reduce the

uncertainties in predictions of muons in air showers.
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A. Cross Section

The interaction trigger is set by an o�ine requirement on the absence of tracks within a radius 𝑟trig with

respect to the beam particle 3.7m downstream of the target, i.e. after passing through the magnetic �eld

of the �rst superconducting dipole magnet. To ease a possible re-analysis of the measured trigger cross

section with di�erent choice of model corrections, we show a visual representation of the e�ciency of

this requirement as a function of curvature𝑞/𝑝 and transverse momentum 𝑝T in Fig. 19. These e�ciency

maps are available electronically at [61]. The cumulative e�ciencies for our choice of models is shown

in Fig. 20 as a function of 𝑟trig. These e�ciencies can be thought of as the result of folding the (𝑞/𝑝, 𝑝T)-
distribution of a speci�c process with the two-dimensional e�ciency map.
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Figure 19: E�ciency of the interaction trigger for particles with a certain curvature𝑞/𝑝 and transversemomentum

𝑝T for the two beam energies 158 (left, trigger radius 0.9 cm) and 350GeV/𝑐 (right, trigger radius 0.6 cm).
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Figure 20: Fraction of events leading to a forward particle within a given radial trigger distance from the beam.

Columns show from left to right simulations of elastic, quasi-elastic and production interactions. The top row

shows the fractions for beam energies of 158 GeV/𝑐 and the bottom row for 350 GeV/𝑐 .
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B. Binning

The data analysis is performed by splitting the data into 2-dimensional phase-space bins of the 𝑝 and 𝑝T
variables. For the charged hadron analysis a unique phase-space binning was de�ned. The 𝑝 intervals

are nearly uniform in lg 𝑝 . Only small adjustments were done to move the crossing points of the energy

deposit function of di�erent particles closer to the center of the bins. Since some of these bins in the

crossing regions will be removed from the analysis, this strategy has been e�ective to reduce the number

of removed bins. The average width of the lg𝑝 intervals is Δ lg (𝑝/(GeV/𝑐)) = 0.1. Concerning the 𝑝T
intervals, the bin width increases with 𝑝T from Δ𝑝T = 0.1 to 0.5 GeV/𝑐 . In Fig. 21 we show the phase-

space binning used for the charged hadron analysis.

Because the V
0
analysis is done independently for the Λ, Λ̄, and K

0

S
, the phase-space binning is not

required to be unique. However, because the statistics is similar for Λ and Λ̄, the same binning was

de�ned for these two particles. For either Λ(Λ̄) or K0

S
the 𝑝 intervals vary from Δ lg (𝑝/(GeV/𝑐)) = 0.2

to 0.3. Concerning the 𝑝T intervals, the widths vary from Δ𝑝T = 0.2 to 0.8. In Fig. 22 we show the

binning used for the V
0
analysis.
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Figure 21: Illustration of the phase-space binning used for the charged hadron analysis.
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Figure 22: Illustration of the phase-space binning used for the V
0
analysis. The plot on the left show the binning

used for Λ and Λ̄, and the plot on the right shows the binning used for K
0

S
.
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C. Additional Plots for the 350 GeV/𝒄 Data Set

For amore concise �ow of themain part of this article, some of the plots are only shown for the 158GeV/𝑐
data set. In this appendix, the counterparts for the 350GeV/𝑐 data are presented.
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Figure 23: 𝛽 correction factors for the 350 GeV/𝑐 data set .
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Figure 24: Systematic uncertainties of the single-di�erential spectra d𝑛/d𝑝 for the charged hadrons (top three

rows) and V
0
s (bottom row) as a function of momentum for the data set recorded with 𝑝beam = 350GeV/𝑐 .
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Figure 25: Energy deposit vs momentum of negatively and positively charged tracks for the 350 GeV/𝑐 data set.

The dashed lines indicate the average energy deposit for each particle type .
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