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Evidence for the charge asymmetry in 𝒑 𝒑 → 𝒕 𝒕
production at

√
𝒔 = 13 TeV with the ATLAS detector

The ATLAS Collaboration

Inclusive and differential measurements of the top–antitop (𝑡𝑡) charge asymmetry 𝐴𝑡𝑡
C and the

leptonic asymmetry 𝐴ℓℓ̄C are presented in proton–proton collisions at
√
𝑠 = 13 TeV recorded

by the ATLAS experiment at the CERN Large Hadron Collider. The measurement uses the
complete Run 2 dataset, corresponding to an integrated luminosity of 139 fb−1, combines
data in the single-lepton and dilepton channels, and employs reconstruction techniques
adapted to both the resolved and boosted topologies. A Bayesian unfolding procedure is
performed to correct for detector resolution and acceptance effects. The combined inclusive
𝑡𝑡 charge asymmetry is measured to be 𝐴𝑡𝑡

C = 0.0068 ± 0.0015, which differs from zero
by 4.7 standard deviations. Differential measurements are performed as a function of the
invariant mass, transverse momentum and longitudinal boost of the 𝑡𝑡 system. Both the
inclusive and differential measurements are found to be compatible with the Standard Model
predictions, at next-to-next-to-leading order in quantum chromodynamics perturbation theory
with next-to-leading-order electroweak corrections. The measurements are interpreted in the
framework of the Standard Model effective field theory, placing competitive bounds on several
Wilson coefficients.
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1 Introduction

The large mass of the top quark, which is close to the electroweak symmetry breaking scale, indicates
that this particle could play a special role in beyond the Standard Model (BSM) theories. Due to the large
top-pair production (𝑡𝑡) cross-section for

√
𝑠 = 13 TeV proton–proton (𝑝𝑝) collisions [1, 2], the Large

Hadron Collider (LHC) experiments collected an unprecedented number of events in which a top-pair is
produced. The top quark has a very short lifetime (𝜏𝑡 ≈ 0.5 × 10−24 s) and decays before hadronisation
(𝜏had ∼ 10−23 s) [3]; therefore, several of its properties may be measured precisely from studies of the
top quark’s decay products. These measurements test predictions of quantum chromodynamics (QCD),
which provides the largest contribution to 𝑡𝑡 production, and probe potential contributions from couplings
between the top quark and BSM particles [4–6].

Production of top-quark pairs is symmetric at leading order (LO) under charge conjugation, and production
via gluon fusion (the dominant mechanism at the LHC) is symmetric to all orders. An asymmetry between
the 𝑡 and 𝑡 originates from interference of the higher-order amplitudes in the 𝑞𝑞 and 𝑞𝑔 initial states, with
the 𝑞𝑞 annihilation contribution dominating [7, 8]. The 𝑞𝑔 → 𝑡𝑡𝑔 production process is also asymmetric,
but its cross-section is much smaller than that of 𝑞𝑞. As a consequence of these asymmetries, the top quark
(top antiquark) is preferentially produced in the direction of the incoming quark (antiquark).

At a 𝑝𝑝 collider the preferential direction of the incoming quark (antiquark) almost always coincides with
that of the proton (antiproton). The forward–backward asymmetry 𝐴FB is sizeable, O(10%), and can be
measured directly [9–12]. The CDF and D0 collaborations initially reported measurements of 𝐴FB that
were in some tension with the next-to-leading-order (NLO) Standard Model (SM) prediction. However, the
Tevatron legacy results are in good agreement with higher-order calculations [11–16].

The LHC is a 𝑝𝑝 collider. Since the colliding beams are symmetric, it is not possible to measure 𝐴FB as
there is no preferential direction for either the top quark or the top antiquark. However, due to the difference
in the proton parton distribution functions, on average the valence quarks carry a larger fraction of the
proton momentum than the sea antiquarks. This results in more forward-rapidity top quarks and more
central-rapidity top antiquarks. A central–forward charge asymmetry for 𝑡𝑡 production, referred to as the
charge asymmetry (𝐴𝑡𝑡

C ) [9, 17, 18] is defined as:

𝐴𝑡𝑡
C =

𝑁 (Δ|𝑦𝑡𝑡 | > 0) − 𝑁 (Δ|𝑦𝑡𝑡 | < 0)
𝑁 (Δ|𝑦𝑡𝑡 | > 0) + 𝑁 (Δ|𝑦𝑡𝑡 | < 0)

, (1)

where Δ|𝑦𝑡𝑡 | = |𝑦𝑡 | − |𝑦𝑡 | is the difference between the absolute value of the top-quark rapidity |𝑦𝑡 | and the
absolute value of the top-antiquark rapidity |𝑦𝑡 |. At the LHC, since the top-pair production contributions
from 𝑞𝑞 and 𝑞𝑔 initial states are small, the dominant charge symmetric 𝑔𝑔 → 𝑡𝑡 process dilutes the
measurable asymmetry and the inclusive charge asymmetry is a subtle O(1%) effect.

A SM calculation at next-to-next-to-leading-order (NNLO) accuracy in the strong coupling and with
NLO electroweak (EW) corrections predicts the inclusive charge asymmetry defined in Eq. (1) to be
0.0064+0.0005−0.0006 [19], where the uncertainty includes renormalisation and factorisation scale variations
and PDF uncertainties. The ’unexpanded’ result of Ref. [19] is used, in which both the numerator and
denominator are evaluated through the corresponding order in perturbation theory and then the ratio is
taken. At the NLO, the contribution from EW corrections is about 13% for the inclusive asymmetry and
almost 20% when the invariant mass of the 𝑡𝑡 system is above 1 TeV [20] in the differential case.
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In events with two final-state leptons, an additional leptonic charge asymmetry is defined using the
pseudorapidity of the charged leptons:

𝐴ℓℓ̄C =
𝑁 (Δ|𝜂ℓℓ̄ | > 0) − 𝑁 (Δ|𝜂ℓℓ̄ | < 0)
𝑁 (Δ|𝜂ℓℓ̄ | > 0) + 𝑁 (Δ|𝜂ℓℓ̄ | < 0)

, (2)

with Δ|𝜂ℓℓ̄ | = |𝜂ℓ̄ | − |𝜂ℓ |, and where 𝑁 (Δ|𝜂ℓℓ̄ | > 0) and 𝑁 (Δ|𝜂ℓℓ̄ | < 0) represent the number of events
with positive and negative Δ|𝜂ℓℓ̄ |, respectively. The leptonic asymmetry is slightly diluted relative to the
underlying top-quark asymmetry, but has the advantage that reconstruction of the top-quark pair is not
required; only the directions and charges of the leptons are needed.

A SM calculation at NLO in QCD, including NLO EW corrections, predicts the inclusive 𝐴ℓℓ̄C asymmetry
defined in Eq. (2) to be 0.0040+0.0002−0.0001 [20]. The uncertainty includes renormalisation and factorisation
scale variations and PDF uncertainties.

Several BSM processes, such as anomalous vector or axial-vector couplings (e.g. axigluons), heavy 𝑍 ′

bosons, or processes which interfere with the SM, can alter 𝐴𝑡𝑡
C [4–6, 17, 21–28]. Some BSM models also

predict charge asymmetries which vary as a function of the invariant mass 𝑚𝑡𝑡 , the transverse momentum
𝑝T,𝑡𝑡 and the longitudinal boost of the 𝑡𝑡 system along the 𝑧-axis, 𝛽z,𝑡𝑡 .1 In particular, BSM effects are
expected to be enhanced in specific kinematic regions, for example, when 𝛽z,𝑡𝑡 or 𝑚𝑡𝑡 is large [29].

The measurements performed so far by both the ATLAS and CMS collaborations at
√
𝑠 = 7, 8 and 13 TeV,

in different decay channels and topologies, have demonstrated good agreement with SM predictions [30–40].
However, even for the combined ATLAS and CMS inclusive and differential measurements in the lepton+jet
channel at

√
𝑠 = 7 and

√
𝑠 = 8 TeV [41], uncertainties in the inclusive regions and in kinematic regions

such as those with high 𝑚𝑡𝑡 are statistically dominated and do not have sufficient sensitivity to exclude
many BSM signals, nor to claim evidence for charge asymmetry at the LHC.

This paper reports the measurement of 𝐴𝑡𝑡
C and 𝐴

ℓℓ̄
C with the full Run 2 data at

√
𝑠 = 13 TeV collected in

2015–2018 by the ATLAS experiment at the LHC. The 𝐴𝑡𝑡
C measurement is performed in 𝑡𝑡 events with

a single isolated lepton in the final state (single-lepton), in both the resolved and boosted topologies of
the top-quark decays, and in 𝑡𝑡 events with two isolated leptons in the final state (dilepton) in the resolved
topology only. The 𝐴𝑡𝑡

C measurements in all topologies are combined inclusively, as well as differentially
as a function of 𝑚𝑡𝑡 , 𝛽z,𝑡𝑡 and 𝑝T,𝑡𝑡 . The inclusive and differential 𝐴ℓℓ̄C measurements (as a function of
𝑚ℓℓ̄ , 𝑝T,ℓℓ̄ and 𝛽z,ℓℓ̄) are made in the dilepton final state in the resolved topology only. In the resolved
topology, each of the top-quark decay products is reconstructed as an individual object, while in the boosted
topology the products of hadronically decaying top (anti)quark are collimated into one object, a large-𝑅 jet.
A Bayesian unfolding procedure [42] is applied to correct for acceptance and detector effects, resulting in
parton-level 𝐴C measurements for comparison with fixed-order theory predictions.

The combined results of the 𝐴𝑡𝑡
C inclusive measurement and the differential measurement versus 𝑚𝑡𝑡 are

interpreted in the framework of the SM effective field theory (SMEFT) [43]. Bounds are placed on the
Wilson coefficients of dimension-six operators that affect top-quark pair production at the LHC, including

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the 𝑧-axis along the beam pipe. The 𝑥-axis points from the IP to the centre of the LHC ring, and the 𝑦-axis points
upwards. Cylindrical coordinates (𝑟, 𝜙) are used in the transverse plane, 𝜙 being the azimuthal angle around the 𝑧-axis.
The pseudorapidity is defined in terms of the polar angle 𝜃 as 𝜂 = − ln tan(𝜃/2). Angular distance is measured in units of
Δ𝑅 ≡

√︁
(Δ𝜂)2 + (Δ𝜙)2.
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14 four-fermion operators and an operator that modifies the top–gluon interaction [44, 45]. The bounds are
compared with the bounds obtained from the energy asymmetry measurement [46] in 𝑡𝑡+jet production.

The paper is organised as follows. The ATLAS detector is described in Section 2, while the object
definitions and the signal and background modelling are detailed in Sections 3 and 4, respectively. The
event selection is described in Section 5. The unfolding procedure is presented in Section 6. Section 7
discusses the systematic uncertainties. The results, including the EFT interpretation of 𝐴𝑡𝑡

C results, are
shown in Section 8. The conclusions are given in Section 9.

2 ATLAS detector

The ATLAS detector [47] at the LHC covers nearly the entire solid angle around the collision point. It
consists of an inner tracking detector surrounded by a thin superconducting solenoid, electromagnetic and
hadron calorimeters, and a muon spectrometer incorporating three large superconducting air-core toroidal
magnets.

The inner-detector system (ID) is immersed in a 2 T axial magnetic field and provides charged-particle
tracking in the pseudorapidity range |𝜂 | < 2.5. The high-granularity silicon pixel detector covers the vertex
region and typically provides four measurements per track, the first hit normally being in the insertable
B-layer (IBL) installed before Run 2 [48, 49]. It is followed by the silicon microstrip tracker (SCT), which
usually provides eight measurements per track. These silicon detectors are complemented by the transition
radiation tracker (TRT), which enables radially extended track reconstruction up to |𝜂 | = 2.0. The TRT
also provides electron identification information based on the fraction of hits (typically 30 in total) above a
higher energy-deposit threshold corresponding to transition radiation.

The calorimeter system covers the pseudorapidity range |𝜂 | < 4.9. Within the region |𝜂 | < 3.2,
electromagnetic calorimetry is provided by barrel and endcap high-granularity lead/liquid-argon (LAr)
calorimeters, with an additional thin LAr presampler covering |𝜂 | < 1.8 to correct for energy loss in material
upstream of the calorimeters. Hadron calorimetry is provided by the steel/scintillator-tile calorimeter,
segmented into three barrel structures within |𝜂 | < 1.7, and two copper/LAr hadron endcap calorimeters.
The solid angle coverage is completed with forward copper/LAr and tungsten/LAr calorimeter modules
optimised for electromagnetic and hadronic energy measurements respectively.

The muon spectrometer (MS) comprises separate trigger and high-precision tracking chambers measuring
the deflection of muons in a magnetic field generated by the superconducting air-core toroidal magnets.
The field integral of the toroids ranges between 2.0 and 6.0 Tm across most of the detector. A set of
precision chambers covers the region |𝜂 | < 2.7 with three layers of monitored drift tubes, complemented by
cathode-strip chambers in the forward region, where the background is highest. The muon trigger system
covers the range |𝜂 | < 2.4 with resistive-plate chambers in the barrel, and thin-gap chambers in the endcap
regions.

Interesting events are selected by the first-level trigger system implemented in custom hardware, followed
by selections made by algorithms implemented in software in the high-level trigger [50]. The first-level
trigger accepts events from the 40MHz bunch crossings at a rate below 100 kHz, which the high-level
trigger further reduces in order to record events to disk at about 1 kHz.

An extensive software suite [51] is used in data simulation, in the reconstruction and analysis of real and
simulated data, in detector operations, and in the trigger and data acquisition systems of the experiment.
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3 Object definition and reconstruction

This section defines the final-state objects at detector and parton level. The objects are used to characterise
the event topologies and to define phase-space regions for the asymmetry measurements.

3.1 Detector-level objects

The primary vertex (PV) of an event is that which has the highest scalar sum of the squared transverse
momenta, 𝑝2T, over all associated ID tracks [52] with 𝑝T > 0.5 GeV. At least two tracks are required.

Electron candidates are reconstructed from clusters of energy deposits in the EM calorimeter that are
matched to tracks in the ID [53]. Candidates are required to have a transverse energy 𝐸T greater than
28GeV and |𝜂cluster | < 2.47. If 𝜂cluster is within the transition region between the barrel and the endcap of
the LAr calorimeter (1.37 < |𝜂cluster | < 1.52) the electron candidate is removed. A multivariate algorithm
is used to select signal electrons, which have to satisfy a ‘tight’ likelihood-based quality criterion including
shower shape and track selection requirements [54]. The transverse impact parameter 𝑑0 of each electron
candidate divided by its estimated uncertainty is required to be |𝑑0 |/𝜎(𝑑0) < 5, while the longitudinal
impact parameter 𝑧0 must satisfy |𝑧0 sin 𝜃 | < 0.5mm. The electron candidates have to pass 𝑝T- and
𝜂-dependent isolation requirements based on their tracks and clusters.

Muon candidates are reconstructed from ID tracks combined with track segments or full tracks in the
MS [55]. Candidates are required to fulfil the ‘medium’ identification quality criteria. Only muon
candidates within |𝜂 | < 2.5, with 𝑝T > 28 GeV, and satisfying impact parameter criteria of |𝑑0 |/𝜎(𝑑0) < 3
and |𝑧0 sin 𝜃 | < 0.5mm, are selected. For muon candidates, the track isolation is defined similarly to
electron candidates.

Jets are reconstructed from calibrated topological clusters of calorimeter-cell energies [56] by using the
anti-𝑘𝑡 algorithm [57, 58] with a radius parameter 𝑅 = 0.4 (small-𝑅 jets). The jet energy is corrected for
pile-up effects using a jet-area method [59] and further corrected using a calibration based on both Monte
Carlo (MC) simulations and data [60]. Only jets with 𝑝T > 25 GeV and |𝜂 | < 2.5 are selected. Additionally,
for jets with 𝑝T < 60 GeV and |𝜂 | < 2.4, a ‘jet vertex tagger’ (JVT) [61] is used to discriminate between
jets originating from the PV and those produced in pile-up collisions. The selected JVT working point
provides an average efficiency of 92% for hard-scatter jets and a rejection factor of 99% for pile-up jets.

Small-𝑅 jets containing 𝑏-hadrons are identified (‘𝑏-tagged’) using a multivariate algorithm, MV2c10 [62],
which combines information about track impact parameters and secondary vertices reconstructed within
the jet. In the simulated 𝑡𝑡 events, the operating point for this algorithm provides an efficiency of 77% to
tag 𝑏-quark jets. The corresponding rejection factors for jets originating from a 𝑐-quark, light quark, or
𝜏-lepton are 5, 115, and 20, respectively. To account for possible mismodelling causing differences between
the predicted and observed selection efficiencies for the different quark-flavour jets and for jets originating
from hadronically decaying 𝜏-leptons, per-jet scale factors are obtained from 𝑡𝑡 events in data [62].

Large-𝑅 jets are reconstructed with the anti-𝑘𝑡 algorithm from the individually calibrated topological cell
clusters, using a radius parameter 𝑅 = 1.0, and then calibrated using simulation [63]. They are subsequently
trimmed [64] to remove the effects of pile-up and underlying events. Trimming is a technique in which
the original constituents of the jets are reclustered using the 𝑘𝑡 algorithm [65] with a distance parameter
𝑅sub, in order to produce a collection of sub-jets. Sub-jets with a fraction of the large-𝑅 jet 𝑝T less than a
calibrated threshold 𝑓cut are removed. The trimming parameters used in this analysis are 𝑅sub = 0.2 and
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𝑓cut = 5% based on previous studies [66]. The large-𝑅 jet moments (e.g. mass, 𝜏32 [67]) are calculated
using only the constituents of the selected sub-jets.

The missing transverse momentum [68], with magnitude 𝐸missT , is calculated from a vectorial sum of all
reconstructed objects. These include calibrated electrons, muons, photons, hadronically decaying 𝜏-leptons,
and reconstructed small-𝑅 jets. They are combined with soft hadronic activity measured as reconstructed
charged-particle tracks associated with the PV but not with other objects.

In order to avoid double counting of the same energy clusters or tracks as different object types, an overlap
removal procedure is applied. Firstly, electron candidates sharing a track with any muon candidates are
removed. Secondly, if the distance between a small-𝑅 jet and an electron candidate is Δ𝑅 < 0.2, the jet is
removed. If multiple small-𝑅 jets are found with this requirement, only the closest small-𝑅 jet is removed.
If the distance between a small-𝑅 jet and an electron candidate is 0.2 < Δ𝑅 < 0.4, then the electron
candidate is removed. If the distance between a small-𝑅 jet and any muon candidate is Δ𝑅 < 0.4, the muon
candidate is removed if the small-𝑅 jet has more than two associated tracks, otherwise the small-𝑅 jet is
removed. Finally, if the distance between a large-𝑅 jet and an electron candidate is Δ𝑅 < 1.0, the large-𝑅
jet is removed.

3.2 Parton-level objects

Unfolding requires a definition of parton-level 𝑡 and 𝑡 quarks. For this measurement, a parton-based
definition using generator-level information is used. The top-(anti)quark four-momentum is obtained from
MC events, taking the last 𝑡 (𝑡) in the decay chain, just after final-state radiation (FSR) but before it decays.
The 𝐴𝑡𝑡

C measurements are corrected for reconstruction and acceptance effects to parton level in the full
phase-space.

In the measurement of the leptonic asymmetry, the leptons are defined as prompt particles from𝑊-boson
decays in the MC event record, where the𝑊 bosons originate from top-quark decays. The lepton momenta
are taken prior to QED radiation. The unfolded 𝐴ℓℓ̄C is obtained in the reduced phase-space defined by the
requirement |Δ|𝜂ℓℓ̄ | | < 2.5.

4 Signal and background modelling

All signal and background processes are modelled using MC simulations, with the exception of non-prompt-
lepton and fake-lepton backgrounds, which are estimated using data-driven methods (see Section 4.4). All
simulated samples used EvtGen 1.6.0 [69] to model the decays of heavy hadrons, with the exception of
some background samples generated with Sherpa [70]. Most of the MC samples were processed using a full
simulation [71] of the detector response with the Geant4 toolkit [72]. Samples used to estimate systematic
uncertainties in the modelling were obtained either by reweighting the default full-simulation samples or by
using fast simulation software (ATLFAST-II [71]) to parameterise the showers in the calorimeter. To model
additional 𝑝𝑝 interactions from the same or neighbouring bunch crossings, the hard-scattering events were
overlaid with a set of minimum-bias interactions generated using Pythia 8 [73] and the MSTW2008lo [74]
parton distribution function (PDF) set with the A3 [75] tuned parameter settings. Finally, the simulated
MC events are reconstructed using the same software as the data. More details of the MC samples for the
signal and for each background are provided in the following.
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4.1 𝒕 𝒕 signal

All 𝑡𝑡 samples were generated with a top-quark mass of 𝑚top = 172.5GeV and are normalised to the
inclusive production cross-section of 𝜎(𝑡𝑡) = 832 ± 51 pb. This cross-section is calculated at NNLO in
QCD including the resummation of next-to-next-to-leading-logarithm (NNLL) soft-gluon terms using
Top++ 2.0 [76–82]. The uncertainties in the cross-section due to the PDF and 𝛼s are calculated using
the PDF4LHC prescription [83] with the MSTW2008nnlo 68% CL [74, 84], CT10nnlo [85, 86] and
NNPDF2.3 5f FFN [87] PDF sets, and are added in quadrature to the effect of the scale uncertainty.

The nominal 𝑡𝑡 events were generated with the PowhegBox v2 [88–94] generator, which provides matrix
elements at NLO in the strong coupling constant 𝛼s, with the NNPDF3.0nlo [95] PDF and the ℎdamp
parameter2 set to 1.5𝑚top [96]. The functional form of the renormalisation and factorisation scales (𝜇r and
𝜇f) was set to the nominal scale of

√︃
𝑚2top + 𝑝2T,top. The events were interfaced with Pythia 8.230 [73] for the

parton shower (PS) and hadronisation, using the A14 set of tuned parameters [97] and the NNPDF2.3lo [95]
PDF set.

To study the 𝑡𝑡 modelling uncertainties, alternative MC samples are considered. Particular samples were
simulated using a parameterised detector shower response in ATLFAST-II, and compared with a version of
the nominal sample which was produced in the same way.

The impact of choosing a different PS and hadronisation model is evaluated by comparing the nominal 𝑡𝑡
signal sample with an alternative sample from the nominal matrix-element (ME) generator interfaced with
Herwig 7.04 [98, 99] instead of Pythia 8.230, and using the H7UE set of tuned parameters [99, 100] and
the MMHT2014lo PDF set [101].

The Protos generator [102] with the CTEQ6L1 PDF set [103] was used to generate 𝑡𝑡 samples predicting
different asymmetry values due to the inclusion of a new heavy axigluon. The generated samples contain
only parton-level information, which is later used to reweight the nominal 𝑡𝑡 Powheg+Pythia 8 sample.

4.2 Single top

Single-top 𝑡𝑊 associated production was modelled using the PowhegBox v2 generator, which provides
MEs at NLO in 𝛼s, using the five-flavour scheme with the NNPDF3.0nlo PDF set. The functional form of
𝜇r and 𝜇f was set to the nominal scale of

√︃
𝑚2top + 𝑝2T,top. The diagram removal (DR) scheme [104] was

employed to treat the interference with 𝑡𝑡 production [96]. Dedicated samples using a diagram subtraction
(DS) scheme [104] are considered when evaluating the uncertainty due to the treatment of the overlap with
𝑡𝑡 production.

Single-top 𝑡-channel (𝑠-channel) production was modelled using the PowhegBox v2 generator, which
provides MEs at NLO in 𝛼s, using the four-flavour (five-flavour) scheme with the NNPDF3.0nlo PDF set.
The functional form of 𝜇r and 𝜇f is not determined by the heavy top quark, but was set to

√︃
𝑚2

𝑏
+ 𝑝2T,𝑏 [93],

following the arguments presented in Ref. [105]. For these processes, the events were interfaced with
Pythia 8.230 using the A14 parameter tune and the NNPDF2.3lo PDF set.

2 The ℎdamp parameter controls the 𝑝T of the first additional emission beyond the LO Feynman diagram in the parton shower and
therefore regulates the high-𝑝T emission against which the 𝑡𝑡 system recoils.
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Similarly to the 𝑡𝑡 samples, the impact of choosing a different PS and hadronisation model is evaluated
by comparing the nominal sample with an alternative sample from the nominal ME generator interfaced
instead with Herwig 7.04, using the H7UE set of tuned parameters and the MMHT2014lo PDF set.

4.3 𝑾 and 𝒁 bosons with additional jets

QCD 𝑉+jets production (𝑉 =𝑊 or 𝑍 boson) was simulated with the Sherpa 2.2.1 [70] PS MC generator.
In this set-up, NLO MEs for up to two jets, and LO MEs for up to four jets, were calculated with the
Comix [106] and OpenLoops [107, 108] libraries. The nominal Sherpa PS [109], based on Catani–Seymour
dipoles and the cluster hadronisation model [110], was used. This employs a dedicated set of tuned
parameters developed by the Sherpa authors and based on the NNPDF3.0nnlo PDF set [95]. The 𝑉+jets
samples are normalised to a NNLO prediction [111].

4.3.1 𝒁 calibration in the dilepton channel

Scaling factors are applied to the 𝑍+jets background in the dilepton channel, to allow for the significant
theoretical uncertainties in modelling the heavy-flavour contribution to this process. The modelling
uncertainties mainly affect the same-flavour channels, for which the 𝑍 → ℓℓ contribution to the background
is larger. A control region is created by applying a 10GeV mass window around the 𝑍-boson mass to the
invariant mass of the opposite-sign lepton pair; this region is named ‘OSZ’. The 𝐸missT requirements (see
Section 5.3) are removed, in order to increase the number of 𝑍+jets events and their purity in the control
region. Using this control region, a scale factor, 𝜇𝑍 , is defined as the ratio of the number of data events after
the subtraction of other processes (based on MC predictions) to the predicted number of 𝑍+jets events.

The scale factors are derived separately for the 1𝑏-tag-exclusive and 2𝑏-tag-inclusive regions because of
their different heavy-flavour compositions. The validity of the derived scale factors is checked as a function
of the kinematics of the 𝑡𝑡 system and as a function of the loosened 𝐸missT requirement in the OSZ control
region. Each scale factor is assigned a 30% normalisation uncertainty, which fully covers the statistical and
systematic errors, and all sources of kinematic or selection dependence. The measured scale factors are
1.21 ± 0.36 and 1.39 ± 0.42 for the 1𝑏-tag-exclusive and 2𝑏-tag-inclusive regions, respectively. These
factors are applied to the 𝑍+jets background events predicted by the MC simulation.

The contribution of the 𝑍 → 𝜏𝜏 process in the 𝑒𝜇 channel is very small, and is estimated using MC
simulation only. No scale factors are applied, but a 30% normalisation uncertainty is assigned for
consistency with the same-flavour channels.

4.4 Non-prompt and fake leptons background

4.4.1 Single-lepton channel

Non-prompt- and fake-lepton events (fake events), can enter the selected data samples if a non-prompt or fake
lepton is reconstructed. Several production mechanisms or mistakes in event reconstruction can produce
such leptons. These include semileptonic decays of heavy-flavour hadrons, long-lived weakly decaying
states (e.g. 𝜋±, 𝐾 mesons), 𝜋0 mesons misreconstructed as electrons, electrons from photon conversions, or
prompt photons. To estimate the total contribution of fake events a data-driven ‘matrix-method’ [112] is
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used. Two categories of events are selected, satisfying ‘loose’ (identification only) and ‘tight’ (identification
and isolation) lepton selection requirements, respectively. The real-lepton (fake-lepton) efficiency, 𝜖real
(𝜖fake), is defined as the ratio of the number of events with a real (non-prompt/fake) lepton satisfying the
tight selection to the number of events with a real (non-prompt/fake) lepton satisfying the loose selection.
The real-lepton efficiency is measured in data by applying a tag-and-probe method to 𝑍 decays with two
leptons and jets in the final state, while the fake-lepton efficiency is measured in control regions enriched in
fake/non-prompt leptons. The contribution of fake events is estimated from weighted data events passing
loose lepton selection requirements, where the weight depends on the real- and fake-lepton efficiencies.

4.4.2 Dilepton channel

To allow for possible mismodelling of the non-prompt- and fake-lepton backgrounds in the dilepton channel,
a scaling factor is extracted using a data-driven approach and is applied to the MC prediction. The MC
contribution is evaluated from the generator’s event record, using the history of the stable particles and
summing over all MC samples.

A control region enriched in fake leptons is created by applying all the standard selection requirements, but
requiring the two leptons to have same-sign charges; this region is denoted by ‘SS’. The fake-lepton scale
factor, 𝜇fake, is derived by comparing the number of simulated events in the SS region with those observed
in data, after subtracting the MC-predicted number of events with two same-sign prompt leptons.

The scale factors are measured separately in 𝑒𝑒 + 𝑒𝜇 events (where the fake electrons dominate) and
in 𝜇𝜇 events, and are applied to each event containing fake leptons in the corresponding opposite-sign
signal region. In addition, the effect of charge misidentification is taken into consideration in the 𝑒𝑒 + 𝑒𝜇
fake-lepton scale factors. A correction for charge misidentification is first derived by comparing events in
the OSZ region with events in a same-sign version of the 𝑍-mass window, denoted by ‘SSZ’, and between
the MC prediction and data. Unlike the OSZ region, the SSZ region consists primarily of events (dilepton
𝑡𝑡, single top and 𝑍+jets) for which the charge of one of the leptons has been misassigned. The 𝑍+jets
events have already been scaled by 𝜇𝑍 , to reduce the effect of heavy-flavour mismodelling on the estimate
of charge misidentification.

The final 𝑒𝑒 + 𝑒𝜇 fake-lepton scale factors, accounting also for charge misidentification, are measured
to be 0.96 ± 0.29 and 0.94 ± 0.28 in the 1𝑏-tag-exclusive and 2𝑏-tag-inclusive regions, respectively. A
normalisation uncertainty of 30% accounts for the statistical uncertainty, charge misidentification and range
of fake-lepton estimates across the 𝑡𝑡 and dilepton kinematic variables. The equivalent 𝜇𝜇 fake-lepton scale
factors are measured to be 2.3 ± 1.2 and 4.2 ± 2.1 in the 1𝑏-tag-exclusive and 2𝑏-tag-inclusive regions,
respectively. These include a 50% normalisation uncertainty, due to the low number of events in the
muonic SS region and high contamination from 𝑡𝑡𝑉 events. Fake leptons from 𝜇𝜇 events contribute less
than 1% to the total number of events in the signal region.

4.5 Other backgrounds

Diboson (𝑉𝑉) samples were simulated with the Sherpa 2.2.1 and 2.2.2 [70] PS MC generator. Sherpa 2.2.2
was used for two- and three-lepton samples. Additional hard-parton emissions [106] were matched to a PS
based on Catani–Seymour dipoles, using a dedicated set of tuned parton-shower parameters developed
by the Sherpa authors, and the NNPDF3.0nnlo PDF set. Matrix element and PS matching [113] was
employed for different jet multiplicities, which were then merged into an inclusive sample using an improved
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CKKW matching procedure [114, 115]. The procedure was extended to NLO using the MEPS@NLO
prescription [116]. These simulations are at NLO for up to one additional parton and at LO for up to
three additional parton emissions using factorised on-shell decays. The virtual QCD corrections for matrix
elements at NLO were provided by the OpenLoops library. The calculation was performed in the 𝐺𝜇

scheme, ensuring an optimal description of pure EW interactions at the EW scale.

The production of 𝑡𝑡𝑉 and 𝑡𝑡𝐻 events was modelled using the MadGraph5_aMC@NLO2.3.3 [117] and
PowhegBox v2 generators, respectively. The generators provide matrix elements at NLO in 𝛼s, with the
NNPDF3.0nlo PDF set. An exception is the simulation of 𝑡𝑡𝐻 events corresponding to data collected
in 2018, modelled using the MadGraph5_aMC@NLO2.6.0 generator. For 𝑡𝑡𝑉 and 𝑡𝑡𝐻 production, the
events were interfaced with Pythia 8.210 [73] and Pythia 8.230, respectively. Each used the A14 tune and
the NNPDF2.3lo PDF set.

The rare SM processes leading to 𝑡𝑊𝑍 and 𝑡𝑍 production are also considered in the dilepton channel. For
both processes, the samples were simulated with the MadGraph5_aMC@NLO2.3.3 generator at NLO
with the NNPDF3.0nlo PDF set. The events were interfaced with Pythia 8.212 [73] using the A14 tune
and the NNPDF2.3lo PDF set.

5 Event selection and reconstruction

5.1 Common event selection

The analysis uses data collected by the ATLAS detector between 2015 and 2018 from 𝑝𝑝 collisions at a
centre-of-mass energy of

√
𝑠 = 13 TeV, corresponding to an integrated luminosity of 139 fb−1. Only events

recorded under stable beam conditions with all detector subsystems operational [118], with a primary
vertex and passing a single-electron or single-muon trigger are considered. Multiple triggers are used to
increase the selection efficiency. The lowest-threshold triggers utilise isolation requirements to reduce the
trigger rate. These have 𝑝T thresholds of 20GeV for muons and 24GeV for electrons in 2015 data, and
26GeV for both lepton types in 2016, 2017 and 2018 data [119, 120]. They are complemented by other
triggers with higher 𝑝T thresholds and with no isolation requirements.

5.2 Event selection and reconstruction in the single-lepton topology

A common event selection is used for the resolved and boosted single-lepton topologies, requiring exactly
one lepton candidate matched to the trigger lepton with a minimum 𝑝T of 28GeV and at least one of the
small-𝑅 jets to be 𝑏-tagged. Events containing additional leptons with 𝑝T > 25GeV are rejected. To reduce
the impact of fake-events background, requirements on 𝐸missT and 𝑚𝑊

T are applied.
3 In the electron channel,

both 𝐸missT and 𝑚𝑊
T are required to be larger than 30GeV because of the higher level of background with

fake leptons (see Section 4.4), while in the muon channel a triangular requirement, 𝐸missT + 𝑚𝑊
T > 60GeV,

is applied.

3 𝑚𝑊
T =

√︃
2𝑝ℓT𝐸

miss
T (1 − cosΔ𝜙) where Δ𝜙 is the angle between the lepton and ®𝐸missT in the transverse plane and 𝑝ℓT is the

transverse momentum of the lepton.
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The selected events are divided into four regions, based on event topology (resolved, boosted) and on 𝑏-jet
multiplicity (1𝑏-tag-exclusive, 2𝑏-tag-inclusive). The events with an electron and those with a muon are
summed.

5.2.1 Resolved topology

The single-lepton resolved topology requires at least four small-𝑅 jets with 𝑝T > 25 GeV. Events which
also pass the boosted selection (see Section 5.2.2) are removed.

The challenge in reconstructing an event in the single-lepton resolved topology is to correctly assign
individual selected jets to the corresponding partons from the decaying top quarks. For this purpose a
boosted decision tree (BDT), implemented within the TMVA package [121] is designed. The BDT combines
kinematic variables and 𝑏-tagging information with weight information from the Kinematic Likelihood
Fitter (KLFitter) [122], into a single discriminant. Each permutation of jet-to-parton assignments is
evaluated and the permutation with the highest BDT score is used for the 𝑡𝑡 kinematic reconstruction.

Since the number of possible permutations increases rapidly with the jet multiplicity, only permutations of
up to five jets are considered. If more than five jets are present in an event, the two jets with the highest
𝑏-tagging scores are considered, together with the remaining three highest-𝑝T jets. The 𝑡𝑡 signal sample
(see Section 4.1) is used for the BDT training, with each jet-to-parton permutation for an event labelled
as either ‘signal’ or ‘background’. Only permutations with four jets correctly assigned within Δ𝑅 = 0.3
of the corresponding partons are labelled as signal; all other permutations are labelled as combinatorial
background. No attempt is made to individually match the partons from the hadronically decaying𝑊 boson,
as the twofold ambiguity does not affect the reconstruction. The BDT aims to discriminate the signal
from the combinatorial background and is trained separately for the 1𝑏-tag-exclusive and 2𝑏-tag-inclusive
regions, but inclusively in the lepton flavours (electron, muon). A large number of background permutations
per event have a low likelihood calculated by the KLFitter, and these are easily distinguishable from
the correct permutation. Including these permutations in the BDT training would reduce the overall
performance. Therefore, the BDT is trained using only the background permutations for which the KLFitter
calculates the highest likelihood.

Thirteen variables are used as input to the BDT:

• the reconstructed mass of the hadronically decaying top quark,

• the logarithm of the KLFitter likelihood,

• the reconstructed mass of the hadronically decaying𝑊 boson,

• a label depending on whether the 𝑏-jet candidate from the semileptonically decaying top quark is
𝑏-tagged or not,

• a label depending on whether the 𝑏-jet candidate from the hadronically decaying top quark is
𝑏-tagged or not,

• a label depending on whether a light-jet candidate from the𝑊-boson decay is 𝑏-tagged or not,

• the reconstructed mass of the semileptonically decaying top quark,

• the Δ𝑅 between the 𝑏-jet candidate from the semileptonically decaying top quark and the lepton,

• the Δ𝑅 between the two light-jet candidates from the𝑊-boson decay,
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• the 𝑝T of the system of the lepton and the 𝑏-jet candidate from the semileptonically decaying top
quark,

• the number of jets in the event,

• the pseudorapidity of the hadronically decaying top quark,

• the Δ𝑅 between the two 𝑏-jet candidates from the 𝑡𝑡 decay.

The 𝑏-jet candidates in the variables above are those assigned by the best jet permutation, so a 𝑏-jet candidate
is not necessarily 𝑏-tagged. The reconstructed mass of the semileptonically decaying top quark requires the
reconstruction of the neutrino four-momentum. Experimentally, only the magnitude of the neutrino three-
momentum in the transverse direction, represented by 𝐸missT , and its angle in 𝜙 are accessible. Assuming
no mass term for the neutrino, one parameter of the four-momentum must be determined. It is calculated
using a𝑊-boson mass constraint by exploiting the formula: 𝑚2

𝑊
= (𝑝ℓ + 𝑝𝜈)2 = 𝑚2

ℓ
+ 2(𝐸ℓ𝐸𝜈 − ®𝑝ℓ · ®𝑝𝜈),

where 𝑝ℓ and 𝑝𝜈 are the four momenta of the charged lepton and the neutrino, respectively. This leads
to a quadratic equation for the longitudinal component of the neutrino three-momentum, 𝑝𝜈𝑧 . If real
solutions are found, the solution which produces a reconstructed top-quark mass closest to the expected
top-quark mass is chosen. If imaginary solutions are found, the transverse components of the neutrino
three-momentum are varied until a real solution for 𝑝𝜈𝑧 is found.

For the final selection, the best permutation in each event is required to have a BDT discriminant score
> 0.3 in order to reject 𝑡𝑡 combinatorial backgrounds and to suppress non-𝑡𝑡 background processes. For 𝑡𝑡
signal events where a jet-to-parton assignment is possible for all partons from the 𝑡𝑡 decay, the correct
assignment is found for 75% of the events. This represents 50% of correctly assigned jets with respect to
all 𝑡𝑡 signal events passing event selection. Non-𝑡𝑡 background processes naturally populate lower regions
of the BDT score, because the jet permutations are unable to satisfy the expected decay kinematics of a 𝑡𝑡
pair. Imposing a threshold on the BDT score increases the ratio of signal to non-𝑡𝑡 background by a factor
of ∼2. Table 1 shows the event yields after the event selection for the single-lepton resolved topology.
Distributions of 𝑚𝑡𝑡 and 𝑝T,𝑡𝑡 for the single-lepton resolved 2𝑏-inclusive region are shown in Figure 1.
The total pre-marginalisation (see Section 6) uncertainty is presented.

Table 1: Event yields split by topology (resolved, boosted) and 𝑏-tag multiplicity (1𝑏-excl., 2𝑏-incl.) in the
single-lepton channel. Statistical and systematic uncertainties are included in the presented total uncertainty.

Process: Single-lepton resolved Single-lepton boosted
1𝑏-excl. 2𝑏-incl. 1𝑏-excl 2𝑏-incl.

𝑡𝑡 1 540 000± 140 000 1 870 000± 170 000 50 000± 12 000 74 000± 18 000
Single top 90 000± 11 000 51 000± 8 000 3 600± 1 100 3 000± 1 100
𝑊+jets 180 000± 100 000 20 000± 9 000 8 900± 2 600 1 600± 500

𝑍 +𝑉𝑉 + 𝑡𝑡𝑋 48 000± 25 000 14 000± 7 000 2 400± 1 200 1 400± 700
Fake 90 000± 50 000 47 000± 24 000 3 000± 1 500 2 300± 1 200

Total Prediction 1 940 000± 190 000 2 010 000± 180 000 68 000± 14 000 83 000± 18 000
Data 1 964 127 2 041 063 54 750 66 571
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Figure 1: Comparison between the data and the prediction for the reconstructed (a) 𝑚𝑡𝑡 and (b) 𝑝T,𝑡𝑡 in the
single-lepton resolved 2𝑏-inclusive region. Statistical and systematic uncertainties are included in the presented total
uncertainty.

5.2.2 Boosted topology

In the single-lepton boosted topology, the reconstruction aims to identify one high-𝑝T and collimated
hadronic top-quark decay and at least one small-𝑅 jet with 𝑝T > 25GeV close to the selected lepton, with
Δ𝑅(jet𝑅=0.4, ℓ) < 1.5. If multiple small-𝑅 jets satisfy this condition, the one with highest 𝑝T is considered
for the subsequent semileptonically decaying top-quark reconstruction. In addition, at least one large-𝑅
top-tagged jet with 𝑝T > 350GeV and |𝜂 | < 2 is required as the hadronically decaying top-quark candidate.
The large-𝑅 jet is evaluated by a top-tagging algorithm utilising jet mass and 𝜏32 substructure [67] variables,
where an operating point with an efficiency of 80% is chosen. The top tagger is optimised using the same
approach as described in Ref. [123]. Since the two top quarks are expected to be back-to-back in the 𝑡𝑡 rest
frame, additional requirements related to the large-𝑅 jet, the isolated lepton and the small-𝑅 jet close to the
lepton are applied: Δ𝜙(jet𝑅=1.0, ℓ) > 2.3 and Δ𝑅(jet𝑅=1.0, jet𝑅=0.4) > 1.5. Finally, a requirement on the
invariant mass of the reconstructed 𝑡𝑡 system of 𝑚𝑡𝑡 > 500GeV is applied. This criterion is imposed to
remove poorly reconstructed events passing selection in boosted regions, removing approximately 0.1% of
events. Consequently, the 𝑚𝑡𝑡 < 500GeV bin in the 𝐴C vs 𝑚𝑡𝑡 measurement is removed in the boosted
regions.

The four-momentum of the leading-𝑝T large-𝑅 jet satisfying the selection criteria is taken as the four-
momentum estimate of the hadronically decaying top quark. The semileptonically decaying top quark’s
four-momentum is constructed from the isolated lepton, the selected small-𝑅 jet and the neutrino four-
momentum. The neutrino four-momentum is calculated in the same way as in the single-lepton resolved
topology. Table 1 shows the event yields after the event selection for the single-lepton boosted topology.
The MC prediction’s overestimation of the yield by about 20% in the single-lepton boosted regions is
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confirmed by differential cross-sections measurements [124, 125].

5.3 Event selection and reconstruction in the dilepton topology

The dilepton topology requires at least two small-𝑅 jets with 𝑝T > 25GeV and two opposite-charge
leptons. Minimum 𝑝T requirements of 28 and 25GeV are applied for the leading and sub-leading leptons,
respectively, and at least one of the leptons must be matched to the trigger lepton. At least one of the small-𝑅
jets is required to be 𝑏-tagged. For the same-flavour channel, the reconstructed invariant mass of the
dilepton system is selected to be outside a 𝑍-boson mass window (|𝑚ℓℓ̄ − 𝑚𝑍 | > 10 GeV) while a missing
transverse momentum requirement of 𝐸missT > 60 (30)GeV for the 1𝑏-tag-exclusive (2𝑏-tag-inclusive)
region is applied to further reduce the 𝑍+jets contribution. In the 1𝑏-tag-exclusive region, the reconstructed
invariant mass of the same-flavour dilepton system is required to be greater than 15GeV to suppress
backgrounds from low-mass resonances. The 𝑡𝑡 system is reconstructed using the Neutrino Weighting
(NW) algorithm [126]. The NW event weight is required to be greater than zero, in order to remove events
with poorly reconstructed kinematics; these amount to approximately 15% of signal events. The selected
events are divided into four regions: by lepton flavour – events with exactly one electron and one muon
(𝑒𝜇 channel), or two same-flavour leptons (𝑒𝑒 + 𝜇𝜇 channel) – and by 𝑏-jet multiplicity (1𝑏-tag-exclusive,
2𝑏-tag-inclusive). Table 2 shows the event yields after the event selection for the dilepton channel.

Table 2: Event yields split by lepton flavour (𝑒𝜇, 𝑒𝑒 + 𝜇𝜇) and 𝑏-tag multiplicity (1𝑏-excl., 2𝑏-incl.) in the dilepton
channel. Statistical and systematic uncertainties are included in the presented total uncertainty.

Process: 𝑒𝜇 𝑒𝑒 + 𝜇𝜇
1𝑏-excl. 2𝑏-incl. 1𝑏-excl 2𝑏-incl.

𝑡𝑡 225 200± 3 300 262 000± 6 000 105 400± 1 900 192 000± 4 000
Single top (𝑊𝑡) 13 800± 600 5 600± 500 6 100± 320 4 100± 400
Diboson 650± 40 45± 4 296± 19 55± 6
𝑍+jets 610± 170 77± 26 3 500± 900 3 800± 800

Rare SM (𝑡𝑡𝑋 , 𝑡𝑊𝑍 , etc.) 690± 50 1 040± 70 389± 27 850± 60
Fake 2 500± 400 2 130± 340 1 190± 170 1 900± 260

Total Prediction 243 400± 3 400 271 000± 6 000 116 800± 2 100 203 000± 4 000
Data 244 258 273 856 116 096 202 967

6 Unfolding

The Δ|𝑦𝑡𝑡 | distributions, used to extract 𝐴C, are smeared by acceptance and detector resolution effects. The
true Δ|𝑦𝑡𝑡 |, defined in MC simulation using the 𝑡-quark and 𝑡-antiquark after final-state radiation but before
decay, is estimated from data using an unfolding procedure. The fully Bayesian unfolding (FBU) [42]
method is used to unfold the observed data. FBU is an application of Bayesian inference to the unfolding
problem. Given the observed data 𝑫 ∈ R𝑁𝑟 with 𝑁𝑟 bins, the task is to determine the true distribution
𝑻 ∈ R𝑁𝑡 with 𝑁𝑡 bins. Assuming a response matrixM ∈ R𝑁𝑟 × R𝑁𝑡 , which models the detector response
to the true distribution, and an estimate of the background distribution 𝑩 ∈ R𝑁𝑟 , the posterior probability
of the true distribution follows the probability density:
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𝑝 (𝑻 |𝑫) ∝ L (𝑫 |𝑻) · 𝜋 (𝑻) ,

where 𝑝 (𝑻 |𝑫) is the posterior probability of the true distribution 𝑻 under the condition of 𝑫, L (𝑫 |𝑻)
is the likelihood function of 𝑫 for a given 𝑻, and 𝜋 (𝑻) is the prior probability density for the true
distribution 𝑻. The likelihood L (𝑫 |𝑻) is defined as a product of Poissonian probabilities for each bin of
the reconstructed spectrum:

L (𝑫 |𝑻) =
𝑁𝑟∏
𝑖

(𝑟𝑖 + 𝑏𝑖)𝑑𝑖
𝑑𝑖!

e−(𝑟𝑖+𝑏𝑖) ,

where 𝑟𝑖 and 𝑏𝑖 are the expected signal and background yields and 𝑑𝑖 is the observed data yield in bin 𝑖.
The expected signal yield 𝑟𝑖 is given by the true distribution 𝑻 and the response matrixM according to the
following equation:

𝑟𝑖 =

𝑁𝑡∑︁
𝑗

𝑚𝑖 𝑗 𝑡 𝑗 ,

where 𝑚𝑖 𝑗 are the elements of the response matrix and 𝑡 𝑗 is the true prediction in bin 𝑗 .

For this measurement, in all bins a uniform prior probability density is chosen for 𝜋 (𝑻), such that equal
probabilities are assigned to all 𝑻 spectra within a wide range. The response matrix is estimated from the
simulated sample of 𝑡𝑡 events, and the unfolded asymmetry 𝐴C is computed from 𝑝 (𝑻 |𝑫,M) as:

𝑝 (𝐴C |𝑫) =
∫

𝛿(𝐴C − 𝐴C(𝑻))𝑝 (𝑻 |𝑫,M) d𝑻.

The treatment of systematic uncertainties is naturally included in the Bayesian inference approach by
extending the likelihood L (𝑫 |𝑻) to include nuisance parameters. The marginal likelihood is defined as:

L (𝑫 |𝑻) =
∫

L (𝑫 |𝑻, 𝜽) · N (𝜽) d𝜽 ,

where 𝜽 are the nuisance parameters, and N(𝜽) are their prior probability densities. These are assumed
to be Gaussian distributions with 𝜇 = 0 and 𝜎 = 1, with the exception of background normalisation
distributions, which are represented by truncated Gaussian distributions to prevent unphysical negative
yields. One nuisance parameter is associated with each of the uncertainty sources.

In FBU, the marginalisation approach provides a framework in which to perform the unfolding and the
background estimations in multiple data regions simultaneously. Given the data distribution 𝑫𝑖 measured
in 𝑁reg independent channels, the likelihood can be extended to combine the channels using a product of
likelihoods as:

L
(
{𝑫1 · · · 𝑫𝑁reg}|𝑻

)
=

∫ 𝑁reg∏
𝑖=1

L (𝑫𝑖 |𝑻; 𝜽) · N (𝜽) d𝜽 , (3)

where the nuisance parameters are common to all analysed regions. The likelihood is sampled around its
minimum using an extended Markov-chain Monte Carlo method [127] in order to estimate the posterior
probability of all the parameters of interest.
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7 Systematic uncertainties

The inclusive and differential measurements are affected by several sources of systematic uncertainty,
including experimental uncertainties, signal and background modelling uncertainties, uncertainties due to
limited MC sample sizes and uncertainties due to unfolding bias. The individual systematic uncertainty
sources are described in this section. The effect of the signal modelling uncertainties is estimated by
varying the response matrix. The effects of all other systematic uncertainties are obtained by taking the
difference between the relevant systematically varied reconstructed distribution and nominal reconstructed
distribution. Two-sided systematic uncertainties are symmetrised by taking half of the difference between
the upward and downward variations.

A Bootstrap [128] method is applied in order to estimate the effect of limited MC sample sizes on the
systematic uncertainties. Only systematic variations which are found to be significant compared to their
statistical precision are kept. When systematic effects are found not to be significant, their respective
uncertainty is set to zero. Such method cannot fully remove the effects of the limited MC sample sizes,
which are particularly important for the generator modelling uncertainties.

7.1 Experimental uncertainties

The uncertainty in the combined 2015–2018 integrated luminosity is 1.7% [129], obtained using the
LUCID-2 detector [130] for the primary luminosity measurements. This systematic uncertainty affects all
processes modelled using MC simulation.

The uncertainty in the reweighting of theMCpile-up distribution tomatch the distribution in data is evaluated
by varying the pile-up correction factors used to perform the reweighting within their uncertainties.

Uncertainties associated with the lepton selection arise from the trigger, reconstruction, identification
and isolation efficiencies, and the lepton momentum scale and resolution [53, 55]. The uncertainties are
obtained from data by using either a tag-and-probe method on events with 𝑍-boson, 𝑊-boson, or 𝐽/𝜓
decays [54, 55], or studies of reconstructed distributions of 𝑍 → ℓ+ℓ−, 𝐽/𝜓 → ℓ+ℓ− and𝑊 → 𝑒𝜈 using
methods similar to those in Refs. [55, 131].

Uncertainties associated with the small-𝑅 jet selection arise from the jet energy scale (JES), the JVT
requirement and the jet energy resolution (JER). The uncertainty in the JES is assessed in data [60],
using MC-based corrections and in situ techniques. It is broken down into a set of 29 decorrelated
nuisance parameters, with contributions from pile-up, jet-flavour composition, single-particle response,
and punch-through. Each parameter has different jet 𝑝T and 𝜂 dependencies [132]. The uncertainty in the
JVT efficiency comes from the estimation of the residual contamination from pile-up jets after pile-up
suppression, and a systematic uncertainty assessed by using different MC generators for simulation of
𝑍 → 𝜇𝜇 and 𝑡𝑡 events [61]. The uncertainty in the JER is determined by an eigenvector decomposition
strategy similar to that for the JES systematic uncertainties. Eight nuisance parameters take into account
various effects evaluated by comparing simulation with data. The overall effect of the JER uncertainty is
parameterised in jet 𝑝T and 𝜂 [132].

The efficiency of the flavour-tagging algorithm is measured for each jet flavour using control samples in data
and simulation. The uncertainties are related to the 𝑏-jet tagging calibration for 𝑏-jets, 𝑐-jets and light-jets,
and comprise nine, four and four eigenvector variations to the tagging efficiencies, respectively [62]. The
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uncertainties due to the high-𝑝T extrapolation of the 𝑏-jet and 𝑐-jet efficiencies are accounted for by two
additional nuisance parameters.

The uncertainties of all the 𝐸missT components associated with reconstructed objects are propagated in a
fully correlated way. Additional uncertainties in the scale and resolution of the soft-track components are
considered [68].

The large-𝑅 jets in the single-lepton channel have uncertainties associated with their momentum and scale
resolution. The scale of the detector response for all relevant jet momenta (𝑝T, 𝑚jet, 𝜏32) is derived by
comparing the calorimeter response with the tracker response for a matched reference track-jet [66]. To
account for the resolution of the detector response, the jet 𝑝T is smeared by an additional 2% uncertainty.
The jet mass resolution uncertainty is estimated by smearing the jet mass response by an additional 20%
(where the nominal response is parameterised in jet 𝑝T and 𝑚jet/𝑝T) [133]. A set of 14 nuisance parameters
is used to estimate uncertainties due to these effects in the single-lepton boosted channel.

7.2 Signal modelling

During the unfolding procedure, the 𝑡𝑡 signal normalisation is a free parameter common to all bins of the
true Δ|𝑦𝑡𝑡 | distribution, and its posterior probability is estimated. Therefore, the overall normalisation
(affecting all Δ|𝑦𝑡𝑡 | bins simultaneously) of each signal modelling uncertainty that compares two specific
generator configurations is removed. Only the shape difference affecting the Δ|𝑦𝑡𝑡 | bins separately is
considered in the following nuisance parameters (NP):

• The 𝑡𝑡 PS+hadronisation NP takes into account the choice of PS, underlying event, and hadronisation
models. The uncertainty is evaluated by comparing the 𝑡𝑡 Powheg+Pythia 8 (nominal) sample with
the Powheg+Herwig 7 sample.

• The 𝑡𝑡 𝜇f and 𝑡𝑡 𝜇r NPs correspond to uncertainties arising from missing higher-order QCD
corrections in the ME computation. They are estimated by varying one scale in the ME by factors of
0.5 and 2.0 in the nominal 𝑡𝑡 signal sample, while the other scale is kept at its nominal value, and
vice versa.

• The 𝑡𝑡 Var3c NP represents the uncertainty due to variation of the strong coupling in the initial-state
PS. The uncertainty is estimated by varying the Var3c parameter from the A14 tune [97] in the
nominal 𝑡𝑡 signal sample.

• The 𝑡𝑡 ℎdamp NP characterises the uncertainty associated with the choice of ℎdamp parameter value,
which determines the kinematics of the leading emission [134]. In this case, the nominal 𝑡𝑡 sample is
compared with a dedicated alternative sample in which the value of the ℎdamp parameter is increased
to 3.0𝑚top.

• The 𝑡𝑡 FSR NP corresponds to the uncertainty arising from FSR. It is obtained using PS weights
in the nominal 𝑡𝑡 sample, which vary the renormalisation scale for QCD emission in the FSR by a
factor of 2.0 or 0.5 for reduced or enhanced radiation, respectively.

The uncertainty due to the choice of parton distribution functions is obtained using the PDF4LHC15
prescription [135], which utilises a set of 30 separate NPs.
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7.3 Background modelling

In the single-lepton channel, the𝑊+jets process is the dominant background in the 1𝑏-exclusive region. It is
a charge asymmetric process, to which a total cross-section uncertainty of 5% [136] is assigned. Variations
of 𝑊+jets [137] production which alter both its predicted shape and acceptance are used to estimate a
modelling uncertainty. By reweighting the nominal 𝑊+jets prediction using dedicated MC generator
weights, variations are considered for the renormalisation and factorisation scales, matrix-element-to-
parton-shower matching CKKW scale [114, 138], and the scale used for the resummation of soft gluon
emission. In addition, to account for potential mismodelling of the various flavour contributions of𝑊+jets,
three flavour composition variations are considered. The𝑊+𝑏/𝑐/light-jets events are filtered into separate
samples and their individual normalisations are varied by ±30% [137].

Single-top production is the dominant background in the dilepton channel and is non-negligible especially
in the 2𝑏-inclusive single-lepton regions. Since the main contribution comes from the 𝑡𝑊 channel, an
uncertainty of 5.3% [139, 140] is assigned to the predicted cross-section. In addition, the MC samples
used for 𝑡𝑡 and single-top 𝑡𝑊 production contain an overlap in the final state, which is removed using
the DR scheme. To estimate the uncertainty, the difference between the predictions of the nominal 𝑡𝑊
sample and the alternative sample using the DS scheme is considered. Furthermore, uncertainties due to
PS and hadronisation, ISR and FSR are taken into account for the 𝑡𝑊 channel as well as for the 𝑠- and
𝑡-channels. The PS and hadronisation uncertainty is evaluated by comparing the nominal sample with
the sample produced with PowhegBox and interfaced with Herwig 7.04. The uncertainties due to ISR
and FSR are estimated using varied weights in the ME and in the PS. To simulate higher (lower) ISR,
𝜇r and 𝜇f are varied by a factor of 0.5 (2.0) in the ME. The impact of increased or decreased FSR is
evaluated using PS weights, which vary the renormalisation scale for QCD emission in the FSR by a factor
of 0.5 or 2.0, respectively. In the dilepton channel,𝑊𝑡 production contributes to the single-top background,
while events from 𝑠- and 𝑡-channel production contribute to the fake-lepton background. Therefore, in
the single-lepton channel, the systematic variations associated with𝑊𝑡 production are separated from the
systematic variations associated with 𝑠- and 𝑡-channel production.

In the dilepton channel, 𝑍+jets production is the second most dominant background process in the
same-flavour regions. By reweighting the nominal 𝑍+jets prediction using dedicated MC generator weights,
variations are considered for the renormalisation and factorisation scales. In addition, a 30% normalisation
uncertainty is assigned. In the single-lepton channel, 𝑍+jets production is considered together with other
physics backgrounds, described below.

Diboson production is a non-negligible background in the dilepton channel. An uncertainty of 6% is
assigned to the predicted diboson cross-section [141]. In the single-lepton channel, diboson production is
considered together with other physics backgrounds, described below.

In the matrix method, the real- and fake-lepton efficiencies are parameterised. To estimate the shape
uncertainty, an alternative parameterisation of real- and fake-lepton efficiencies is compared with the
nominal parameterisation in each region. In addition, a 50% normalisation uncertainty is considered.

Other physics backgrounds making small contributions in the single-lepton channel include 𝑍+jets, diboson,
𝑡𝑡𝑉 , and 𝑡𝑡𝐻 production. They are treated as a single background process in the unfolding procedure, and a
cross-section normalisation uncertainty of 50% is applied.

Rare SM processes such 𝑡𝑡𝑉 and 𝑡𝑡𝐻 are assigned a cross-section uncertainty of 13% [142].
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7.4 Method uncertainties

Given the finite number of events in the 𝑡𝑡 signal sample, the response matrix is estimated with limited
statistical precision. To estimate the resulting uncertainty in 𝐴C, an Asimov dataset [143] unfolding is
repeated 500 times with smeared response matrices (according to the MC statistics) to obtain a distribution
of pseudo-experiment results for 𝐴C. The width of this distribution is considered as the uncertainty, which
is then summed in quadrature with the total uncertainty obtained from the unfolding. The Gaussian
smearing is applied to each element of the response matrix.

To evaluate any source of bias from the unfolding procedure, the response of the unfolding is determined
from eight pseudo-datasets generated with Protos. Each pseudo-dataset is composed of the nominal 𝑡𝑡
signal, reweighted to simulate a specific injected asymmetry. The injected 𝐴C values range between −0.05
and 0.06, depending on the differential variable and bin. By unfolding the eight reweighted pseudo-datasets
with the nominal response matrix, including all systematic uncertainties, the uncertainty associated with
the unfolding response is calculated as 𝐴measC − (𝐴measC − 𝑏)/𝑎, where 𝑎 and 𝑏 are the slope and offset of a
linear fit of the generator-level (intrinsic) 𝐴C to the unfolded 𝐴C of the eight reweighted pseudo-datasets,
and 𝐴measC is the measured asymmetry value in data. The unfolding bias uncertainty has a negligible impact
on the total uncertainty.

8 Results

8.1 𝑨𝒕 𝒕
C measurement

The measured value of 𝐴𝑡𝑡
C is inferred from the posterior distribution of Δ|𝑦𝑡𝑡 | according to Eq. (1), where

the Δ|𝑦𝑡𝑡 | posterior is obtained by marginalising the extended likelihood in Eq. (3). The value of 𝐴𝑡𝑡
C

is measured separately for the single-lepton and dilepton channels, combining the four regions of each
channel in the unfolding procedure. In order to obtain the final result, all the single-lepton and dilepton
regions are combined in the unfolding procedure.

To compute 𝐴𝑡𝑡
C , at least two Δ|𝑦𝑡𝑡 | bins are necessary. The Δ|𝑦𝑡𝑡 | spectrum is divided into four-bin

histograms for all channels/regions and for all differential measurements. While using fewer than four
bins results in a smaller 𝐴𝑡𝑡

C statistical uncertainty, using a larger number of bins allows a more accurate
mapping of migrations that change the sign of Δ|𝑦𝑡𝑡 | and allows an unbiased measurement of 𝐴𝑡𝑡

C . The
Δ|𝑦𝑡𝑡 | bin edges are hence chosen to minimise a possible bias in the measurement. As an example, Figure 2
shows the four regions for the two channels in the inclusive case. The optimisation of the 𝑚𝑡𝑡 , 𝑝T,𝑡𝑡 and
𝛽z,𝑡𝑡 differential bins is based on the number of events they contain. The same Δ|𝑦𝑡𝑡 |, 𝑚𝑡𝑡 , 𝑝T,𝑡𝑡 and 𝛽z,𝑡𝑡
bin sizes are used in the single-lepton and dilepton channels as well as in the combination.

As mentioned in Section 7.2, the 𝑡𝑡 signal modelling uncertainties take into account only the shape
differences affecting Δ|𝑦𝑡𝑡 | bins. However, when combining 𝑁reg regions, the different 𝑡𝑡 signal models
may have different acceptances for signal events to enter a particular region. To allow independent 𝑡𝑡
signal normalisation in each of the 𝑁reg combined regions, 𝑁reg − 1 signal normalisation parameters4

4 Since the overall 𝑡𝑡 signal normalisation is a free parameter because of the unfolding, only 𝑁reg − 1 additional degrees of
freedom are necessary.
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Figure 2: Comparison between the data and the prediction for the reconstructed Δ|𝑦𝑡𝑡 | in the inclusive 𝐴𝑡𝑡
C

measurement in the (a) single-lepton resolved, (b) single-lepton boosted, (c) dilepton 𝑒𝑒 + 𝜇𝜇 and (d) dilepton
𝑒𝜇 region. The ratio of data to prediction is shown before and after marginalisation within FBU. Shaded bands
correspond to the total uncertainty of the prediction. The signal modelling uncertainties do not include normalisation
effects because the overall acceptance difference cancels out in the 𝐴𝑡𝑡

C observable. Before the marginalisation, a
normalisation difference of the order of 20% between the data and predictions is observed in the single-lepton boosted
channel. This overestimation by the MC simulation at large values of top 𝑝T (>300GeV), is confirmed by differential
cross-sections measurements. In the unfolding, this overestimation is absorbed by the normalisation parameters in
the boosted regions.
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𝑲norm are inserted into the likelihood with a uniform prior 𝜋(𝑲norm). The posterior probability density
thus becomes:

𝑝

(
𝑻 |{𝑫1 · · · 𝑫𝑁reg}

)
=

∫ 𝑁reg∏
𝑖=1

L (𝑫𝑖 |𝑹𝑖 (𝑻, 𝑲norm; 𝜽 r), 𝑩𝑖 (𝜽 r, 𝜽b, 𝜸))

N (𝜽 r) N (𝜽b) 𝜋(𝑻) 𝜋(𝑲norm) d𝜽 r d𝜽b,

(4)

where 𝑩 = 𝑩(𝜽 r, 𝜽b, 𝜸) is the total background prediction, the probability densities 𝜋 are uniform priors
and 𝑹 is the reconstructed signal prediction. Three categories of nuisance parameters are considered:
the normalisation of the background processes (𝜽b), the uncertainties in the background prediction due
to limited MC sample sizes (𝜸), and the uncertainties associated with signal and background modelling,
object identification, reconstruction and calibrations (𝜽 r). Uncertainties belonging to the last category
affect both the reconstructed distribution of the 𝑡𝑡 signal and the background prediction. The 𝜸 nuisance
parameters are per-bin variables, allowing the total background prediction to fluctuate within its statistical
uncertainty [144]. In each region, four 𝜸 nuisance parameters correspond to four Δ|𝑦𝑡𝑡 | bins. In the
differential measurements, four 𝜸 nuisance parameters are considered in each differential bin, in each
region.

When combining multiple regions in the unfolding procedure, assumptions have to be made about the
correlations of systematic uncertainties. The experimental uncertainties are treated as fully correlated across
all combined regions in all 𝐴𝑡𝑡

C measurements. For the 𝑡𝑡 signal and background modelling uncertainties,
several decorrelation schemes are studied. For these uncertainties, constraints may lead to an unjustified
reduction of the uncertainty. This is because model comparisons include multiple effects, where implicit
assumptions are made about their correlation structure. To limit the number of NPs, the modelling
uncertainties are correlated among regions unless they are significantly constrained (by more than about
30%). For a small number of cases in which decorrelating across the regions is found to increase the
total uncertainty by 5%–20%, the more conservative scheme is chosen. Decorrelating more uncertainties
increases the complexity of the FBU marginalisation but does not lead to a sizeable increase in the total
uncertainty. The impact of the decorrelation scheme on the unfolded 𝐴𝑡𝑡

C mean value is found to be
negligible. Overall, the changes to the asymmetry value and uncertainty due to the decorrelation scheme
choice are much smaller than the statistical uncertainty in all measurement regions.

In the single-lepton channel measurement, the following decorrelation scheme is used:

• With the exception of the 𝑡𝑡 Var3c and PDF uncertainties, all of the signal modelling uncertainties
are decorrelated between the resolved and boosted regions, to reduce the constraints, given the
significantly different kinematics in these regions. The aforementioned exceptions are kept correlated.

• In order to reduce constraints on the systematic uncertainties, the 𝑡𝑡 PS+hadronisation uncertainty is
decorrelated between all of the combined regions.

• In addition, to mitigate stronger constraints in the differential 𝐴𝑡𝑡
C measurements, the 𝑡𝑡 ℎdamp, 𝑡𝑡 FSR

and 𝑡𝑡 PS+hadronisation systematic uncertainties are decorrelated between differential bins, but the
Δ|𝑦𝑡𝑡 | bins of the systematic variation are kept correlated within a given differential bin.

• For the background modelling uncertainties, only the single-top PS+hadronisation, single-top FSR
and 𝑊+jets 𝜇r and 𝜇f scales are decorrelated between the resolved and boosted regions. In the
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differential measurements, single-top 𝑊𝑡-channel FSR systematic uncertainties are decorrelated
between differential bins as well.

• The fake-lepton shape and normalisation uncertainties are decorrelated among all combined regions,
given that the fake-events composition in each region is expected to be different.

In the dilepton channel measurement, a different decorrelation scheme was used:

• All of the 𝑡𝑡 signal and background modelling uncertainties are fully correlated across all combined
regions, with the exception of the 𝑍+jets and fake-lepton normalisation uncertainties. This differs
from the single-lepton channel (where the resolved and boosted regions have very different kinematics)
because the dilepton channel includes only the resolved topology.

• The 𝑍+jets and fake-lepton normalisation uncertainties are decorrelated between individual regions
as they have either very different contributions or compositions in the respective regions.

• To reduce the constraints on the systematic uncertainties in the differential measurements, the 𝑡𝑡
ℎdamp and 𝑡𝑡 PS+hadronisation systematic uncertainties are decorrelated between differential bins,
but the Δ|𝑦𝑡𝑡 | bins of the systematic variation are kept correlated within a given differential bin.

Finally, in the combination, the following decorrelation scheme is adopted:

• In the inclusive measurement, the systematic uncertainties for 𝑡𝑡 ℎdamp, 𝑡𝑡 𝜇r and 𝜇f scales, 𝑡𝑡 FSR
and single-top𝑊𝑡 channel FSR are correlated across single-lepton resolved and dilepton regions,
while they are decorrelated from the single-lepton boosted regions, given the significantly different
kinematics in these regions. In order to reduce the number of constraints, the 𝑡𝑡 PS+hadronisation is
decorrelated among single-lepton and dilepton channels. A single NP is used for all dilepton regions,
while the uncertainty is decorrelated among the individual single-lepton regions. The 𝑡𝑡 Var3c and
PDF uncertainties are kept correlated across all combined regions.

• In the differential measurements, the 𝑡𝑡 𝜇r and 𝜇f scales are correlated among the single-lepton
resolved and dilepton regions, while they are uncorrelated with the single-lepton boosted regions.
The 𝑡𝑡 PS+hadronisation, 𝑡𝑡 ℎdamp, 𝑡𝑡 FSR as well as single-top PS+hadronisation and single-top
FSR are decorrelated between single-lepton resolved, single-lepton boosted and dilepton regions.
In addition, 𝑡𝑡 PS+hadronisation, 𝑡𝑡 ℎdamp and single-top FSR are decorrelated between differential
bins, with 𝑡𝑡 PS+hadronisation also decorrelated between 1-𝑏-tag exclusive and 2-𝑏-tag inclusive
regions. The 𝑡𝑡 FSR is also decorrelated between differential bins, but only in single-lepton regions,
where sizeable constraints are observed otherwise.

• Similarly to the single-lepton channel measurement, the𝑊+jets 𝜇r and 𝜇f scales are decorrelated
between single-lepton resolved and single-lepton boosted regions.

• The single-top𝑊𝑡 normalisation is correlated across all regions.

• The fake-lepton shape uncertainty in the single-lepton regions and fake-lepton normalisation
uncertainties are decorrelated among all combined regions.

• For the other background processes, usually their yields are small in one of the combined channels, and
therefore the background contributions are combined into a single contribution. The normalisation
uncertainties of the other background processes are then uncorrelated between single-lepton and
dilepton regions. In addition, the 𝑍+jets normalisation uncertainty is decorrelated among dilepton
regions.
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As shown in the bottom panels of Figure 2, the marginalisation procedure significantly reduces the total
uncertainty and results in better overall agreement between data and predictions.

8.1.1 Comparison with the Standard Model prediction

The SM prediction of 𝐴𝑡𝑡
C is obtained by performing fixed-order calculations at NNLO in the perturbative

expansion in the strong coupling constant of QCD, with NLO EW corrections [19]. Fully differential
predictions are available, including a detailed analysis of the charge asymmetry at the LHC [145, 146].
The same calculation is compared with Tevatron results for the forward–backward asymmetry [10, 147].

The 𝐴𝑡𝑡
C predictions are calculated using 𝑚top = 172.5 GeV [19]. The PDF of the proton is taken from

the LUXqed17 NNLO PDF set (LUXqed17_plus_PDF4LHC15_nnlo_100) [19]. The central value and
uncertainties are based on the PDF4LHC 2015 recommendation. The photon content of the proton is
determined following Refs. [148, 149]. A dynamical renormalisation and factorisation scale [150] is
used, with the nominal value 𝜇0 chosen as 𝐻T/4, where 𝐻T =

√︃
𝑚2𝑡 + 𝑝2T,𝑡 +

√︃
𝑚2

𝑡
+ 𝑝2T,𝑡 . The scale

uncertainty band indicates the maximum and the minimum value of the asymmetry obtained from an
independent variation of the renormalisation and factorisation scales by factors of 2 or 0.5 around 𝜇0. The
variations in which one scale is multiplied by 2 while the other scale is divided by 2 are excluded. The MC
integration uncertainty is typically smaller than the scale uncertainty. Finally, the scale and MC integration
uncertainties are added in quadrature.

Tables 3–4 and Figures 3–4 show a comparison of the measured 𝐴𝑡𝑡
C asymmetry with the SM prediction.

The measured asymmetry is consistent with the NNLO prediction in Ref. [19] within the uncertainty. In
addition, the impact of the linear term of the 𝐶8𝑡𝑢 Wilson coefficient on the 𝐴𝑡𝑡

C prediction (see Section 8.3)
is shown for the inclusive and 𝑚𝑡𝑡 differential measurements.
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Figure 3: The unfolded inclusive (a) and differential charge asymmetries as a function of the invariant mass (b) of
the reconstructed top-quark pair in data. Vertical bars correspond to the total uncertainties. Shaded regions show SM
theory predictions calculated at NNLO in QCD and NLO in EW theory. The impact of the linear term of the 𝐶8𝑡𝑢
Wilson coefficient on the 𝐴𝑡𝑡

C prediction for two different values is shown as dashed lines. In the dilepton channel,
the two points corresponding to the higher invariant masses have large statistical uncertainty. A partial vertical
uncertainty bar is shown, while the central point is in the direction of the associated arrow, with a value given in
Table 3.
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Figure 4: The unfolded differential charge asymmetries as a function of the transverse momentum (a) and the
longitudinal boost (b) of the reconstructed top-quark pair in data. Vertical bars correspond to the total uncertainties.
Shaded regions show SM theory predictions calculated at NNLO in QCD and NLO in EW theory.
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Table 3: Results with statistical, systematic and the total uncertainties for the inclusive and 𝑚𝑡𝑡 differential 𝐴𝑡𝑡
C

measurements. The statistical uncertainty is obtained by unfolding the data, but excluding all the nuisance parameters.
The squared systematic uncertainty is evaluated as the difference between the squares of the total uncertainty and the
statistical uncertainty. The SM predictions are calculated at NNLO in QCD and NLO in EW theory.

Data 139 fb−1 SM prediction
Channel 𝐴𝑡𝑡

C Stat. Syst. Total unc.

Inclusive
Single-lepton 0.0068 0.0011 0.0011 0.0015

0.0064+0.0005−0.0006Dilepton 0.0070 0.0034 0.0035 0.0049
Combination 0.0068 0.0010 0.0010 0.0015

𝑚𝑡𝑡

< 500 GeV
Single-lepton 0.0074 0.0028 0.0028 0.0039

0.0056+0.0006−0.0006Dilepton −0.0030 0.0114 0.0084 0.0141
Combination 0.0059 0.0027 0.0024 0.0036

500–750 GeV
Single-lepton 0.0054 0.0020 0.0015 0.0025

0.0072+0.0006−0.0006Dilepton 0.0180 0.0061 0.0066 0.0089
Combination 0.0055 0.0019 0.0013 0.0023

750–1000 GeV
Single-lepton 0.0080 0.0048 0.0040 0.0062

0.0079+0.0004−0.0006Dilepton −0.0147 0.0188 0.0120 0.0223
Combination 0.0102 0.0046 0.0030 0.0056

1000–1500 GeV
Single-lepton 0.0234 0.0075 0.0050 0.0090

0.0096+0.0009−0.0009Dilepton 0.0663 0.0371 0.0244 0.0444
Combination 0.0246 0.0074 0.0045 0.0087

> 1500 GeV
Single-lepton 0.0133 0.0288 0.0076 0.0298

0.0094+0.0015−0.0011Dilepton −0.1313 0.1444 0.0590 0.1560
Combination 0.0014 0.0280 0.0068 0.0288
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Table 4: Results with statistical, systematic and the total uncertainties for the 𝑝T,𝑡𝑡 and 𝛽z,𝑡𝑡 differential 𝐴𝑡𝑡
C

measurements. The statistical uncertainty is obtained by unfolding the data, but excluding all the nuisance parameters.
The squared systematic uncertainty is evaluated as the difference between the squares of the total uncertainty and the
statistical uncertainty. The SM predictions are calculated at NNLO in QCD and NLO in EW theory.

Data 139 fb−1 SM prediction
Channel 𝐴𝑡𝑡

C Stat. Syst. Total unc.

𝑝T,𝑡𝑡

< 30 GeV
Single-lepton 0.0134 0.0034 0.0031 0.0046

0.0150+0.0006−0.0046Dilepton 0.0041 0.0105 0.0103 0.0147
Combination 0.0118 0.0032 0.0025 0.0041

30–120 GeV
Single-lepton 0.0044 0.0027 0.0027 0.0038

0.0009+0.0028−0.0012Dilepton 0.0179 0.0096 0.0103 0.0141
Combination 0.0058 0.0026 0.0026 0.0037

> 120 GeV
Single-lepton −0.0015 0.0047 0.0064 0.0080

0.0044+0.0030−0.0014Dilepton −0.0061 0.0122 0.0062 0.0137
Combination −0.0019 0.0044 0.0048 0.0065

𝛽z,𝑡𝑡

0–0.3
Single-lepton 0.0022 0.0040 0.0039 0.0056

0.0011+0.0005−0.0004Dilepton −0.0135 0.0179 0.0119 0.0215
Combination <0.0001 0.0039 0.0035 0.0052

0.3–0.6
Single-lepton 0.0074 0.0031 0.0025 0.0040

0.0023+0.0006−0.0004Dilepton −0.0010 0.0116 0.0076 0.0139
Combination 0.0065 0.0029 0.0023 0.0037

0.6–0.8
Single-lepton 0.0017 0.0028 0.0023 0.0037

0.0042+0.0003−0.0003Dilepton 0.0104 0.0090 0.0076 0.0118
Combination 0.0026 0.0027 0.0021 0.0034

0.8–1.0
Single-lepton 0.0130 0.0026 0.0038 0.0046

0.0146+0.0012−0.0014Dilepton 0.0208 0.0069 0.0050 0.0085
Combination 0.0163 0.0024 0.0030 0.0039
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8.1.2 Uncertainties

In order to determine the relative importance of systematic uncertainties, a ranking of individual nuisance
parameters is performed. For each uncertainty, the unfolding is repeated with the corresponding NP fixed
to +/−1𝜎 around the NP post-marginalisation mean value. The difference between the nominal unfolded
𝐴C result and the result with the shifted NP is considered as the pre-marginalisation ranking estimate of
the uncertainty. Similarly, a ranking where the NP is varied by +/−𝑐, where 𝑐 is the post-marginalisation
constraint, is performed and the post-marginalisation uncertainty ranking is obtained. This approach
hence takes into account post-marginalisation correlations between the ranked systematic uncertainty and
other uncertainties. The rankings of the leading systematic uncertainties are summarised in Tables 5
and 6 for the inclusive and 𝑚𝑡𝑡 differential 𝐴𝑡𝑡

C combined measurements, respectively. Tables for the 𝑝T,𝑡𝑡
and 𝛽z,𝑡𝑡 differential measurements can be found in Appendix A.1. In the tables, the information about
constraints can be obtained by comparing the pre-marginalisation and post-marginalisation impacts. The
strongest constraints reduce the uncertainties to about 60%–70% of the pre-marginalisation value, with the
exception of the third 𝑚𝑡𝑡 bin. In this bin, the constraint related to the 𝑡𝑡 modelling impact reduces the
pre-marginalisation uncertainty by 50%. A larger reduction in the uncertainty can be seen in Figure 2, due
to the inclusion of systematic uncertainties with mostly normalisation effect on Δ|𝑦𝑡𝑡 | distribution, but with
negligible effect on 𝐴𝑡𝑡

C .

Table 5: Impact of systematic uncertainties on the measurement of inclusive 𝐴𝑡𝑡
C , grouped into categories. The impact

of each category is obtained by summing the symmetrised ranking impact of the respective individual uncertainties
in quadrature. The total uncertainty differs from the sum-in-quadrature of the groups due to post-marginalisation
nuisance parameter correlations in the unfolding.

Post-marg. (pre-marg.) impact ×100
𝑡𝑡 modelling 0.06 (0.08)
𝑡𝑡 normalisation (flat prior) 0.02
Background modelling 0.04 (0.05)
Monte Carlo statistics 0.05
Small-𝑅 JES 0.03 (0.03)
Small-𝑅 JER 0.03 (0.03)
Large-𝑅 JES, JER 0.01 (0.01)
Leptons, 𝐸missT 0.02 (0.03)
𝑏-tagging eff. 0.01 (0.01)
Pile-up, JVT, luminosity 0.01 (0.01)

Statistical uncertainty 0.10

Total uncertainty 0.15
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Table 6: Impact of systematic uncertainties on the measurement of 𝐴𝑡𝑡
C vs 𝑚𝑡𝑡 , grouped into categories. The impact

of each category is obtained by summing the symmetrised ranking impact of the respective individual uncertainties
in quadrature. The total uncertainty differs from the sum-in-quadrature of the groups due to post-marginalisation
nuisance parameter correlations in the unfolding.

Post-marg. (pre-marg.) impact ×100
𝑚𝑡𝑡 bin [GeV] < 500 500–750 750–1000 1000–1500 > 1500

𝑡𝑡 modelling 0.15 (0.22) 0.07 (0.10) 0.14 (0.27) 0.31 (0.45) 0.64 (0.80)
𝑡𝑡 normalisation (flat prior) 0.06 0.02 0.08 0.06 0.18
Background modelling 0.09 (0.11) 0.06 (0.08) 0.13 (0.15) 0.22 (0.28) 0.84 (1.02)
Monte Carlo statistics 0.13 0.08 0.20 0.30 1.02
Small-𝑅 JES 0.09 (0.10) 0.05 (0.06) 0.13 (0.15) 0.15 (0.17) 0.43 (0.52)
Small-𝑅 JER 0.11 (0.16) 0.03 (0.05) 0.09 (0.15) 0.21 (0.29) 0.42 (0.65)
Large-𝑅 JES, JER 0.02 (0.02) 0.02 (0.02) 0.02 (0.03) 0.05 (0.05) 0.19 (0.28)
Leptons, 𝐸missT 0.04 (0.06) 0.03 (0.04) 0.08 (0.10) 0.06 (0.08) 0.26 (0.39)
𝑏-tagging eff. 0.02 (0.02) 0.01 (0.01) 0.03 (0.03) 0.03 (0.04) 0.27 (0.30)
Pile-up, JVT, luminosity 0.01 (0.01) 0.01 (0.01) 0.01 (0.01) 0.04 (0.04) 0.02 (0.02)

Statistical uncertainty 0.27 0.19 0.46 0.74 2.80

Total uncertainty 0.36 0.23 0.56 0.87 2.88

8.2 𝑨ℓℓ̄
C measurement

Similarly to 𝐴𝑡𝑡
C measurements, the measured 𝐴

ℓℓ̄
C is inferred from the posterior distribution of Δ|𝜂ℓℓ̄ |

according to Eq. (2), where the Δ|𝜂ℓℓ̄ | posterior is obtained by marginalising the extended likelihood
in Eq. (4). The 𝐴ℓℓ̄C value is measured in the dilepton channel only, combining four dilepton regions.
The Δ|𝜂ℓℓ̄ | distribution is split into four bins in all regions and in each differential bin of all differential
measurements. The 𝑚ℓℓ̄ , 𝑝T,ℓℓ̄ and 𝛽z,ℓℓ̄ differential bins are chosen in a way that compromises between
data-event counts and event migration due to poor reconstruction. For the systematic uncertainties, the
same correlation scheme as in the dilepton channel 𝐴𝑡𝑡

C measurement is used.

As shown in Figure 5, the marginalisation procedure reduces the total uncertainty significantly and results
in better agreement between the data and the predictions.
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Figure 5: Comparison between the data and the prediction for the reconstructed Δ|𝜂ℓℓ̄ | in the inclusive 𝐴ℓℓ̄C
measurement in the (a) dilepton 𝑒𝑒 + 𝜇𝜇 and (b) dilepton 𝑒𝜇 region. The ratio of data to prediction is shown before
and after marginalisation within FBU. Shaded bands correspond to the total uncertainty of the prediction. The signal
modelling uncertainties do not include normalisation effects because the overall acceptance difference cancels out in
the 𝐴ℓℓ̄C observable.

8.2.1 Comparison with the Standard Model prediction

The SM prediction of 𝐴ℓℓ̄C has been calculated at NLO in SM gauge couplings, including corrections up to
order 𝛼3s in the QCD coupling and the mixed QCD–QED and mixed QCD–weak-interaction corrections [20].
Fully differential predictions are available, including a detailed analysis of the charge asymmetry at the
LHC [20].

The 𝐴ℓℓ̄C predictions are calculated using 𝑚top = 173.34 GeV, 𝛼QED(𝑚𝑍 ) = 0.008 and the weak mixing
angle sin2 𝜃W = 0.23 [20]. The PDF of the proton is taken from the CT10 set [85]. The same value of
𝜇 = 𝑚top is used for both the renormalisation scale and factorisation scale. The scale uncertainty band
indicates the minimum and the maximum value of the asymmetry obtained by varying both scales by a
factor of 0.5 or 2.0 respectively.

Figure 6 and Table 7 show a comparison of the measured 𝐴ℓℓ̄C asymmetry with the SM prediction. The
measured asymmetry is consistent with NLO calculations [20].
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Figure 6: The unfolded inclusive (a) and differential leptonic asymmetries as a function of the invariant mass (b),
transverse momentum (c), and the longitudinal boost (d) of the reconstructed lepton pair in dilepton channel data.
Shaded regions show SM theory predictions calculated at NLO in QCD and NLO in EW theory. Vertical bars
correspond to the total uncertainties.
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Table 7: Results of the inclusive and differential 𝐴ℓℓ̄C measurements, including statistical, systematic and total
uncertainties. The statistical uncertainty is obtained by unfolding the data, excluding all the nuisance parameters.
The squared systematic uncertainty is evaluated as the difference between the squares of the total uncertainty and the
statistical uncertainty. The SM predictions are calculated at NLO in QCD and NLO in EW theory.

Data 139 fb−1 SM prediction
𝐴ℓℓ̄C Stat. Syst. Total unc.

Inclusive 0.0054 0.0012 0.0023 0.0026 0.0040+0.0002−0.0001

𝑚ℓℓ̄

< 200 GeV 0.0036 0.0014 0.0023 0.0027 0.0033+0.0001−0.0001
200–300 GeV 0.0013 0.0041 0.0020 0.0046 0.0084+0.0002−0.0001
300–400 GeV 0.0146 0.0085 0.0030 0.0090 0.0108+0.0003−0.0006
> 400 GeV 0.0205 0.0123 0.0036 0.0128 0.0120+0.0009−0.0002

𝑝T,ℓℓ̄
< 20 GeV 0.0176 0.0063 0.0031 0.0070 0.0026+0.0002−0.0002
20–70 GeV 0.0055 0.0020 0.0028 0.0034 0.0034+0.0001

<0.0001
> 70 GeV 0.0041 0.0018 0.0020 0.0027 0.0050+0.0002−0.0003

𝛽z,ℓℓ̄

0–0.3 −0.0020 0.0028 0.0008 0.0029 0.0022+0.0001−0.0001
0.3–0.6 0.0050 0.0024 0.0043 0.0049 0.0016+0.0001−0.0001
0.6–0.8 0.0068 0.0026 0.0037 0.0045 0.0034<0.0001−0.0001
0.8–1.0 0.0096 0.0028 0.0014 0.0031 0.0069+0.0003−0.0003

8.2.2 Uncertainties

The rankings of the leading systematic uncertainties are summarised in Tables 8 and 9 for the inclusive and
𝑚ℓℓ̄ differential 𝐴ℓℓ̄C measurements, respectively. Tables for the 𝑝T,ℓℓ̄ and 𝛽z,ℓℓ̄ differential measurements
can be found in Appendix A.2. In the tables, the information about constraints can be obtained by
comparing the pre-marginalisation and post-marginalisation impacts. The strongest constraints reduce
the uncertainties to about 80%–90% of the pre-marginalisation value (e.g. for 𝑡𝑡 signal modelling). For
some systematic uncertainties with smaller impacts (e.g. 𝑏-tagging efficiency in the 𝑚ℓℓ̄ differential
measurement), constraints reducing the uncertainties to 65% of the pre-marginalisation values can be
found. A larger reduction in the uncertainty can be seen in Figure 5, due to the inclusion of systematic
uncertainties with mostly normalisation effect on Δ|𝜂ℓℓ̄ | distribution, but with negligible effect on 𝐴ℓℓ̄C .
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Table 8: Impact of systematic uncertainties on the measurement of inclusive 𝐴ℓℓ̄C , grouped into categories. The impact
of each category is obtained by summing the symmetrised ranking impact of the respective individual uncertainties
in quadrature. The total uncertainty differs from the sum-in-quadrature of the groups due to post-marginalisation
nuisance parameter correlations in the unfolding.

Post-marg. (pre-marg.) impact ×100
𝑡𝑡 modelling 0.20 (0.22)
𝑡𝑡 normalisation (flat prior) 0.06
Background modelling 0.02 (0.02)
Monte Carlo statistics 0.04
Small-𝑅 JES 0.03 (0.03)
Small-𝑅 JER 0.06 (0.06)
Leptons, 𝐸missT 0.01 (0.01)
𝑏-tagging eff. <0.01 (<0.01)
Pile-up, JVT, luminosity 0.01 (0.01)

Statistical uncertainty 0.12

Total uncertainty 0.26

Table 9: Impact of systematic uncertainties on the measurement of 𝐴ℓℓ̄C vs 𝑚ℓℓ̄ , grouped into categories. The impact
of each category is obtained by summing the symmetrised ranking impact of the respective individual uncertainties
in quadrature. The total uncertainty differs from the sum-in-quadrature of the groups due to post-marginalisation
nuisance parameter correlations in the unfolding.

Post-marg. (pre-marg.) impact ×100
𝑚ℓℓ̄ bin [GeV] < 200 200–300 300–400 > 400

𝑡𝑡 modelling 0.18 (0.21) 0.17 (0.21) 0.20 (0.23) 0.15 (0.15)
𝑡𝑡 normalisation (flat prior) 0.03 0.03 0.03 0.01
Background modelling 0.02 (0.02) 0.05 (0.06) 0.06 (0.07) 0.06 (0.06)
Monte Carlo statistics 0.05 0.09 0.19 0.26
Small-𝑅 JES 0.04 (0.05) 0.02 (0.02) 0.03 (0.03) 0.08 (0.09)
Small-𝑅 JER 0.03 (0.03) 0.05 (0.05) 0.07 (0.07) 0.07 (0.06)
Leptons, 𝐸missT 0.02 (0.02) 0.03 (0.02) 0.06 (0.06) 0.09 (0.08)
𝑏-tagging eff. 0.01 (0.01) 0.02 (0.02) 0.02 (0.02) 0.02 (0.03)
Pile-up, JVT, luminosity 0.01 (0.01) 0.01 (0.01) 0.02 (0.01) 0.01 (0.02)

Statistical uncertainty 0.14 0.41 0.85 1.23

Total uncertainty 0.27 0.46 0.90 1.28

8.3 SMEFT interpretation of the 𝑨𝒕 𝒕
C results

The combined results of the 𝐴𝑡𝑡
C measurement are interpreted in the SMEFT. In this formalism the SM

Lagrangian is extended with higher-dimensional operators that encode the effect of new-physics phenomena
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at a scale beyond the direct reach of the experiment. A general effective Lagrangian is written as follows:

Leff = LSM + 1
Λ2

∑︁
𝑖

𝐶𝑖𝑂𝑖 + O
(
Λ−4

)
,

where LSM represents the SM Lagrangian, Λ represents the characteristic new-physics scale and 𝐶𝑖 are the
Wilson coefficients of the dimension-six operators 𝑂𝑖 . Any observable receives contributions proportional
toΛ−2, from the interference of dimension-six operators with SM amplitudes. The squares of dimension-six
operators are also computed, and these give rise to contributions of order Λ−4. However, further terms
of the same order, from the interference of dimension-eight operators with the SM, are ignored. For this
expansion to provide meaningful results, 𝐶𝑖/Λ2 must be small. For typical values of the coupling strength
𝐶𝑖 of the dimension-six operators, that implies that Λ must exceed several TeV. An indication of the
validity of the expansion is provided by comparing the results obtained from a linear parameterisation that
includes only Λ−2 terms with the results of a quadratic fit that also takes into account the known Λ−4 terms
from dimension-six operators squared.

In the following, the left-handed (L) quark doublets of the first two generations are represented by
𝑞𝑖 = (𝑢L, 𝑑L), (𝑐L, 𝑠L), and the doublet of the third generation is given by 𝑄 = (𝑡L, 𝑏L). Right-handed (R)
quarks of the first two generations are denoted by 𝑢𝑖 , 𝑑𝑖 and the right-handed top quark by 𝑡.

Using this notation, our interpretation considers 15 dimension-six operators in the Warsaw basis [44, 45]:

• There are eight 𝑞𝑞𝑡𝑡 operators with LL and RR chiral structures:

𝑂
1,8
𝑄𝑞

= (𝑄̄𝛾𝜇𝑇 𝐴𝑄) (𝑞𝑖𝛾𝜇𝑇 𝐴𝑞𝑖), 𝑂
1,1
𝑄𝑞

= (𝑄̄𝛾𝜇𝑄) (𝑞𝑖𝛾𝜇𝑞𝑖),

𝑂
3,8
𝑄𝑞

= (𝑄̄𝛾𝜇𝑇 𝐴𝜏𝐼𝑄) (𝑞𝑖𝛾𝜇𝑇 𝐴𝜏𝐼 𝑞𝑖), 𝑂
3,1
𝑄𝑞

= (𝑄̄𝛾𝜇𝜏𝐼𝑄) (𝑞𝑖𝛾𝜇𝜏𝐼 𝑞𝑖),

𝑂8𝑡𝑢 = (𝑡𝛾𝜇𝑇 𝐴𝑡) (𝑢̄𝑖𝛾𝜇𝑇 𝐴𝑢𝑖) 𝑂1𝑡𝑢 = (𝑡𝛾𝜇𝑡) (𝑢̄𝑖𝛾𝜇𝑢𝑖)
𝑂8𝑡𝑑 = (𝑡𝛾𝜇𝑇 𝐴𝑡) (𝑑𝑖𝛾𝜇𝑇 𝐴𝑑𝑖) 𝑂1𝑡𝑑 = (𝑡𝛾𝜇𝑡) (𝑑𝑖𝛾𝜇𝑑𝑖) .

• There are six further 𝑞𝑞𝑡𝑡 operators with LR structures:

𝑂8𝑄𝑢 = (𝑄̄𝛾𝜇𝑇 𝐴𝑄) (𝑢̄𝑖𝛾𝜇𝑇 𝐴𝑢𝑖) 𝑂1𝑄𝑢 = (𝑄̄𝛾𝜇𝑄) (𝑢̄𝑖𝛾𝜇𝑢𝑖)
𝑂8𝑄𝑑 = (𝑄̄𝛾𝜇𝑇 𝐴𝑄) (𝑑𝑖𝛾𝜇𝑇 𝐴𝑑𝑖) 𝑂1𝑄𝑑 = (𝑄̄𝛾𝜇𝑄) (𝑑𝑖𝛾𝜇𝑑𝑖)
𝑂8𝑡𝑞 = (𝑡𝛾𝜇𝑇 𝐴𝑡) (𝑞𝑖𝛾𝜇𝑇 𝐴𝑞𝑖) 𝑂1𝑡𝑞 = (𝑡𝛾𝜇𝑡) (𝑞𝑖𝛾𝜇𝑞𝑖) .

• There is one tensor operator that modifies the top–gluon interaction:

𝑂𝑡𝐺 = (𝑡𝜎𝜇𝜈𝑇 𝐴𝑡)𝜑̃𝐺𝐴
𝜇𝜈 .

The indices indicate the strong and weak structures: colour-singlet operators are indicated with (1) and
colour-octet operators with (8), weak-singlet operators with (1) and weak-triplet operators with (3). Also,
𝑇 𝐴 ≡ 𝜆𝐴/2 where 𝜆𝐴 are Gell-Mann matrices; 𝜏𝐼 represents Pauli matrices, 𝜑̃ represents the Higgs doublet
𝜑 with the antisymmetric SU(2) tensor by 𝜖 = 𝑖𝜏2 and 𝜑̃ = 𝜖𝜑∗. The CP-violating imaginary parts of
operator coefficients are not considered.
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The charge asymmetry is affected by a particular linear combination of operator coefficients [151–153]. This
measurement is therefore complementary to cross-section measurements and very valuable in disentangling
blind directions in global SMEFT fits [151].

The operators are implemented in the SMEFT@NLO UFO model [154] in the MadGraph5_aMC@NLO
package [117]. The relation between the operator coefficients and the charge asymmetry is determined at
NLO accuracy in the strong coupling constant and is parameterised with an analytic function [155]. If
the ‘positive’ and ‘negative’ cross-sections are defined as 𝜎+ = 𝜎(Δ|𝑦𝑡𝑡 | > 0) and 𝜎− = 𝜎(Δ|𝑦𝑡𝑡 | < 0),
respectively, they can be expressed as a function of the relevant operator coefficients:

𝜎± = 𝜎±
SM +

∑︁
𝑖

𝜎±
1,𝑖 × 𝐶𝑖/Λ2 +

∑︁
𝑖

𝜎±
2,𝑖 × 𝐶

2
𝑖 /Λ4 +

∑︁
𝑖, 𝑗

𝜎±
3,𝑖, 𝑗 × 𝐶𝑖𝐶 𝑗/Λ4

Fits with two different parameterisations are performed: one that retains only the linear terms proportional
to Λ−2 due to the interference of the dimension-six operators with the SM, and a second quadratic
parameterisation that also retains the dimension-six-squared terms proportional to Λ−4. In the quadratic fit
the cross-terms 𝐶𝑖𝐶 𝑗 involving two different operator coefficients are taken into account. The 𝜎±

SM term in
the parameterisation – determined at NLO accuracy with SMEFT@NLO [154] – is replaced by the NNLO
prediction from Ref. [19].

Limits on individual Wilson coefficients are derived by 𝜒2 minimisation. Just one Wilson coefficient is
varied, while the others are fixed to the SM prediction, i.e. zero. As an example, the 68% and 95% CL
bounds on 𝐶8𝑡𝑢/Λ2 from the 𝐴𝑡𝑡

C measurement are shown in Figure 7. The different points correspond to the
inclusive 𝐴𝑡𝑡

C measurement, the individual bins of the differential 𝐴
𝑡𝑡
C measurement as a function of 𝑚𝑡𝑡 , and

the combined fit of the bins of the 𝐴𝑡𝑡
C vs 𝑚𝑡𝑡 measurement. Limits derived from the LHC combination of

charge asymmetry measurements at
√
𝑠 = 8 TeV and from the Tevatron combination of forward–backward

asymmetry measurements in 1.96 TeV 𝑝𝑝 collisions are shown in the lower panel, for reference.

The nominal result, obtained with a linear parameterisation of the 𝐶8𝑡𝑢/Λ2 dependence, is shown in
blue. The result of the fit that also takes into account the Λ−4 term is shown in red. The central values
returned by the fits are quite similar, but in many cases the 95% CL intervals differ considerably and Λ−4

terms are not negligible. The inclusive measurement, with an uncertainty of 0.15%, yields tight bounds:
−1.44 < 𝐶8𝑡𝑢/Λ2 < 2.05 TeV−2 at 95% CL in the linear fit. Despite the large dilution by gluon-initiated 𝑡𝑡
production at the LHC at

√
𝑠 = 13 TeV, these bounds based on a single measurement improve considerably

on the limits derived from the LHC 8 TeV combination [41] and from the Tevatron combination [156].

The bounds from the differential measurements reflect the interplay between the sensitivity, which increases
rapidly at higher 𝑚𝑡𝑡 , and the uncertainty, which grows from 0.2%–0.3% in the lowest mass bin to 2.9% in
the highest bin. For the linear fit, the tightest limit is obtained in the mass bin from 1 to 1.5 TeV.

The result labelled ‘differential’ combines all results of the differential measurement versus 𝑚𝑡𝑡 in a 𝜒2
minimisation. The covariance matrix that keeps track of bin-to-bin correlations in the differential result
includes experimental uncertainties from the measurement and the uncertainties from the fixed-order
prediction. The experimental covariance matrix includes the uncertainties from experimental and modelling
uncertainties in the measurement, as returned by the unfolding procedure. The covariance matrix for
the SM prediction includes the effect of different choices for the renormalisation and factorisation scales
and of the difference between the LUXqed and NNPDF3.1 PDF sets. The covariance matrices due to
experimental and theoretical uncertainties are added together. The differential analysis yields a tight set of
95% CL bounds. For example, the linear 95% CL bound on 𝐶8𝑡𝑢/Λ2 improves from [−1.44, 2.05] TeV−2 in
the inclusive measurement to [−0.28, 1.38] TeV−2.
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Figure 7: Individual 68% (solid line) and 95% (dashed line) CL limits on the Wilson coefficient 𝐶8𝑡𝑢/Λ2 in the
SMEFT. The bounds are derived from the charge asymmetry measurement presented in this paper, combining the
single-lepton and dilepton channels. For the quadratic fit, two solutions were found by the 𝜒2 minimisation in some
cases. The theory uncertainty corresponds to the NNLO QCD + NLO EW calculation. The impact of dimension-six
operators is parameterised at NLO accuracy in QCD using the SMEFT@NLO package in MadGraph5_aMC@NLO.
Bounds are also shown from the forward–backward asymmetry measurements in

√
𝑠 = 1.96 TeV 𝑝𝑝 collisions at the

Tevatron and the charge asymmetry measurements in 8 TeV 𝑝𝑝 collisions in LHC Run 1.
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The individual 68% CL and 95% CL bounds on the Wilson coefficients of all relevant 𝑞𝑞𝑡𝑡 operators and
𝐶𝑡𝐺 obtained from the combination of 𝑚𝑡𝑡 differential results are presented in Figure 8. All intervals are
also given in Table 10. The 95% CL bounds typically range from O(1 TeV−2) to over O(10 TeV−2). For
the inclusive measurement, the linear fit yields tighter bounds on the Wilson coefficients for octet operators,
which enter at tree level, than for the coefficients of singlet operators that only affect 𝑡𝑡 production at
NLO [151]. The quadratic fit, however, provides tighter constraints for most of the singlet operators. The
95% CL bounds from the differential measurement are generally about a factor of two stronger than the
bounds derived from the inclusive measurement, thanks to the rapidly increasing sensitivity at high 𝑚𝑡𝑡 .

Compared to global fits of the top-quark sector [45, 151, 157] and fits including top, Higgs and EW
data [155, 158] the bounds found in this analysis are of the same order of magnitude. Often, the bounds
from the differential analysis are significantly tighter than the global bounds, indicating that inclusion
of these results in future global fits can improve the global result, by disentangling some of the poorly
constrained combinations of operator coefficients.

A further asymmetry measurement was proposed in Ref. [159]. The energy asymmetry in boosted 𝑡𝑡
production in association with an energetic jet provides complementary information that can eliminate
a blind direction of the charge asymmetry measurement. Such a measurement was performed in 𝑡𝑡 𝑗
production by the ATLAS Collaboration [46].

For the energy asymmetry, the SM prediction was obtained from simulations of 𝑡𝑡 𝑗 production at NLO
with MadGraph5_aMC@NLO+Pythia 8, while the impact of dimension-six operators is parameterised
at LO accuracy in QCD using the SMEFT@NLO package in MadGraph5_aMC@NLO. The covariance
matrix used in the 𝜒2 fit contains the experimental uncertainties as well as the statistical uncertainty of the
Monte Carlo prediction and the theory uncertainty due to its scale dependence. The renormalisation and
factorisation scales 𝜇r and 𝜇f are varied from their nominal values by factors of 2 and 0.5, yielding nine
different pairs of scale values, and the effect of the scale uncertainty is assessed from the envelope of the
resulting asymmetries.

Due to the extra jet in 𝑡𝑡 𝑗 production, the QCD structure of the energy asymmetry is not the same as for
the charge asymmetry in 𝑡𝑡 production, so the two asymmetries probe different directions in chiral and
colour space. This complementarity is illustrated in Figure 9, which shows the bounds from 𝑚𝑡𝑡 differential
charge asymmetry measurements compared with the bounds from the energy asymmetry measurement. For
colour-singlet operators with different quark chiralities (top row), the two asymmetries probe similar areas
in the parameter space. For colour-octet operators with the same chirality scenarios (middle row), however,
the shapes of the bounds look very different. In particular, the charge asymmetry leaves a blind direction in
the (𝐶1,8

𝑄𝑞
, 𝐶8𝑡𝑞) plane (left panel), which is broken by the energy asymmetry due to operator interference

with the QCD amplitude. The bottom row shows colour-singlet versus colour-octet operators with the
same quark chiralities. Here, the different shapes of the bounds are due to the different colour-singlet
and colour-octet contributions to 𝑡𝑡 and 𝑡𝑡 𝑗 production, which is probed with high sensitivity by the
asymmetries. The EFT contributions include dimension-six-squared terms proportional to Λ−4 for both
the charge asymmetry and energy asymmetry. A comparison for 𝐶1𝑡𝑢 versus 𝐶8𝑡𝑢 is not included, because
the different sensitivity to colour-singlet and colour-octet operators has already been illustrated with 𝐶1𝑡𝑞
versus 𝐶8𝑡𝑞, and the difference between L and R light quarks has been illustrated with 𝐶

1,1
𝑄𝑞
versus 𝐶1𝑡𝑢 .
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Figure 8: Individual 68% (solid line) and 95% (dashed line) CL limits on the Wilson coefficients 𝐶𝑖/Λ2 in the
SMEFT from the differential charge asymmetry measurements versus 𝑚𝑡𝑡 . Only one Wilson coefficient is varied at a
time while the others are kept at 0. The bounds are derived from the charge asymmetry measurement presented in
this paper, combining the single-lepton and dilepton channels. The theory uncertainty corresponds to the NNLO
QCD + NLO EW calculation. The impact of dimension-six operators is parameterised at NLO accuracy in QCD
using the SMEFT@NLO package in MadGraph5_aMC@NLO.

38



4 2 0 2 4
C1,1

Qq  (TeV/ )2

4

2

0

2

4

C
1 tq

 (T
eV

/
)2 ATLAS

s = 13 TeV, 139 fb 1

AE 68% CL
AE 95% CL

Att
C  68% CL

Att
C  95% CL

Att
C  68% CL

Att
C  95% CL

4 2 0 2 4
C1,1

Qq  (TeV/ )2

4

2

0

2

4

C
1 tu

 (T
eV

/
)2 ATLAS

s = 13 TeV, 139 fb 1
AE 68% CL
AE 95% CL

Att
C  68% CL

Att
C  95% CL

Att
C  68% CL

Att
C  95% CL

4 2 0 2 4
C1,8

Qq  (TeV/ )2

4

2

0

2

4

C
8 tq

 (T
eV

/
)2 ATLAS

s = 13 TeV, 139 fb 1

AE 68% CL
AE 95% CL

Att
C  68% CL

Att
C  95% CL

Att
C  68% CL

Att
C  95% CL

4 2 0 2 4
C1,8

Qq  (TeV/ )2

4

2

0

2

4
C

8 tu
 (T

eV
/

)2 ATLAS
s = 13 TeV, 139 fb 1

AE 68% CL
AE 95% CL

Att
C  68% CL

Att
C  95% CL

Att
C  68% CL

Att
C  95% CL

4 2 0 2 4
C1

tq (TeV/ )2

4

2

0

2

4

C
8 tq

 (T
eV

/
)2

ATLAS
s = 13 TeV, 139 fb 1

AE 68% CL
AE 95% CL

Att
C  68% CL

Att
C  95% CL

Att
C  68% CL

Att
C  95% CL

4 2 0 2 4
C1,1

Qq  (TeV/ )2

4

2

0

2

4

C
1,

8
Q

q
 (T

eV
/

)2 ATLAS
s = 13 TeV, 139 fb 1

AE 68% CL
AE 95% CL

Att
C  68% CL

Att
C  95% CL

Att
C  68% CL

Att
C  95% CL

Figure 9: Bounds on Wilson coefficients from two-parameter fits of the energy asymmetry 𝐴𝐸 (blue) and 𝐴𝑡𝑡
C

vs 𝑚𝑡𝑡 (red) measurements. The full and dashed lines show the 68% and 95% CL limits, respectively. The
bounds are derived from a comparison of the measured asymmetries with the SMEFT predictions using the
quadratic parameterisation. The SM prediction of 𝐴𝐸 is obtained from simulations of 𝑡𝑡 𝑗 production at NLO with
MadGraph5_aMC@NLO+Pythia 8, while the impact of dimension-six operators is parameterised at LO accuracy
in QCD using the SMEFT@NLO package in MadGraph5_aMC@NLO. For 𝐴𝑡𝑡

C the SM prediction is calculated
up to NNLO QCD and NLO EW accuracy and the impact of the dimension-six operators is parameterised at NLO
accuracy in QCD using the SMEFT@NLO package in MadGraph5_aMC@NLO.
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Table 10: Individual 68% and 95% CL bounds on the relevant Wilson coefficients of the SM Effective Field Theory in
units of TeV−2. The bounds are derived from the charge asymmetry measurement presented in this paper, combining
the single-lepton and dilepton channels. The upper block corresponds to the bounds derived from the inclusive
measurement, the second block to the bounds from the differential charge asymmetry measurements versus 𝑚𝑡𝑡 . In
both cases, the experimental uncertainties are accounted for, in the form of the complete covariance matrix that keeps
track of correlations between bins for the differential measurement. The theory uncertainty from the NNLO QCD +
NLO EW calculation is included by explicitly varying the renormalisation and factorisation scales, or the parton
distribution functions, in the calculation and registering the variations in the intervals.

Individual bounds (in units of TeV−2) from the inclusive 𝐴𝑡𝑡
𝐶
measurement.

Linear fit including terms ∝ Λ−2 Quadratic fit adding (𝐷6)2 terms ∝ Λ−4

Operator coefficient 68% CL 95% CL 68% CL 95% CL
𝐶𝑡𝐺/Λ2 [−0.54, 0.37] [−0.89, 1.03] [−0.56, 0.37] [−0.97, 0.99]
𝐶
1,8
𝑄𝑞

/Λ2 [−0.32, 0.61] [−0.78, 1.10] [−0.37, 0.51] [−3.47, 0.84]
𝐶
3,8
𝑄𝑞

/Λ2 [−0.88, 1.63] [−2.10, 2.94] [−1.97, 0.90] [−2.41, 1.33]
𝐶
1,1
𝑄𝑞

/Λ2 [−1.24, 2.29] [−2.97, 4.13] [−0.60, 0.48] [−0.79, 0.67]
𝐶
3,1
𝑄𝑞

/Λ2 [−6.74, 3.73] [−12.1, 8.99] [−0.51, 0.57] [−0.70, 0.75]
𝐶8𝑡𝑢/Λ2 [−0.60, 1.13] [−1.44, 2.05] [−2.93, 0.82] [−3.38, 1.28]
𝐶8
𝑡𝑑
/Λ2 [−0.97, 1.80] [−2.30, 3.26] [−4.34, 1.28] [−5.05, 1.99]

𝐶8𝑡𝑞/Λ2 [−0.96, 0.54] [−1.73, 1.29] [−2.77, 0.45] [−3.23, 0.93]
𝐶8
𝑄𝑢

/Λ2 [−1.06, 0.59] [−1.90, 1.41] [−3.63, 0.51] [−4.17, 1.06]
𝐶8
𝑄𝑑

/Λ2 [−3.71, 2.08] [−6.61, 5.02] [−3.36, 1.29] [−4.41, 2.35]
𝐶1𝑡𝑢/Λ2 [−0.81, 1.49] [−1.93, 2.69] [−0.80, 0.53] [−1.02, 0.75]
𝐶1
𝑡𝑑
/Λ2 [−17.6, 32.7] [−41.8, 59.4] [−0.98, 0.96] [−1.32, 1.30]

𝐶1𝑡𝑞/Λ2 [−1.25, 2.31] [−3.00, 4.16] [−0.34, 0.47] [−0.55, 0.68]
𝐶1
𝑄𝑢

/Λ2 [−2.40, 4.40] [−5.76, 7.92] [−0.43, 0.53] [−0.68, 0.78]
𝐶1
𝑄𝑑

/Λ2 [−53.0, 88.0] [−134, 152] [−0.72, 0.74] [−1.10, 1.12]
Individual bounds (in units of TeV−2) from the differential 𝐴𝑡𝑡

𝐶
measurement versus 𝑚𝑡𝑡 .

Linear fit including terms ∝ Λ−2 Quadratic fit adding (𝐷6)2 terms ∝ Λ−4

Operator coefficient 68% CL 95% CL 68% CL 95% CL
𝐶𝑡𝐺/Λ2 [−0.53,−0.11] [−0.70, 0.14] [−0.55,−0.11] [−0.75, 0.14]
𝐶
1,8
𝑄𝑞

/Λ2 [ 0.03, 0.49] [−0.20, 0.73] [ 0.04, 0.39] [−0.25, 0.53]
𝐶
3,8
𝑄𝑞

/Λ2 [−0.61, 0.45] [−1.13, 1.00] [−1.06,−0.61] [−1.23, 0.31]
𝐶
1,1
𝑄𝑞

/Λ2 [−0.06, 0.39] [−0.28, 0.62] [−0.45,−0.25] [−0.52, 0.28]
𝐶
3,1
𝑄𝑞

/Λ2 [−0.15, 0.98] [−0.69, 1.56] [ 0.15, 0.35] [−0.34, 0.43]
𝐶8𝑡𝑢/Λ2 [ 0.12, 0.96] [−0.28, 1.38] [ 0.14, 0.63] [−0.45, 0.82]
𝐶8
𝑡𝑑
/Λ2 [ 0.18, 1.47] [−0.45, 2.13] [ 0.17, 0.92] [−1.62, 1.21]

𝐶8𝑡𝑞/Λ2 [−0.36, 0.46] [−0.76, 0.88] [−0.25, 0.31] [−0.51, 0.58]
𝐶8
𝑄𝑢

/Λ2 [−0.71,−0.05] [−1.03, 0.29] [−1.03,−0.02] [−1.78, 0.27]
𝐶8
𝑄𝑑

/Λ2 [ 0.25, 3.46] [−1.28, 5.14] [−0.33, 0.89] [−0.96, 1.37]
𝐶1𝑡𝑢/Λ2 [−0.02, 0.40] [−0.21, 0.61] [−0.62,−0.39] [−0.70, 0.31]
𝐶1
𝑡𝑑
/Λ2 [−1.24, 0.22] [−1.94, 1.00] [ 0.29, 0.70] [−0.60, 0.84]

𝐶1𝑡𝑞/Λ2 [−0.10, 0.38] [−0.35, 0.63] [−0.08, 0.14] [−0.20, 0.22]
𝐶1
𝑄𝑢

/Λ2 [−0.47, 0.24] [−0.85, 0.58] [−0.18, 0.12] [−0.31, 0.23]
𝐶1
𝑄𝑑

/Λ2 [−0.27, 1.24] [−1.13, 1.90] [−0.19, 0.26] [−0.39, 0.42]
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9 Conclusion

The charge asymmetry in top-quark pair production is measured in the single-lepton and dilepton decay
channels using 139 fb−1 of

√
𝑠 = 13 TeV proton–proton collision data collected by the ATLAS experiment

at the LHC. A fully Bayesian unfolding method is used to correct for detector resolution and acceptance
effects. The resolved and boosted topologies of the single-lepton channels are unfolded simultaneously
with the same- and opposite-flavour dilepton channels.

Differential measurements are performed as a function of the invariant mass, transverse momentum and
longitudinal boost of the 𝑡𝑡 system. In comparison with previous results obtained at 8 TeV, the differential
variables benefit from a finer binning at larger values which are sensitive to possible enhancements of
the charge asymmetry due to new-physics phenomena beyond the Standard Model. The leptonic charge
asymmetry is measured inclusively and differentially as a function of invariant mass, transverse momentum
and longitudinal boost of the dilepton pair. The results are compatible with the Standard Model predictions
calculated at next-to-leading order in quantum chromodynamics and next-to-leading order in electroweak
theory.

The asymmetry obtained in the inclusive measurement, combining the single-lepton and dilepton results, is
𝐴C = 0.0068±0.0015 (stat.+syst.). The result differs from zero by 4.7 standard deviations and thus provides
strong evidence for charge asymmetry in 𝑡𝑡 production at the LHC. The precision of the combination is
dominated by the lepton+jets channel, primarily due to a much smaller statistical uncertainty than in the
dilepton channel. The inclusive and differential measurements are consistent with the Standard Model
predictions calculated at next-to-next-to-leading order in quantum chromodynamics and next-to-leading
order in electroweak theory.

The results are interpreted in the Standard Model Effective Field Theory. Individual limits on the
Wilson coefficients related to two-light-quark–two-heavy-quark operators and to the operator that modifies
the top–gluon interaction are derived from the inclusive charge asymmetry measurement and from the
differential measurement versus 𝑚𝑡𝑡 . The 95% CL bound on 𝐶8𝑡𝑢/Λ2 from the inclusive 𝐴𝑡𝑡

C measurement
improves considerably on the limits derived from the LHC 8 TeV combination and from the Tevatron 𝐴FB
combination. The combined bound on 𝐶8𝑡𝑢/Λ2 from the 𝑚𝑡𝑡 differential measurement, [−0.28, 1.38] using
a linear fit, is more than a factor of two better than the bound derived from the inclusive measurement, due
to the rapid increase in sensitivity with 𝑚𝑡𝑡 . The charge asymmetry presented in this paper complements
the energy asymmetry measured recently in 𝑡𝑡 𝑗 production by ATLAS, since the two observables probe
different directions in chiral and colour space.
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Appendix

A Ranking

A.1 𝑨𝒕 𝒕
C combination measurement

The ranking of the leading systematic uncertainties is summarised in Tables 11 and 12 for the 𝛽z,𝑡𝑡 and
𝑝T,𝑡𝑡 differential 𝐴𝑡𝑡

C combined measurements, respectively. Figures 10–16 show the ten highest-ranking
nuisance parameters. Comparisons of pre-marginalisation and post-marginalisation ranking are presented
together with the pulls and constraints of the ranked nuisance parameters obtained from data. In the figures,
the 𝛾1, 𝛾2, 𝛾3 and 𝛾4 nuisance parameters correspond to [−5,−𝑥], [−𝑥, 0], [0, 𝑥] and [𝑥, 5] Δ|𝑦𝑡𝑡 | bins,
respectively, where 𝑥 stands for Δ|𝑦𝑡𝑡 | bin edge.

Table 11: Impact of systematic uncertainties on the measurement of 𝐴𝑡𝑡
C vs 𝛽z,𝑡𝑡 , grouped into categories. The impact

of each category is obtained by summing the symmetrised ranking impact of the respective individual uncertainties
in quadrature. The total uncertainty differs from the sum-in-quadrature of the groups due to post-marginalisation
nuisance parameter correlations in the unfolding.

Post-marg. (pre-marg.) impact ×100
𝛽z,𝑡𝑡 bin 0–0.3 0.3–0.6 0.6–0.8 0.8–1.0

𝑡𝑡 modelling 0.18 (0.25) 0.12 (0.16) 0.11 (0.14) 0.23 (0.34)
𝑡𝑡 normalisation (flat prior) 0.07 0.05 0.04 0.07
Background modelling 0.15 (0.18) 0.07 (0.08) 0.07 (0.07) 0.12 (0.13)
Monte Carlo statistics 0.19 0.15 0.12 0.12
Small-𝑅 JES 0.15 (0.18) 0.10 (0.11) 0.09 (0.10) 0.10 (0.14)
Small-𝑅 JER 0.10 (0.16) 0.06 (0.09) 0.07 (0.10) 0.12 (0.17)
Large-𝑅 JES, JER 0.05 (0.05) 0.02 (0.03) 0.01 (0.02) 0.02 (0.03)
Leptons, 𝐸missT 0.03 (0.04) 0.03 (0.04) 0.05 (0.06) 0.06 (0.08)
𝑏-tagging eff. 0.03 (0.03) 0.02 (0.02) 0.02 (0.02) 0.03 (0.03)
Pile-up, JVT, luminosity 0.01 (0.01) 0.01 (0.01) 0.02 (0.02) 0.01 (0.01)

Statistical uncertainty 0.39 0.29 0.27 0.24

Total uncertainty 0.52 0.37 0.34 0.39
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Table 12: Impact of systematic uncertainties on the measurement of 𝐴𝑡𝑡
C vs 𝑝T,𝑡𝑡 , grouped into categories. The impact

of each category is obtained by summing the symmetrised ranking impact of the respective individual uncertainties
in quadrature. The total uncertainty differs from the sum-in-quadrature of the groups due to post-marginalisation
nuisance parameter correlations in the unfolding.

Post-marg. (pre-marg.) impact ×100
𝑝T,𝑡𝑡 bin [GeV] 0–30 30–120 > 120

𝑡𝑡 modelling 0.13 (0.19) 0.11 (0.16) 0.40 (0.57)
𝑡𝑡 normalisation (flat prior) 0.03 0.05 0.12
Background modelling 0.11 (0.12) 0.12 (0.13) 0.14 (0.16)
Monte Carlo statistics 0.15 0.13 0.19
Small-𝑅 JES 0.09 (0.10) 0.08 (0.09) 0.16 (0.18)
Small-𝑅 JER 0.08 (0.12) 0.08 (0.11) 0.13 (0.20)
Large-𝑅 JES, JER 0.02 (0.03) 0.02 (0.03) 0.05 (0.07)
Leptons, 𝐸missT 0.12 (0.14) 0.05 (0.07) 0.08 (0.08)
𝑏-tagging eff. 0.03 (0.03) 0.03 (0.03) 0.04 (0.04)
Pile-up, JVT, luminosity 0.01 (0.01) 0.02 (0.02) 0.03 (0.03)

Statistical uncertainty 0.32 0.26 0.44

Total uncertainty 0.41 0.37 0.65
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Figure 10: Ranking of the systematic uncertainties with marginalisation (a) for the inclusive 𝐴C measurement
and (b) for 𝛽z,𝑡𝑡 ∈ [0.0, 0.3]. Only the ten highest-ranking uncertainties are shown, ordered according to their
post-marginalisation ranking, which considers the constraining power of the marginalisation for the data. The red
and blue bars show the effect on unfolded 𝐴C of downward and upward variation of the systematic uncertainty,
respectively. The points show the pulls and constraints of the ranked NPs obtained from data.
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Figure 11: Ranking of the systematic uncertainties with marginalisation (a) for 𝛽z,𝑡𝑡 ∈ [0.3, 0.6] and (b) for 𝛽z,𝑡𝑡 ∈
[0.6, 0.8]. Only the ten highest-ranking uncertainties are shown, ordered according to their post-marginalisation
ranking, which considers the constraining power of the marginalisation for the data. The red and blue bars show the
effect on unfolded 𝐴C of downward and upward variation of the systematic uncertainty, respectively. The points
show the pulls and constraints of the ranked NPs obtained from data.
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Figure 12: Ranking of the systematic uncertainties with marginalisation (a) for 𝛽z,𝑡𝑡 ∈ [0.8, 1.0] and (b) for
𝑚𝑡𝑡 ∈ [0, 500] GeV. Only the ten highest-ranking uncertainties are shown, ordered according to their post-
marginalisation ranking, which considers the constraining power of the marginalisation for the data. The red and blue
bars show the effect on unfolded 𝐴C of downward and upward variation of the systematic uncertainty, respectively.
The points show the pulls and constraints of the ranked NPs obtained from data.
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Figure 13: Ranking of the systematic uncertainties with marginalisation (a) for 𝑚𝑡𝑡 ∈ [500, 750] GeV and (b)
for 𝑚𝑡𝑡 ∈ [750, 1000] GeV. Only the ten highest-ranking uncertainties are shown, ordered according to their
post-marginalisation ranking, which considers the constraining power of the marginalisation for the data. The red
and blue bars show the effect on unfolded 𝐴C of downward and upward variation of the systematic uncertainty,
respectively. The points show the pulls and constraints of the ranked NPs obtained from data.
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Figure 14: Ranking of the systematic uncertainties with marginalisation (a) for 𝑚𝑡𝑡 ∈ [1000, 1500] GeV and (b)
for 𝑚𝑡𝑡 > 1500 GeV. Only the ten highest-ranking uncertainties are shown, ordered according to their post-
marginalisation ranking, which considers the constraining power of the marginalisation for the data. The red and blue
bars show the effect on unfolded 𝐴C of downward and upward variation of the systematic uncertainty, respectively.
The points show the pulls and constraints of the ranked NPs obtained from data.
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Figure 15: Ranking of the systematic uncertainties with marginalisation (a) for 𝑝T,𝑡𝑡 ∈ [0, 30] GeV and (b) for
𝑝T,𝑡𝑡 ∈ [30, 120] GeV. Only the ten highest-ranking uncertainties are shown, ordered according to their post-
marginalisation ranking, which considers the constraining power of the marginalisation for the data. The red and blue
bars show the effect on unfolded 𝐴C of downward and upward variation of the systematic uncertainty, respectively.
The points show the pulls and constraints of the ranked NPs obtained from data.
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Figure 16: Ranking of the systematic uncertainties with marginalisation for 𝑝T,𝑡𝑡 > 120 GeV. Only the ten highest-
ranking uncertainties are shown, ordered according to their post-marginalisation ranking, which considers the
constraining power of the marginalisation for the data. The red and blue bars show the effect on unfolded 𝐴C of
downward and upward variation of the systematic uncertainty, respectively. The points show the pulls and constraints
of the ranked NPs obtained from data.

A.2 𝑨ℓℓ̄
C measurement

The ranking of the leading systematic uncertainties is summarised in Tables 13 and 14 for the 𝛽z,ℓℓ̄ and
𝑝T,ℓℓ̄ differential 𝐴ℓℓ̄C combined measurements, respectively. Figures 17–22 show the ten highest-ranking
nuisance parameters. Comparisons of pre-marginalisation and post-marginalisation ranking are presented
together with the pulls and constraints of the ranked nuisance parameters obtained from data. In the figures,
the 𝛾1, 𝛾2, 𝛾3 and 𝛾4 nuisance parameters correspond to [−2.5,−𝑥], [−𝑥, 0], [0, 𝑥] and [𝑥, 2.5] Δ|𝜂ℓℓ̄ |
bins, respectively, where 𝑥 stands for Δ|𝜂ℓℓ̄ | bin edge.
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Table 13: Impact of systematic uncertainties on the measurement of 𝐴ℓℓ̄C vs 𝛽z,ℓℓ̄ , grouped into categories. The impact
of each category is obtained by summing the symmetrised ranking impact of the respective individual uncertainties
in quadrature. The total uncertainty differs from the sum-in-quadrature of the groups due to post-marginalisation
nuisance parameter correlations in the unfolding.

Post-marg. (pre-marg.) impact ×100
𝛽z,ℓℓ̄ bin 0–0.3 0.3–0.6 0.6–0.8 0.8–1.0

𝑡𝑡 modelling 0.04 (0.04) 0.37 (0.41) 0.27 (0.32) 0.09 (0.10)
𝑡𝑡 normalisation (flat prior) 0.03 0.05 0.02 0.05
Background modelling 0.04 (0.05) 0.05 (0.06) 0.06 (0.07) 0.02 (0.03)
Monte Carlo statistics 0.06 0.07 0.11 0.07
Small-𝑅 JES 0.01 (0.01) 0.02 (0.02) 0.06 (0.07) 0.02 (0.02)
Small-𝑅 JER 0.03 (0.03) 0.07 (0.08) 0.04 (0.05) 0.05 (0.06)
Leptons, 𝐸missT 0.02 (0.02) 0.02 (0.01) 0.02 (0.02) 0.01 (0.01)
𝑏-tagging eff. 0.01 (0.01) 0.01 (0.01) 0.01 (0.01) 0.01 (0.01)
Pile-up, JVT, luminosity <0.01 (<0.01) 0.01 (0.01) 0.02 (0.02) 0.01 (0.01)

Statistical uncertainty 0.28 0.24 0.26 0.28

Total uncertainty 0.29 0.49 0.45 0.31

Table 14: Impact of systematic uncertainties on the measurement of 𝐴ℓℓ̄C vs 𝑝T,ℓℓ̄ , grouped into categories. The impact
of each category is obtained by summing the symmetrised ranking impact of the respective individual uncertainties
in quadrature. The total uncertainty differs from the sum-in-quadrature of the groups due to post-marginalisation
nuisance parameter correlations in the unfolding.

Post-marg. (pre-marg.) impact ×100
𝑝T,ℓℓ̄ bin [GeV] 0–20 20–70 > 70

𝑡𝑡 modelling 0.19 (0.23) 0.24 (0.26) 0.16 (0.18)
𝑡𝑡 normalisation (flat prior) 0.05 0.03 0.05
Background modelling 0.06 (0.07) 0.03 (0.04) 0.02 (0.03)
Monte Carlo statistics 0.18 0.06 0.05
Small-𝑅 JES 0.03 (0.03) 0.02 (0.03) 0.02 (0.02)
Small-𝑅 JER 0.05 (0.06) 0.06 (0.06) 0.03 (0.04)
Leptons, 𝐸missT 0.04 (0.04) 0.03 (0.03) 0.01 (0.01)
𝑏-tagging eff. 0.05 (0.05) 0.01 (0.01) <0.01 (0.01)
Pile-up, JVT, luminosity 0.04 (0.04) 0.01 (0.01) 0.01 (0.01)

Statistical uncertainty 0.63 0.20 0.18

Total uncertainty 0.70 0.34 0.27
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(b) 0.0 < 𝛽z,ℓℓ̄ < 0.3

Figure 17: Ranking of the systematic uncertainties with marginalisation (a) for the inclusive 𝐴C measurement
and (b) for 𝛽z,ℓℓ̄ ∈ [0.0, 0.3]. Only the ten highest-ranking uncertainties are shown, ordered according to their
post-marginalisation ranking, which considers the constraining power of the marginalisation for the data. The red
and blue bars show the effect on unfolded 𝐴C of downward and upward variation of the systematic uncertainty,
respectively. The points show the pulls and constraints of the ranked NPs obtained from data.
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Figure 18: Ranking of the systematic uncertainties with marginalisation (a) for 𝛽z,ℓℓ̄ ∈ [0.3, 0.6] and (b) for 𝛽z,ℓℓ̄ ∈
[0.6, 0.8]. Only the ten highest-ranking uncertainties are shown, ordered according to their post-marginalisation
ranking, which considers the constraining power of the marginalisation for the data. The red and blue bars show the
effect on unfolded 𝐴C of downward and upward variation of the systematic uncertainty, respectively. The points
show the pulls and constraints of the ranked NPs obtained from data.
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Figure 19: Ranking of the systematic uncertainties with marginalisation (a) for 𝛽z,ℓℓ̄ > 0.8 and (b) for 𝑚ℓℓ̄ ∈
[0, 200] GeV. Only the ten highest-ranking uncertainties are shown, ordered according to their post-marginalisation
ranking, which considers the constraining power of the marginalisation for the data. The red and blue bars show the
effect on unfolded 𝐴C of downward and upward variation of the systematic uncertainty, respectively. The points
show the pulls and constraints of the ranked NPs obtained from data.
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Figure 20: Ranking of the systematic uncertainties with marginalisation (a) for 𝑚ℓℓ̄ ∈ [200, 300] GeV and (b)
for 𝑚ℓℓ̄ ∈ [300, 400] GeV. Only the ten highest-ranking uncertainties are shown, ordered according to their
post-marginalisation ranking, which considers the constraining power of the marginalisation for the data. The red
and blue bars show the effect on unfolded 𝐴C of downward and upward variation of the systematic uncertainty,
respectively. The points show the pulls and constraints of the ranked NPs obtained from data.
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Figure 21: Ranking of the systematic uncertainties with marginalisation (a) for 𝑚ℓℓ̄ > 400 GeV and (b) for
𝑝T,ℓℓ̄ < 20 GeV. Only the ten highest-ranking uncertainties are shown, ordered according to their post-marginalisation
ranking, which considers the constraining power of the marginalisation for the data. The red and blue bars show the
effect on unfolded 𝐴C of downward and upward variation of the systematic uncertainty, respectively. The points
show the pulls and constraints of the ranked NPs obtained from data.
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Figure 22: Ranking of the systematic uncertainties with marginalisation (a) for 𝑝T,ℓℓ̄ ∈ [20, 70] GeV and (b) for
𝑝T,ℓℓ̄ > 70 GeV. Only the ten highest-ranking uncertainties are shown, ordered according to their post-marginalisation
ranking, which considers the constraining power of the marginalisation for the data. The red and blue bars show the
effect on unfolded 𝐴C of downward and upward variation of the systematic uncertainty, respectively. The points
show the pulls and constraints of the ranked NPs obtained from data.
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