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Measurement of the 𝒕 𝒕 production cross-section in
𝒑 𝒑 collisions at

√
𝒔 = 5.02 TeV with the ATLAS

detector
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The inclusive top-quark pair (𝑡𝑡) production cross-section 𝜎𝑡𝑡 is measured in proton–proton
collisions at a centre-of-mass energy

√
𝑠 = 5.02 TeV, using 257 pb−1 of data collected in 2017

by the ATLAS experiment at the LHC. The 𝑡𝑡 cross-section is measured in both the dilepton
and single-lepton final states of the 𝑡𝑡 system and then combined. The combination of the two
measurements yields

𝜎𝑡𝑡 = 67.5 ± 0.9 (stat.) ± 2.3 (syst.) ± 1.1 (lumi.) ± 0.2 (beam) pb,

where the four uncertainties reflect the limited size of the data sample, experimental and
theoretical systematic effects, and imperfect knowledge of both the integrated luminosity and
the LHC beam energy, giving a total uncertainty of 3.9%. The result is in agreement with
theoretical quantum chromodynamic calculations at next-to-next-to-leading order in the strong
coupling constant, including the resummation of next-to-next-to-leading logarithmic soft-gluon
terms, and constrains the parton distribution functions of the proton at large Bjorken-𝑥.
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1 Introduction

The study of top quark–antiquark (𝑡𝑡) production in proton–proton (𝑝𝑝) collisions forms a central part of
the physics programme of the ATLAS experiment at the Large Hadron Collider (LHC). Measurements of
the inclusive 𝑡𝑡 cross-section 𝜎𝑡𝑡 allow studies of quantum chromodynamics (QCD) at some of the highest
accessible energy scales. Predictions for 𝜎𝑡𝑡 in 𝑝𝑝 collisions are available at next-to-next-to-leading-order
(NNLO) accuracy in the strong coupling constant 𝛼s, including the resummation of next-to-next-to-
leading logarithmic (NNLL) soft-gluon terms [1–6]. These predictions are in excellent agreement with
measurements from the ATLAS, CMS, and LHCb collaborations at

√
𝑠 = 7, 8, and 13 TeV [7–16].

During the data-taking period from 2015 to 2018, known as Run 2, the LHC provided samples of 𝑝𝑝
collisions at

√
𝑠 = 5.02TeV, primarily to support the heavy-ion physics programme, but also to measure

Standard Model (SM) physics processes in this intermediate energy regime. For 𝑡𝑡 production, the
lower

√
𝑠 value increases the fraction of 𝑞𝑞-initiated events from 11% at

√
𝑠 = 13TeV to about 25%,

making this data complementary to the larger samples at higher centre-of-mass energies and offering the
potential for additional constraints on parton distribution functions (PDFs). Assuming a top-quark mass
of 𝑚𝑡 = 172.5GeV, the NNLO+NNLL prediction for 𝜎𝑡𝑡 at

√
𝑠 = 5.02TeV calculated with the Top++

program [17] is 68.2 ± 4.8+1.9−2.3 pb, where the first uncertainty corresponds to PDF and 𝛼s uncertainties and
the second to QCD scale variations. The PDF and 𝛼s uncertainties were calculated using the PDF4LHC
prescription [18] with the MSTW2008 [19, 20], CT10nnlo [21, 22], and NNPDF2.3 5f FFN [23] PDF sets.
The scale uncertainties were calculated from an envelope of predictions with the QCD renormalisation and
factorisation scales increased and decreased independently by a factor of two from their default values of
𝜇r = 𝜇f = 𝑚𝑡 [24, 25], while never letting the scales differ by more than a factor of two from each other.
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The total uncertainty corresponds to a relative precision of +7.5−7.7%. The cross-section further varies by
−3.2
+3.3% for a ±1GeV variation in 𝑚𝑡 . The prediction agrees well with a measurement of 63.0 ± 5.1 pb from
the CMS Collaboration using data samples at

√
𝑠 = 5.02 TeV of 302 pb−1 recorded in 2017 and 27 pb−1

recorded in 2015 [26].

This paper reports a measurement of 𝜎𝑡𝑡 at
√
𝑠 = 5.02TeV using a 257 pb−1 data sample recorded by the

ATLAS Collaboration in 2017. The measurement was performed in both the dilepton and single-lepton
channels of the 𝑡𝑡 decay. The dilepton-channel final states are those where the 𝑊 bosons from both
top quarks decay leptonically, i.e. 𝑡𝑡 → 𝑊+𝑏𝑊−𝑏̄ → ℓℓ′𝜈𝜈̄𝑏𝑏̄, where ℓ and ℓ′ represent an electron or
muon, including those produced in leptonic decays of 𝜏-leptons (𝑊 → 𝜏 → ℓ). Event samples with
an opposite-charge pair of leptons, transverse-momentum imbalance arising from the presence of two
neutrinos, and one or two jets tagged as likely to contain 𝑏-hadrons were used to measure the rate of 𝑡𝑡
production in the dilepton channel, which is characterised by high 𝑡𝑡 purity but has a relatively small
number of selected events. This technique is similar to that used in measurements of 𝜎𝑡𝑡 using 𝑒𝜇 events [7,
9] but also exploits the same-flavour 𝑒𝑒 and 𝜇𝜇 events. The single-lepton final states are those where one𝑊
boson decays leptonically and the other decays hadronically. This results in a final state characterised by a
charged lepton, transverse-momentum imbalance arising from a neutrino, two jets from the bottom quarks,
and two or more jets arising from the hadronisation of the𝑊-boson decay products. The single-lepton
event samples were defined by requiring a charged lepton ℓ, missing transverse momentum indicating a
neutrino, and two or more jets with at least one of the jets tagged as being likely to contain a 𝑏-hadron. The
single-lepton sample was separated into subsamples with different signal-to-background ratios, increasing
the precision of the measurement. The measurement also used a multivariate technique to further separate
the 𝑡𝑡 signal from background events, using techniques similar to those used in 𝜎𝑡𝑡 measurements at√
𝑠 = 13 TeV [10]. This approach combined the separation power of several variables and their correlations.
Finally, the dilepton and single-lepton measurements were combined, taking the correlated systematic
uncertainties into account.

This paper is structured as follows. The ATLAS detector is described in Section 2, followed by the data and
simulation samples used in the analysis in Section 3, and the event reconstruction in Section 4. The dilepton
measurement is described in Section 5 while the single-lepton measurement is described in Section 6.
Systematic uncertainties associated with the measurements are described in Section 7 and the results of the
individual channels are reported in Section 8. The combined cross-section measurement is presented in
Section 9, together with a comparison with predictions from various PDF sets, and an illustration of how
the gluon PDF is affected by including this measurement in the ATLAS PDF fits. The conclusions of this
study are summarised in Section 10.

2 ATLAS detector

The ATLAS detector [27] at the LHC is centred on the 𝑝𝑝 collision point and covers nearly the
whole 4𝜋 solid angle.1 It consists of an inner tracking detector surrounded by a 2 T superconducting
solenoid, electromagnetic and hadronic calorimeters, and a muon spectrometer incorporating three large
superconducting toroid magnets.

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the 𝑧-axis along the beam line. The 𝑥-axis points from the IP to the centre of the LHC ring, and the 𝑦-axis points upwards.
Cylindrical coordinates (𝑟, 𝜙) are used in the transverse plane, 𝜙 being the azimuthal angle around the 𝑧-axis. The pseudorapidity
is defined in terms of the polar angle 𝜃 as 𝜂 = − ln tan(𝜃/2). Angular distance is measured in units of Δ𝑅 ≡

√︁
(Δ𝜂)2 + (Δ𝜙)2.
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The inner detector, including the insertable B-layer added as a new innermost layer in 2014 [28, 29], provides
charged-particle tracking information from silicon pixel and microstrip detectors in the pseudorapidity
range |𝜂 | < 2.5 and a transition radiation tracker covering |𝜂 | < 2.0.

The calorimeter system covers the pseudorapidity range |𝜂 | < 4.9 and measures the positions and energies
of electrons, photons, and charged and neutral hadrons. Within the region |𝜂 | < 3.2, electromagnetic
calorimetry is provided by barrel and endcap high-granularity lead and liquid-argon sampling calorimeters.
The hadronic sampling calorimeter uses either scintillator tiles or liquid argon as active material and steel,
copper or tungsten as absorber.

The muon spectrometer comprises separate trigger and high-precision tracking chambers measuring the
tracks of muons in a magnetic field generated by superconducting air-core toroid magnets. The precision
chamber system covers the region |𝜂 | < 2.7, while the muon trigger system covers the range |𝜂 | < 2.4.

A two-level trigger system is used to select which events to save for offline analysis [30]. The first level
is implemented in hardware/firmware and uses a subset of the detector information to reduce the event
rate from the 40MHz proton bunch crossings to less than 100 kHz. This is followed by a software-based
high-level trigger that reduces the event rate to approximately 1 kHz. An extensive software suite [31] is
used in the reconstruction and analysis of real and simulated data, in detector operations, and in the trigger
and data acquisition systems of the experiment.

3 Event samples

The analysis was performed on 𝑝𝑝 collision data collected at
√
𝑠 = 5.02TeV in November 2017 by the

ATLAS detector, with an integrated luminosity of 257 pb−1 after data quality requirements [32]. Events
were required to pass either a single-electron or a single-muon trigger, both of which are fully efficient for
leptons with an offline-reconstructed transverse momentum 𝑝T > 15GeV [33, 34]. Most triggered events
also included signals from additional inelastic 𝑝𝑝 collisions in the same bunch crossing, referred to as
pileup. The mean number of inelastic 𝑝𝑝 collisions per bunch crossing 〈𝜇〉 varied between about 0.5 and
4, with an average of 〈𝜇〉 ≈ 2 [35].

Monte Carlo (MC) simulated event samples were used to develop the analysis procedures, evaluate signal
and background contributions, and compare the predicted distributions with data. All samples were
processed using the full ATLAS detector simulation [36] based on the Geant4 framework [37]. The
effects of pileup were simulated by generating additional inelastic 𝑝𝑝 collisions with the Pythia 8.186
event generator [38] using the A3 set of parameter values (tune) [39] and overlaying them on the primary
simulated events. These combined events were then processed using the same reconstruction and analysis
chain as the data. As discussed in Section 7.2, small corrections derived from comparisons of data and
simulation at both

√
𝑠 = 5.02TeV and

√
𝑠 = 13TeV were applied to the simulated lepton-trigger and

reconstruction efficiencies to improve agreement with the response observed in data.

The simulation samples were created using event-generator configurations similar to those developed for the
analysis of

√
𝑠 = 13 TeV data [9, 10]. The nominal simulated 𝑡𝑡 sample was produced using the NLO event

generator PowhegBox v2 [40–43] with the NNPDF3.0nlo PDF set [44] and employed the Pythia 8.210
model with the NNPDF2.3lo PDF set and the A14 tune [45] for the parton-shower, hadronisation, and
underlying-event modelling. In the Powheg configuration, the cut-off scale for the first gluon emission
(represented by the ℎdamp parameter) was set to 32𝑚𝑡 and the factorisation (𝜇f) and renormalisation (𝜇r)
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scales were set to 𝜇f = 𝜇r =
√︃
𝑚𝑡
2 + 𝑝2T,𝑡 , where the top-quark transverse momentum (𝑝T,𝑡 ) is evaluated

before radiation [46].

Alternative 𝑡𝑡 simulation samples were generated in order to assess systematic uncertainties. One sample
used the Powheg MC generator with the Herwig 7.1.6 parton-shower and hadronisation model [47, 48]
employing theH7UE tune [48]. Another samplewas generated using theMadGraph5_aMC@NLO2.3.3.p1
generator (referred to hereafter as aMC@NLO) [49] with the NNPDF3.0nlo PDF set while using the
Pythia 8 parton-shower and hadronisation model. Uncertainties in the amount of parton-shower radiation
were evaluated by reweighting the nominal 𝑡𝑡 sample so as to effectively change QCD scales and shower
parameters, and by generating an additional Powheg+Pythia8 sample with ℎdamp = 3𝑚𝑡 . The top-quark
mass was set to 172.5GeV in all top-quark samples, and the EvtGen program [50] was used to handle
the decays of 𝑏- and 𝑐-flavoured hadrons. All samples were normalised using the NNLO+NNLL 𝑡𝑡

cross-section prediction discussed in Section 1.

The backgrounds in these analyses arise from single-top-quark production, 𝑊 and 𝑍 bosons produced
in association with hadronic jets, and diboson production. The 𝑡-channel, 𝑠-channel, and𝑊𝑡 associated
production processes for single top quarks were simulated using the Powheg v2 [51, 52] generator with the
NNPDF3.0nlo PDF set and employing Pythia 8 with the A14 tune as the parton-shower and hadronisation
model. The diagram removal scheme [53] was used to handle the interference between the 𝑡𝑡 and𝑊𝑡 final
states. The𝑊𝑡 sample was normalised to a cross-section of 6.05±0.57 pb, obtained by extrapolating [54] the
approximate NNLO calculation [55, 56] using the MSTW2008 NNLO PDF set [19, 20] to

√
𝑠 = 5.02 TeV,

and taking into account PDF and QCD scale uncertainties. The 𝑡- and 𝑠-channel samples were normalised
to the cross-section predictions from the Hathor [57] NLO MC generator, and the uncertainties were
conservatively taken to be 9.5% for both processes, the same as for𝑊𝑡. Two alternative𝑊𝑡 samples were
generated: one using the Powheg+Pythia8 MC generator but with the diagram subtraction scheme [52,
58] and the other using the Powheg MC generator with the Herwig 7.1.6 parton-shower and hadronisation
model employing the H7UE tune. A 𝑡-channel sample using the Powheg+Herwig7.1.6 scheme similar to
the alternative𝑊𝑡 sample was also generated.

The 𝑍 + jets and𝑊+ jets events were simulated with the Sherpa 2.2.5 generator [59] using NLO matrix
elements for up to two partons, and LOmatrix elements for up to four partons, as discussed in Ref. [10]. The
samples were generated using the NNPDF3.0nlo PDF set and normalised using an NNLO cross-section
prediction [60]. Alternative 𝑍 + jets samples were generated using the Powheg+Pythia8 event generator.
Smaller backgrounds from diboson production (𝑊𝑊 ,𝑊𝑍 , and 𝑍𝑍) with additional jets were simulated
using the Sherpa 2.1.1 [61] generator with the CT10 PDF set [21], as discussed in Ref. [62].

4 Event reconstruction

The dilepton and single-lepton measurements made use of reconstructed electrons, muons and jets, as well
as the momentum imbalance in the transverse plane to infer the presence of neutrinos.

Electron candidates were reconstructed from a localised cluster of energy deposits in the electromagnetic
calorimeter matched to a track in the inner detector and passing the ‘Medium’ likelihood-based requirements
of Ref. [63]. They were further required to have transverse momentum 𝑝T > 18GeV and pseudorapidity
|𝜂 | < 2.47. Only the dilepton measurement included electrons reconstructed in the transition region
1.37 < |𝜂 | < 1.52 between the barrel and endcap electromagnetic calorimeters, to increase the reconstruction
efficiencies for the final states with electrons. Electrons were also required to satisfy requirements on the
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transverse impact-parameter significance calculated relative to the beam line of |𝑑0 |/𝜎𝑑0 < 5 and on the
longitudinal impact parameter Δ𝑧0 calculated relative to the event primary vertex of |Δ𝑧0 sin 𝜃 | < 0.5mm,
where 𝜃 is the polar angle of the track. A vertex was defined as having at least two associated tracks
with 𝑝T > 0.5GeV and the primary vertex of an event was the vertex with the highest sum of 𝑝2T of
the associated tracks. To reduce background from misidentified and non-prompt electrons, the electron
candidates were required to be isolated using requirements on the summed calorimeter energy within a
cone of size Δ𝑅 = 0.2 around the electron cluster and on the sum of track 𝑝T within a cone of variable size
Δ𝑅 = min(0.2, 10GeV/𝑝T(𝑒)) around the electron track direction, both divided by the electron 𝑝T.

Muon candidates were reconstructed by combining matching tracks reconstructed in the inner detector
and the muon spectrometer, and were required to satisfy the ‘Medium’ requirements of Ref. [64]. The
muon candidates were also required to have 𝑝T > 18GeV and |𝜂 | < 2.5, and to be isolated using the same
calorimeter isolation variable as the electrons and a track-based isolation requirement based on a cone
of size Δ𝑅 = min(0.3, 10GeV/𝑝T(𝜇)). Requirements on the muon-candidate track’s impact parameters
similar to those of the electron candidates were made for the single-lepton measurement only.

Jets were reconstructed using the anti-𝑘𝑡 algorithm [65, 66] with radius parameter 𝑅 = 0.4. Particle-flow
objects that combine information from topological clusters of calorimeter energy deposits and inner-detector
tracks [67] were used during reconstruction, and were calibrated according to the standard calibration used
for

√
𝑠 = 13TeV high-pileup data [68]. An additional calibration specific to the

√
𝑠 = 5.02TeV 𝑝𝑝 data

sample was performed to account for the modified calorimeter thresholds used for this low-pileup data
sample. This calibration used a sample of 𝑍 + jet events to determine a correction to the 𝑝T scale for the
jets as a function of jet 𝑝T and 𝜂. The 𝑝T of the well-measured 𝑍 → ℓ+ℓ− system was compared with
the 𝑝T of the jet recoiling opposite the 𝑍 boson in azimuth. The correction to the jet energy scale was
typically 2%–8%. Jets were required to have |𝜂 | < 2.5, and 𝑝T > 25GeV for the dilepton selection and
𝑝T > 20GeV for the single-lepton selection, corresponding to the optimal requirements for each analysis.
Jets with 𝑝T < 60GeV and |𝜂 | < 2.4 were subject to additional pileup rejection criteria using a multivariate
jet-vertex tagger [69].

To prevent the double-counting of electron energy deposits as jets, the closest jet to an electron candidate
was removed if it was within Δ𝑅𝑦 = 0.2 of the electron, where Δ𝑅𝑦 =

√︁
(Δ𝑦)2 + (Δ𝜙)2 and Δ𝑦 is the

difference in rapidity between the jet and the electron. Furthermore, to reduce the contribution of leptons
from heavy-flavour hadron decays inside jets, leptons within Δ𝑅𝑦 = 0.4 of selected jets were discarded,
unless the lepton was a muon and the jet had fewer than three associated tracks, in which case the jet was
discarded.

Jets likely to contain 𝑏-hadrons were tagged using the DL1r algorithm [70], a multivariate discriminant
based on deep-learning techniques making use of track impact parameters and reconstructed secondary
vertices. A tagger working point with 85% efficiency for tagging 𝑏-quark jets from top-quark decays
in simulated 𝑡𝑡 events was used for the dilepton-event selection, corresponding to rejection factors of
about 3 against charm jets and 40 against light-quark and gluon jets. A tighter working point with 70%
efficiency was used in the single-lepton channel with rejection factors of 6 against charm jets and 200
against light-quark and gluon jets.

The missing transverse momentum was reconstructed as the negative vector sum of the transverse momenta
of all identified physics objects (electrons, muons, and jets), together with a ‘soft term’ built from all tracks
associated with the reconstructed primary vertex but not with any of the identified physics objects [71].
The magnitude of the missing transverse momentum is denoted by 𝐸missT .
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5 Dilepton cross-section measurement

Selected events in the dilepton channel were required to have exactly two opposite-charge lepton candidates
with at least one lepton matched to a corresponding electron or muon trigger. Events with no reconstructed
primary vertex, with an electron and muon separated in angle by |Δ𝜃 | < 0.15 and |Δ𝜙| < 0.15, or where
at least one jet with 𝑝T > 20GeV failed quality requirements [72], were rejected. In the 𝑒𝜇 channel, the
dilepton invariant mass 𝑚ℓℓ was required to satisfy 𝑚ℓℓ > 15GeV. In the same-flavour channels (𝑒𝑒 and
𝜇𝜇), a tighter requirement of 𝑚ℓℓ > 40GeV was imposed in order to match the phase space of the 𝑍 + jets
simulation sample, and the 𝑍 + jets background was reduced by requiring 𝐸missT > 30GeV. In all channels,
selected events were further required to have exactly one or exactly two 𝑏-tagged jets, irrespective of the
number of untagged jets present.

In the 𝑒𝜇 channel, the inclusive 𝑡𝑡 cross-section was determined from the number of opposite-charge events
with one (𝑁1) or two (𝑁2) 𝑏-tagged jets using the formalism of Refs. [7, 9]. The two event counts satisfy
the tagging equations

𝑁
𝑒𝜇

1 = 𝐿𝜎𝑡𝑡 𝜖𝑒𝜇2𝜖
𝑒𝜇

𝑏
(1 − 𝐶

𝑒𝜇

𝑏
𝜖
𝑒𝜇

𝑏
) +

∑︁
𝑘=bkg

𝑠𝑘1 𝑁
𝑒𝜇,𝑘

1 and

𝑁
𝑒𝜇

2 = 𝐿𝜎𝑡𝑡 𝜖𝑒𝜇𝐶
𝑒𝜇

𝑏
(𝜖𝑒𝜇

𝑏
)2 +

∑︁
𝑘=bkg

𝑠𝑘2 𝑁
𝑒𝜇,𝑘

2 ,
(1)

where 𝐿 is the integrated luminosity of the sample, 𝜖𝑒𝜇 is the efficiency for a 𝑡𝑡 event to pass the
opposite-charge 𝑒𝜇 selection (including the𝑊 → ℓ𝜈 branching ratios), and 𝐶𝑒𝜇

𝑏
is a tagging correlation

coefficient close to unity. The combined probability for a jet from the quark 𝑞 in the 𝑡 → 𝑊𝑞 decay to
fall within the acceptance of the detector, be reconstructed as a jet with transverse momentum above
the selection threshold, and be tagged as a 𝑏-jet is denoted by 𝜖𝑒𝜇

𝑏
. The correlation coefficient 𝐶𝑒𝜇

𝑏
is

defined by 𝜖𝑒𝜇
𝑏𝑏
/(𝜖𝑒𝜇

𝑏
)2, where 𝜖𝑒𝜇

𝑏𝑏
is the probability to reconstruct and tag both 𝑏-jets from the top-quark

decays. In practice, it was evaluated from simulation as 𝐶𝑒𝜇

𝑏
= 4𝑁 𝑡𝑡

𝑒𝜇𝑁
𝑡𝑡
2 /(𝑁

𝑡𝑡
1 + 2𝑁 𝑡𝑡

2 )
2, where 𝑁 𝑡𝑡

𝑒𝜇 is the
number of selected 𝑒𝜇 𝑡𝑡 events and 𝑁 𝑡𝑡

1 and 𝑁
𝑡𝑡
2 are the numbers of such events with one and two 𝑏-tagged

jets. Evaluated in this way, it also accounts for extra 𝑏-tagged jets from mistagged light jets, and extra
heavy-flavour jets in the 𝑡𝑡 event. In the baseline 𝑡𝑡 simulation, 𝜖𝑒𝜇 ≈ 1.35%, compared to the 𝑡𝑡 → 𝑒𝜇𝑋

branching ratio of 3.2% including the𝑊 → 𝜏 → 𝑒/𝜇 contributions, and 𝐶𝑒𝜇

𝑏
≈ 1.011, indicating a small

positive correlation between the reconstruction and 𝑏-tagging of the two jets produced in the top-quark
decays. Background from sources other than 𝑡𝑡 events with two prompt leptons also contributes to the
event counts 𝑁1 and 𝑁2 in Eqs. (1). It was divided into four sources indexed by 𝑘: 𝑊𝑡 events, 𝑍 + jets
events, diboson events, and events with at least one misidentified lepton. The estimate of each background
was scaled by a factor 𝑠𝑘1 or 𝑠

𝑘
2 for events with one or two 𝑏-tagged jets.

This formalism was extended to the same-flavour channels by also exploiting the invariant mass 𝑚ℓℓ of the
lepton pair to provide discrimination against the dominant 𝑍 + jets background. The events were divided
into six bins of 𝑚ℓℓ indexed by subscript 𝑚, with lower bin boundaries at 40, 71, 81, 101, 111 and 151GeV,
the last bin including all events with 𝑚ℓℓ > 151GeV. The numbers of opposite-charge ℓℓ events in each
bin 𝑚 with one and two 𝑏-tagged jets, 𝑁ℓℓ

1,𝑚 and 𝑁
ℓℓ
2,𝑚 can then be expressed as

𝑁ℓℓ
1,𝑚 = 𝐿𝜎𝑡𝑡 𝜖ℓℓ 2𝜖ℓℓ𝑏 (1 − 𝐶ℓℓ

𝑏
𝜖ℓℓ
𝑏
) 𝑓 ℓℓ,𝑡𝑡1,𝑚 +

∑︁
𝑘=bkg

𝑠𝑘1 𝑓
ℓℓ,𝑘

1,𝑚 𝑁
ℓℓ,𝑘

1 and

𝑁ℓℓ
2,𝑚 = 𝐿𝜎𝑡𝑡 𝜖ℓℓ 𝐶

ℓℓ
𝑏
(𝜖ℓℓ

𝑏
)2 𝑓 ℓℓ,𝑡𝑡2,𝑚 +

∑︁
𝑘=bkg

𝑠𝑘2 𝑓
ℓℓ,𝑘

2,𝑚 𝑁
ℓℓ,𝑘

2 ,
(2)
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with separate selection efficiencies 𝜖ℓℓ and correlation coefficients 𝐶ℓℓ
𝑏
for each same-flavour channel

(ℓℓ = 𝑒𝑒 or 𝜇𝜇). The coefficients 𝑓 ℓℓ,𝑘1,𝑚 and 𝑓
ℓℓ,𝑘

2,𝑚 represent the integrals of the 𝑚ℓℓ distributions, giving
the fractions of events for each dilepton flavour, background source and 𝑏-tagged jet multiplicity that
appear in each mass bin. The estimated total numbers of background events for each source 𝑘 were scaled
by 𝑠𝑘1 and 𝑠

𝑘
2 , whose values were taken to be common to all three dilepton channels. In the baseline 𝑡𝑡

simulation, 𝜖𝑒𝑒 ≈ 0.48% and 𝜖𝜇𝜇 ≈ 0.55%, compared to the 𝑡𝑡 → ℓℓ branching ratio of 1.6% for a single
lepton flavour ℓ including𝑊 → 𝜏 → ℓ, and the 𝐶ℓℓ

𝑏
values are compatible with that of the 𝑒𝜇 channel.

The 𝑡𝑡 cross-section was determined by comparing the observed event counts 𝑁1 and 𝑁2 for the 𝑒𝜇 channel,
and the observed counts in each dilepton mass bin 𝑁ℓℓ

1,𝑚 and 𝑁
ℓℓ
2,𝑚 for each of the same-flavour channels,

with the predictions from Eqs. (1) and (2), maximising a likelihood consisting of the product of Poisson
probabilities for each event count. The values of 𝜎𝑡𝑡 , 𝜖ℓℓ

′

𝑏
for each dilepton flavour (with ℓℓ′ = 𝑒𝑒, 𝑒𝜇, or

𝜇𝜇), and 𝑠𝑘1 and 𝑠
𝑘
2 for the 𝑍 + jets background (referred to as 𝑅

𝑍
1 and 𝑅

𝑍
2 below) were left free in the fit.

This choice allows the level of 𝑍 + 𝑏-tagged-jet background, which has large uncertainties when predicted
from simulation, to be determined from data. The values of 𝑠𝑘1 and 𝑠

𝑘
2 for all other background sources

were fixed to unity, as these backgrounds are either small, or in the case of𝑊𝑡, well predicted by simulation.
All other parameters, i.e. 𝜖ℓℓ′ and 𝐶ℓℓ′

𝑏
, and 𝑁𝑒𝜇,𝑘

𝑖
and 𝑁ℓℓ,𝑘

𝑖
, 𝑓 ℓℓ,𝑡𝑡

𝑖,𝑚
and 𝑓

ℓℓ,𝑘
𝑖,𝑚

(with ℓℓ = 𝑒𝑒 or 𝜇𝜇), were
determined from simulation, with systematic uncertainties taken into account as discussed in Section 7.

This maximum-likelihood fit determines the product of 𝑏-tagging efficiencies and jet acceptance (𝜖ℓℓ′
𝑏
) for

all three dilepton channels largely from data, minimising the dependence on the modelling of jets in the
same way as in the pure 𝑒𝜇-based analyses of Refs. [7, 9]. The normalisation of the 𝑍 + jets background in
all channels was determined from the fits to the 𝑚ℓℓ distribution in the same-flavour channels, minimising
the dependence on the modelling of heavy-flavour jets produced in association with a 𝑍 boson. The
backgrounds from 𝑊𝑡 and diboson events, and the small background from events with misidentified
leptons, were determined from simulation. The analysis procedure was validated using simulation-based
pseudo-experiments with various input 𝑡𝑡 cross-section values. These tests verified that the fit is unbiased
and gives correct uncertainty estimates.

Figure 1 shows the 𝑏-tagged-jet multiplicity in the 𝑒𝜇 channel, and in the same-flavour channels away
from the peak of the 𝑍 resonance (|𝑚ℓℓ − 𝑚𝑍 | > 10GeV, referred to as off-𝑍), comparing the data with
the simulation prediction. In the 𝑒𝜇 channel, the one and two 𝑏-tagged-jet samples are expected from
simulation to be about 80% and 96% pure in 𝑡𝑡 events, assuming a 𝑡𝑡 cross-section of 68.2 pb, and the largest
background comes from𝑊𝑡 events. The backgrounds from 𝑍 + jets are much larger in the same-flavour
samples even off the 𝑍 resonance, where the average 𝑡𝑡 purities are about 60% and 94% for one and two
𝑏-tagged jet events. Near the peak of the 𝑍 resonance, the 𝑍 + jets contributions are even larger. The 𝑡𝑡
simulation describes the data well, except for a data excess in the zero 𝑏-tagged-jet bins of both the 𝑒𝜇
and same-flavour channels that has also been seen at other centre-of-mass energies [7, 9]. However, zero
𝑏-tagged-jet events are not used in the fit, and this discrepancy has no effect on the analysis. Figure 2 shows
the lepton transverse momentum, pseudorapidity, and 𝐸missT distributions for 𝑒𝜇 and off-𝑍 same-flavour
events. The total prediction is normalised to the same number of selected events as in the data, to focus on
shape comparisons. In general, the description of the data by the simulation is good, given the limited size
of the data sample.
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Figure 1: Distributions of the number of 𝑏-tagged jets in selected opposite-charge events in (a) the 𝑒𝜇 channel and
(b) the combined 𝑒𝑒 and 𝜇𝜇 same-flavour channels, additionally requiring |𝑚ℓℓ − 𝑚𝑍 | > 10GeV. The data are
compared with the prediction from simulation normalised to the same integrated luminosity as the data. The expected
contributions of 𝑡𝑡,𝑊𝑡, 𝑍 + jets, dibosons and events with misidentified electrons or muons are shown separately.
The lower panels of the figure show the ratios of data to simulation, with the error bars indicating the statistical
uncertainty.

6 Single-lepton cross-section measurement

The single-lepton final state arising from 𝑡𝑡 decay is characterised by a charged lepton, a neutrino, and high
jet multiplicity with several 𝑏-tagged jets. The primary backgrounds in this final state arise from𝑊+ jets
production, 𝑍 + jets production,𝑊𝑡 associated single-top-quark production, misidentified and non-prompt
leptons, and diboson production.

Selected events in the single-lepton channel of the 𝑡𝑡 decay were required to have exactly one electron or
muon candidate with 𝑝T > 25GeV, 𝐸missT > 30GeV, and two or more jets with at least one of the jets
being 𝑏-tagged. The minimum lepton 𝑝T requirement is higher than in the dilepton analysis because of the
larger background from misidentified leptons. Cuts on the transverse mass2 of the 𝑊 boson, 𝑚𝑊

T , and
𝐸missT were applied depending on the number of jets in an event in order to reduce the non-prompt lepton
background. Events with two, three, or four jets were required to have 𝑚𝑊

T > 30GeV, as were events with
five or more jets where one of the jets was 𝑏-tagged. Events with five or more jets and at least two of these
being 𝑏-tagged were required to pass the looser requirement 𝐸missT +𝑚𝑊

T > 60GeV. Figure 3 shows the jet
multiplicity and 𝑏-tagged jet multiplicity distributions of the events passing this selection. The predicted
backgrounds and the expected 𝑡𝑡 contribution assuming a cross-section of 68.2 pb are also shown. The
total prediction is found to be in excellent agreement with data.

The𝑊+ jets, 𝑍 + jets, single-top-quark, and diboson backgrounds were modelled using the MC samples
described in Section 3. The backgrounds arising from misidentified leptons were determined using a
‘matrix method’ technique [73]. Events were selected using looser isolation or identification requirements
for the lepton and were then weighted according to the efficiencies for both the prompt and background
(misidentified and non-prompt) leptons to pass the tighter baseline selection. In order to validate the

2 𝑚𝑊
T =

√︃
2𝑝ℓT𝐸

miss
T (1 − cos 𝜙), where 𝑝ℓT is the transverse momentum of the charged lepton and 𝜙 is the opening azimuthal

angle between the charged lepton and the missing transverse momentum.
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Figure 2: Distributions of (a, b) the lepton transverse momentum, (c, d) the absolute value of the lepton pseudorapidity,
and (e, f) the missing transverse momentum for opposite-charge dilepton events with at least one 𝑏-tagged jet. The
left column (a, c, e) shows selected 𝑒𝜇 events and the right column (b, d, f) shows selected same-flavour events with
an additional requirement of |𝑚ℓℓ − 𝑚𝑍 | > 10GeV. The same-flavour requirement of 𝐸missT > 30GeV is not applied
in (f). The data are compared with the prediction from simulation normalised to the same number of selected events
as the data, and the expected contributions from 𝑡𝑡,𝑊𝑡, 𝑍 + jets, dibosons, and events with misidentified electrons or
muons are shown separately. The last bin includes the overflows in the 𝑝T and 𝐸missT distributions.

method, the predictions were compared with data in two dedicated validation regions with a larger fraction
of misidentified-lepton candidates than expected in the analysis regions. Good agreement between data
and the prediction in these validation regions was found.

Events passing the selection requirements were further split into six orthogonal regions based on the total
number of jets (whether 𝑏-tagged or not) and the number of 𝑏-tagged jets: ℓ + 2 jets and ≥1 𝑏-tagged jet,
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Figure 3: (a) Jet multiplicity and (b) 𝑏-tagged jet multiplicity distributions in the single-lepton final state. The
uncertainties are prior to the fit (‘pre-fit’) and the last bin contains the overflow. The ‘Other bkg.’ includes 𝑍 + jets
and diboson backgrounds. The blue-hashed lines correspond to the total uncertainty of the prediction in a given bin.
The lower panels show the ratio of the data to the prediction, along with the uncertainty in the ratio.

Table 1: Estimated event yields in the six regions after passing the selection requirements. The ‘Other bkg.’ category
contains the 𝑍 + jets and diboson contributions. The uncertainties in the signal and background yields combine the
statistical and systematic uncertainties.

ℓ + 2 𝑗 ≥1𝑏 ℓ + 3 𝑗 1𝑏 ℓ + 3 𝑗 2𝑏 ℓ + ≥4 𝑗 1𝑏 ℓ + 4 𝑗 2𝑏 ℓ + ≥5 𝑗 2𝑏
𝑡𝑡 194± 27 310± 33 199± 24 690± 60 318± 32 380± 60
Single top 195± 22 98± 12 38± 5 67± 9 22± 4 15.9± 2.7
𝑊+ jets 1700± 400 690± 210 58± 23 350± 120 30± 14 19± 10
Other bkg. 110± 40 55± 23 7.2± 3.0 29± 12 3.5± 1.5 3.7± 1.7
Misidentified leptons 250± 130 110± 60 10± 5 60± 30 6± 3 8± 5
Total 2500± 400 1260± 210 312± 34 1200± 160 380± 40 430± 70
Data 2411 1214 293 1135 375 444

ℓ + 3 jets and 1 𝑏-tagged jet, ℓ + 3 jets and 2 𝑏-tagged jets, ℓ + ≥4 jets and 1 𝑏-tagged jet, ℓ + 4 jets and
2 𝑏-tagged jets, and ℓ + ≥5 jets and 2 𝑏-tagged jets. This separation created subsamples with different
levels of signal and background, which provided additional constraints on the estimated backgrounds.
The observed and predicted event yields in the six regions are given in Table 1. The inclusion of the
ℓ + 3-jet regions increased the statistical power of the measurement, while the ℓ + 2-jet region was used to
improve the background modelling. The total 𝑡𝑡 event selection efficiency integrated across all six regions
is ∼12%.

The 𝐻hadT variable, defined as the scalar sum of the transverse momenta of the jets, was found to provide
the single largest signal-to-background separation amongst the many kinematic variables tested. The 𝐻hadT
distribution is shown in Figure 4 for the six single-lepton regions. The predicted rates and shapes are found
to be in good agreement with the observed distributions. To further increase the separation of signal from
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background, two boosted decision trees (BDT) using six input variables each were created using the Toolkit
for Multivariate Analysis (TMVA) [74]. One BDT was trained using MC signal and background events
exclusively in the two-jet and three-jet regions (ℓ + 2 𝑗 ≥1𝑏, ℓ + 3 𝑗 1𝑏, ℓ + 3 𝑗 2𝑏) whereas the second
BDT was trained in the four-jet and five-jet regions (ℓ + ≥4 𝑗 1𝑏, ℓ + 4 𝑗 2𝑏, ℓ + ≥5 𝑗 2𝑏). In both cases,
the variables chosen were ones that were found to individually provide good separation of signal from
background and in combination provided greater separation than other choices that were considered. In
the first BDT, the six input variables chosen are the 𝐻hadT variable, the second Fox–Wolfram moment [75]
computed using all jets and the lepton (FW2 (l+j)), lepton 𝜂, the median Δ𝑅 between 𝑏-tagged jets and
the lepton (Δ𝑅𝑏ℓ), the median Δ𝑅 between two jets (Δ𝑅 𝑗 𝑗), and the invariant mass of two jets with the
smallest Δ𝑅 (𝑚min.Δ𝑅

𝑗 𝑗
). The second BDT uses as input the 𝐻hadT variable, FW2 (l+j), lepton 𝜂, Δ𝑅𝑏ℓ , the

median Δ𝑅 between any two untagged jets (Δ𝑅uu), and the invariant mass of two untagged jets with the
smallest Δ𝑅 (𝑚minΔ𝑅uu ). The use of the median Δ𝑅 provides more rejection power than other measures of
the average separation of 𝑏-tagged jets and the lepton.

The BDTs were applied to data and simulation events in the regions where they were trained and the
resulting distributions of the outputs of the two BDTs used in different jet-multiplicity regions are shown
in Figure 5. There is good agreement between the shapes of the BDT output distributions for data and
simulation in each region. The BDT output distributions were interpreted by a statistical model that
employs the expected distributions for both the background and signal contributions in the six regions. This
model was fitted to the observed BDT output distributions in each region to determine 𝜎𝑡𝑡 as described in
Section 8.

7 Systematic uncertainties

The systematic uncertainties in the 𝜎𝑡𝑡 measurement are broken down into two categories: those arising
from the modelling of signal- and background-related processes, and the detector-related uncertainties.
Table 3 in Section 9 gives a summary of all uncertainties for the two separate measurements and their
combination.

7.1 Modelling uncertainties

Modelling uncertainties arise from the MC predictions of the 𝑡𝑡 signal and the background processes. The
𝑡𝑡 signal has uncertainties arising from the NLO generator, the parton-shower and hadronisation model,
initial/final-state radiation (I/FSR), the renormalisation and factorisation scales, the value of the ℎdamp
parameter, and the proton PDFs.

The uncertainty due to the choice ofNLOgeneratorwas assessed by comparing the nominal Powheg+Pythia8
sample with the alternative MadGraph5_aMC@NLO+Pythia8 sample. Similarly, uncertainties in the
parton-shower and hadronisation model were evaluated by comparing the nominal Powheg+Pythia8
sample with the alternative Powheg+Herwig7 sample. The uncertainty due to ISR was estimated by
using the Var3c A14 tunes, which correspond to variations of 𝛼s for ISR in the A14 tune [45]. Further
effects on the ISR were seen when varying the renormalisation and factorisation scales 𝜇r and 𝜇f , and the
ℎdamp parameter. The renormalisation and factorisation scales were varied independently by factors of
0.5 and 2.0. The uncertainty from the value of ℎdamp was evaluated by comparing the nominal 𝑡𝑡 sample
with an alternative sample that has ℎdamp = 3𝑚top. The effect of the FSR uncertainties was evaluated
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Figure 4: The observed and predicted distributions of 𝐻hadT in the (a) ℓ + 2 𝑗 ≥1𝑏 region, (b) ℓ + 3 𝑗 1𝑏 region, (c)
ℓ + 3 𝑗 2𝑏 region, (d) ℓ + ≥4 𝑗 1𝑏 region, (e) ℓ + 4 𝑗 2𝑏 region, and (f) ℓ + ≥5 𝑗 2𝑏 region. The pre-fit uncertainties are
shown and the last bin contains the overflow. The ‘Other bkg.’ includes 𝑍 + jets and diboson backgrounds. The blue
hashed lines correspond to the total uncertainty of the prediction in a given bin. The lower panels show the ratio of
the data to the prediction, along with the uncertainty in the ratio.
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Figure 5: Comparison of the data and predicted BDT output distributions for the (a) ℓ + 2 𝑗 ≥1𝑏 region, (b) ℓ + 3 𝑗 1𝑏
region, (c) ℓ + 3 𝑗 2𝑏 region, (d) ℓ + ≥4 𝑗 1𝑏 region, (e) ℓ + 4 𝑗 2𝑏 region, and (f) ℓ + ≥5 𝑗 2𝑏 region. The pre-fit
uncertainties are shown. The ‘Other bkg.’ includes 𝑍 + jets and diboson backgrounds. The blue hashed lines
correspond to the total uncertainty of the prediction in a given bin. The lower panels show the ratio of the data to the
prediction, along with the uncertainty in the ratio.
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by increasing and decreasing the renormalisation scale for emissions from the parton shower by factors
of 0.5 and 2.0. The PDF uncertainties affecting the 𝑡𝑡 signal were evaluated by using the PDF4LHC15
Hessian uncertainties [18]. A similar procedure was used to evaluate the PDF uncertainties affecting the
𝑊𝑡 background in the dilepton measurement only.

The predictions for 𝐶ℓℓ′

𝑏
in the dilepton measurement are sensitive to the fraction of 𝑡𝑡 events with extra

𝑏𝑏̄ or 𝑐𝑐 pairs, which was found to be underestimated by the nominal Powheg+Pythia8 samples at√
𝑠 = 13TeV [9, 76]. The corresponding uncertainty at

√
𝑠 = 5.02TeV was evaluated by reweighting the

nominal Powheg+Pythia8 𝑡𝑡 sample so as to increase the rate of three-𝑏-jet events at the generator level
by 40%, the value best fitting the

√
𝑠 = 13 TeV data [9]. This variation gives an uncertainty of 0.2% in 𝜎𝑡𝑡 ,

and is included as part of the 𝑡𝑡 parton-shower/hadronisation uncertainty in Table 3.

The uncertainties in the cross-sections for the𝑊𝑡 associated, 𝑡-channel, and 𝑠-channel single-top-quark
background processes were taken to be 9.5% as discussed in Section 3. The uncertainty arising from
interference between the 𝑡𝑡 and 𝑊𝑡 final states was evaluated by comparing the nominal MC sample
generated using the diagram removal scheme with an alternative sample that used the diagram subtraction
approach [52, 53, 58]. The uncertainties in the parton-shower and hadronisation model for𝑊𝑡 associated
single-top-quark production were evaluated by comparing the nominal Powheg+Pythia8 samples with an
alternative Powheg+Herwig7 sample. A similar comparison was performed for 𝑡-channel single-top-quark
production in the single-lepton measurement (the effect is negligible in the dilepton measurement). In both
measurements, the uncertainties in relevant single-top backgrounds from modelling of ISR, renormalisation
and factorisation scales, and FSR were considered in a manner similar to that for 𝑡𝑡 signal.

The 𝑊+ jets modelling uncertainties in the single-lepton measurement were evaluated by first splitting
the𝑊+ jets background into three categories𝑊 + ≥1𝑐,𝑊 + ≥1𝑏, and𝑊 + ≥1𝑞/𝑔 (light quarks or gluons)
based on the flavour of additional jets in the event. In each category the events were further separated into
categories with 2, 3, 4, or ≥5 jets, and a normalisation uncertainty based on Berends scaling (4% ⊕ 24%
per jet) [77] was applied for each of the 12 categories. The renormalisation and factorisation scales were
varied to estimate additional shape uncertainties for the three categories of𝑊+ jets background.

In the dilepton measurement, the normalisation of the 𝑍 + jets background was fitted in the same-flavour
channels with a requirement of 𝐸missT > 30GeV. This normalisation factor was then propagated to the 𝑒𝜇
channel which has no 𝐸missT requirement. Uncertainties in this extrapolation procedure were assessed by
comparing the fraction of 𝑍 + jets events which have 𝐸missT > 30GeV in data and simulation. There were
24%more data events than predicted from the simulation sample with one 𝑏-tagged jet and 19%more events
with two 𝑏-tagged jets when averaging over same-flavour events. These values were taken as additional
uncertainties of the 𝑍 + jets backgrounds in the 𝑒𝜇 channel. An additional modelling uncertainty from the
derivation of the 𝑚ℓℓ distributions (i.e. the 𝑓

ℓℓ,𝑍+jets
1,𝑚 and 𝑓

ℓℓ,𝑍+jets
2,𝑚 fractions) using the Powheg+Pythia8

MC samples rather than the Sherpa 𝑍 + jets samples was also applied in the dilepton measurement. In the
single-lepton measurement, a 50% normalisation uncertainty in the 𝑍 + jets background was used to take
into account the uncertainties in the cross-section, acceptance and modelling evaluated by varying the
normalisation and matching scales in the Sherpa MC prediction.

The uncertainty in the diboson background was conservatively taken to be 20%. This variation accounts for
uncertainties in the acceptances, and in the cross-sections calculated using the MCFMMC generator [78].

In the dilepton 𝜎𝑡𝑡 measurements at
√
𝑠 = 7, 8, and 13 TeV, the misidentified-lepton background was

found to be well modelled by simulated events. Therefore, simulation was also used to predict the
misidentified-lepton background in the

√
𝑠 = 5.02TeV dilepton measurement. Variations of 50% and

100%, approximately twice the uncertainties derived at
√
𝑠 = 13TeV [9], were applied to the predicted
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misidentified-lepton backgrounds for the one 𝑏-jet and two 𝑏-jet samples, respectively. In the single-lepton
measurement, the uncertainty in the misidentified-lepton background was first categorised according to the
flavour of the misidentified lepton (𝑒 or 𝜇) and then further split into shape and normalisation components
for each of the six regions, giving 24 individual components. The shape uncertainty was estimated by
comparing the nominal misidentified-lepton background sample with a sample that measured the electron-
and muon-misidentification rates in an alternative region. A 50% relative uncertainty was used to account
for all uncertainties affecting the rate of the misidentified-lepton background [73].

7.2 Detector-related uncertainties

The electron identification efficiency, energy scale, and energy resolution were measured using 𝑍 → 𝑒𝑒

events in the
√
𝑠 = 5.02TeV data sample using techniques described in Ref. [63]. Uncertainties in

the identification were implemented as variations of the corresponding simulation-to-data correction
factors. The 𝑍 → 𝑒𝑒 sample was also used to assess uncertainties in the modelling of electron-charge
misidentification in the dilepton measurement.

The muon identification efficiencies and momentum scale calibration were taken from high-pileup√
𝑠 = 13TeV data [64], with additional uncertainties to account for the extrapolation to the low-pileup√
𝑠 = 5.02 TeV data.

The efficiencies of the lepton-isolation requirements were determined using tag-and-probe techniques
applied to

√
𝑠 = 5.02 TeV 𝑍 → 𝑒𝑒 and 𝑍 → 𝜇𝜇 events. The differences between the efficiencies measured

in data and simulation samples were studied as functions of lepton 𝑝T and 𝜂, and the activity around the
lepton. Applying these shifts to leptons in simulated 𝑡𝑡 events gave per-lepton efficiency changes of up
to +0.4% for electrons and −0.5% for muons. Given the small sizes of these shifts, no corrections were
applied to the nominal simulation, and the largest shifts were taken as uncertainties in the efficiencies and
background estimates.

The electron-trigger efficiency was measured using a combination of low-pileup datasets recorded at
both

√
𝑠 = 5.02TeV and

√
𝑠 = 13TeV. The muon-trigger efficiency was measured using high-pileup√

𝑠 = 13TeV data recorded immediately before the low-pileup datasets.

Jets were calibrated using the energy scale determined for
√
𝑠 = 13TeV high-pileup data [68], with

an additional correction to the jet-energy scale derived using the 𝑍 + jet 𝑝T-balancing technique. The
uncertainty of 1%–2% in this correction was incorporated into the systematic uncertainties of the jet-energy
scale, including the modelling uncertainty of the 𝑍 + jet final state. An uncertainty from the jet-vertex
tagger arises from the efficiency correction factors for this algorithm [69].

Predictions for the 𝑏-tagging efficiency (for the single-lepton measurement), 𝐶ℓℓ′

𝑏
(for the dilepton

measurement) and background rejection were based on studies of 𝑡𝑡 and dijet events at
√
𝑠 = 13TeV [70,

79, 80] and were applied unchanged to the
√
𝑠 = 5.02 TeV samples. This choice is supported by the values

of 𝜖ℓℓ′
𝑏
obtained from the dilepton measurement at

√
𝑠 = 5.02TeV as discussed in Section 8, and from

simulation studies which show that the 𝑏-tagging performance is similar in the two environments.

The uncertainties in the calibrations of leptons and jets discussed above were propagated into the 𝐸missT
calculation along with uncertainties in the modelling of the soft term [71].

The uncertainty in the integrated luminosity is 1.6%, evaluated as discussed in Ref. [81] and using the
LUCID-2 detector [82] for the primary luminosity measurement. The corresponding uncertainty in 𝜎𝑡𝑡 is
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larger than 1.6% in the dilepton measurement because the luminosity uncertainty affects the evaluation of
the𝑊𝑡 and diboson backgrounds from simulation.

The LHC beam energy is known to be within 0.1% of the nominal value based on the LHC magnetic
model and comparisons of the revolution frequencies of proton and lead-ion beams [83]. A 0.1% variation
in

√
𝑠 corresponds to a 0.3% variation in the predicted 𝜎𝑡𝑡 according to the NNLO+NNLL predictions

of Top++. This uncertainty is included as a separate uncertainty in 𝜎𝑡𝑡 to facilitate comparisons with
theoretical predictions at exactly

√
𝑠 = 5.02TeV.

8 Results

Table 2 and Figure 6 show the results of applying the fit described in Section 5 to the dilepton data sample,
comparing the observed event counts with the fit predictions including the 𝑡𝑡 signal component and all
backgrounds. In Table 2, the same-flavour channel event counts are divided into those near the peak of the
𝑍 → ℓℓ resonance (|𝑚ℓℓ − 𝑚𝑍 | < 10GeV and referred to as on-𝑍) and those off the 𝑍-boson resonance
(off-𝑍), to illustrate the changing background level and composition. The fit describes the data well, with
the exception of the 𝑍-boson region in the same-flavour channels with one 𝑏-tagged jet, as noted earlier.
The fitted 𝑡𝑡 production cross-section in the dilepton channel is

𝜎𝑡𝑡 = 65.7 ± 4.5 (stat.) ± 1.6 (syst.) ± 1.2 (lumi.) ± 0.2 (beam) pb,

where the four uncertainties are due to the size of the data sample, experimental and theoretical systematic
effects, and imperfect knowledge of both the integrated luminosity and the LHC beam energy. The total
uncertainty of 4.9 pb corresponds to a relative uncertainty of 7.5%, of which 6.8% is the data statistical
uncertainty. The ‘dilepton’ column of Table 3 in Section 9 shows a breakdown of the uncertainties. The
result is quoted for a top-quark mass of 172.5GeV, and changes by ∓0.2% for a ±1GeV change in 𝑚𝑡 .

The products of jet acceptance and 𝑏-tagging efficiencies in the three dilepton channels are 𝜖𝑒𝑒
𝑏

= 0.65±0.06,
𝜖
𝑒𝜇

𝑏
= 0.68±0.03, and 𝜖 𝜇𝜇

𝑏
= 0.59±0.06. All three values are consistent with each other and the predictions

from simulation, validating the modelling of 𝑏-tagging in the simulation. The scale factors for the 𝑍 + jets
background are 𝑅𝑍

1 = 1.23 ± 0.09 and 𝑅𝑍
2 = 1.68 ± 0.52, suggesting that the Sherpa 𝑍 + jets simulation

slightly underestimates this background. Consistent results were obtained from fits to the 𝑒𝜇 and 𝑒𝑒 + 𝜇𝜇

channels alone, which have total uncertainties of 8.4% and 13.5%, respectively. The result is stable against
variations of the 𝐸missT requirement.

The potential effect of the difference between the 𝑍-boson 𝑒𝑒 and 𝜇𝜇 yields with one 𝑏-tagged jet visible
in Table 2 and Figures 6(a) and 6(d) was addressed by fitting the two same-flavour channels separately.
This gave compatible values for 𝜎𝑡𝑡 and 𝑅𝑍

2 , but a three-standard-deviation discrepancy between the
values of 𝑅𝑍

1 fitted in the 𝑒𝑒 and 𝜇𝜇 channels. However, this discrepancy disappeared when lowering
the 𝐸missT requirement to 𝐸missT > 20GeV, which increased the 𝑍 + jets background by a factor of three.
The inclusive 𝑍 → 𝑒𝑒 and 𝑍 → 𝜇𝜇 yields (without requirements on additional jets) were also compared
and found to be consistent within 1%, validating the modelling of the electron and muon efficiencies.
The difference between the observed and predicted yields seen in Figure 6 was therefore attributed to a
statistical fluctuation.

The 𝑡𝑡 cross-section in the single-lepton channel was determined by fitting amodel consisting of the estimated
background and 𝑡𝑡 signal distributions to the observed BDT distributions in the six regions simultaneously.
The likelihood fit incorporated the systematic uncertainties as Gaussian nuisance parameters that modified
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Figure 6: Results of the fit to data in the dilepton channel, showing the invariant mass distributions for the one
𝑏-tagged jet and two 𝑏-tagged jet samples in the 𝑒𝑒 (top) and 𝜇𝜇 (bottom) channels, and the 𝑏-tagged jet multiplicity
in the 𝑒𝜇 channel (centre). The data are shown by the points with uncertainties, and are compared with the results of
the fit, showing the scaled contributions from 𝑡𝑡,𝑊𝑡, 𝑍 + jets, dibosons, and events with misidentified leptons. The
total systematic uncertainty of the fit prediction in each bin is shown by the hatched band. The lower panels show
the ratios of data to the fit predictions. In the invariant mass distributions, the last bin includes the overflow with
𝑚ℓℓ > 200GeV but is normalised to the displayed bin width.
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Table 2: Observed numbers of opposite-charge dilepton events with one (upper block) and two (lower block) 𝑏-tagged
jets in data, together with the 𝑡𝑡 and background event counts from the fit prediction, including the associated
statistical and systematic uncertainties. The five columns show the 𝑒𝑒 channel with |𝑚ℓℓ − 𝑚𝑍 | > 10GeV (off-𝑍)
and |𝑚ℓℓ − 𝑚𝑍 | < 10GeV (on-𝑍), the 𝑒𝜇 channel, and the 𝜇𝜇 channel including off-𝑍 and on-𝑍 contributions. The
uncertainty in the total prediction is in some cases smaller than the individual uncertainties due to correlations
induced by the fit.

Event counts 𝑁𝑒𝑒
1,off−Z 𝑁𝑒𝑒

1,on−Z 𝑁
𝑒𝜇

1 𝑁
𝜇𝜇

1,off−Z 𝑁
𝜇𝜇

1,on−Z

Data 47 113 121 65 106
𝑡𝑡 30.1± 3.8 6.0± 0.7 95.6± 10.0 36.6± 3.6 7.5± 0.8
𝑊𝑡 single top 4.0± 0.6 0.75± 0.12 13.9± 1.5 4.5± 0.5 0.90± 0.12
𝑍 + jets 14.7± 1.5 80.1± 6.0 6.8± 1.7 27.1± 3.3 111.3± 8.8
Diboson 0.83± 0.17 2.3± 0.5 2.6± 0.5 0.90± 0.18 2.5± 0.5
Misidentified leptons 0.9± 0.4 0.05± 0.03 1.7± 0.8 0.23± 0.17 0.16± 0.15
Total prediction 50.5± 3.7 89.2± 5.9 120.6± 9.7 69.4± 4.7 122.4± 8.6
Event counts 𝑁𝑒𝑒

2,off−Z 𝑁𝑒𝑒
2,on−Z 𝑁

𝑒𝜇

2 𝑁
𝜇𝜇

2,off−Z 𝑁
𝜇𝜇

2,on−Z

Data 31 15 113 31 17
𝑡𝑡 28.7± 5.3 6.0± 1.1 107.6± 10.3 26.6± 5.9 5.5± 1.2
𝑊𝑡 single top 0.88± 0.15 0.21± 0.07 3.0± 0.6 1.00± 0.27 0.17± 0.05
𝑍 + jets 1.2± 1.0 8.5± 2.6 1.3± 0.5 2.8± 1.0 11.5± 3.8
Diboson 0.06± 0.01 0.16± 0.03 0.20± 0.04 0.06± 0.01 0.30± 0.06
Misidentified leptons 0.15± 0.15 0.04± 0.04 0.6± 0.6 0.10± 0.11 0.05± 0.06
Total prediction 31.0± 5.1 14.9± 2.6 112.8± 10.3 30.6± 5.6 17.6± 3.5

the shape and/or normalisation of the predicted distributions as defined in Section 7. Additional bin-by-bin
uncertainties were included to account for the statistical uncertainties in the predicted backgrounds. The
fitted background parameters in the model were found to be consistent with their central values, taking into
account uncertainties. The results of the fit to the BDT distributions are shown in Figure 7 and confirm
that the fit gives a good description of the data distributions. The pulls and constraints of the nuisance
parameters were found to be reasonable.

The single-lepton channel fit results in

𝜎𝑡𝑡 = 68.2 ± 0.9 (stat.) ± 2.9 (syst.) ± 1.1 (lumi.) ± 0.2 (beam) pb.

The 𝑡𝑡 cross-sections at
√
𝑠 = 5.02 TeVmeasured in the single-lepton and dilepton channels are consistent.

The ‘single lepton’ column of Table 3 shows a breakdown of the individual uncertainties. The largest
contributions to the total uncertainty of 3.1 pb come from modelling of the 𝑊+ jets background, the
integrated luminosity uncertainty, and the data statistical uncertainty. The result changes by ∓2.0% for
a ±1GeV change in 𝑚𝑡 , a larger sensitivity than in the dilepton channel because the simulation is also
used to predict the efficiencies of the jet requirements. This result is slightly more precise than the 𝑡𝑡
cross-section measurement in the single-lepton channel at

√
𝑠 = 13TeV [10], despite the much smaller

data sample. This arises from the use of six regions and the fit of the shapes of the BDT distributions
in each region to constrain the background contributions. It also reflects the fact that both analyses are
dominated by systematic uncertainties, and although the non-𝑡𝑡 backgrounds are larger than at

√
𝑠 = 13 TeV,

the uncertainties due to QCD radiation in 𝑡𝑡 events are less important.
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Figure 7: Comparison between data and the results of the fit to the BDT output distributions in the (a) ℓ + 2 𝑗 ≥1𝑏
region, (b) ℓ + 3 𝑗 1𝑏 region, (c) ℓ + 3 𝑗 2𝑏 region, (d) ℓ + ≥4 𝑗 1𝑏 region, (e) ℓ + 4 𝑗 2𝑏 region, and (f) ℓ + ≥5 𝑗 2𝑏
region. The ‘Other bkg.’ includes 𝑍 + jets and diboson backgrounds. The bottom panel displays the ratio of data to
the total prediction. The hashed area represents the total uncertainty of the background.
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9 Combined cross-section and comparison with predictions

The cross-section measurements in the dilepton and single-lepton channels were combined to provide a more
precise result. The dilepton measurement used a fit of the 𝑡𝑡 signal, background contributions, and 𝑏-tagging
efficiency, while the single-lepton measurement used a binned profile-likelihood fit, resulting in post-fit
uncertainty correlations that must be accounted for in a combination. To combine these two measurements,
taking into account their different techniques, the Convino [84] algorithm was used. It minimises a 𝜒2 with
three terms: one encoding the results and the statistical uncertainty of each measurement, the second
encoding the correlations between uncertainties in a given measurement, and the third term accounting for
the prior knowledge of correlations between the uncertainties of the different measurements.

The prior probabilities (priors) for the correlations between uncertainties in the two measurements were
determined by assigning each systematic uncertainty in the combination to one of three categories: unique
uncertainties, one-to-one uncertainties, and one-to-many uncertainties. Unique uncertainties are ones that
exist only in one of the two measurements, or which are uncorrelated between the two measurements.
One-to-one uncertainties are those that affect both measurements in a similar way. Finally, one-to-many
uncertainties are the set of uncertainties represented by single nuisance parameters in one measurement
and multiple nuisance parameters in the other. The latter category covers most of the 𝑡𝑡 modelling
uncertainties, which were represented by a single nuisance parameter in the dilepton analysis and separate
nuisance parameters for each of the fit regions in the single-lepton analysis, due to the need to account for
uncertainties in the shapes of the BDT input distributions.

This categorisation was used to determine the correlations between the various systematic uncertainties
in the Convino minimisation procedure. By definition, unique uncertainties in one measurement are
uncorrelated with all other uncertainties. One-to-one uncertainties are fully correlated between the two
measurements. The one-to-many uncertainties in this combination were investigated by considering
numerous correlation priors between the one nuisance parameter in one channel and the set of nuisance
parameters in the other. The results of the combination were found to be insensitive to the prior employed
for these one-to-many uncertainties and so the assumption of fully correlated uncertainties was employed
in the fit. In the combination, the 𝑏-tagging uncertainties were treated as one-to-one uncertainties, even
though different tagger working points were used in the two measurements.

The 𝑡𝑡 cross-section value at
√
𝑠 = 5.02 TeV obtained from the combination of the dilepton and single-lepton

measurements is

𝜎𝑡𝑡 = 67.5 ± 0.9(stat.) ± 2.3(syst.) ± 1.1(lumi.) ± 0.2(beam) pb.

Table 3 shows a breakdown of uncertainties in the individual measurements and the combined result.
The combination gives a lower overall uncertainty due to reductions in the signal modelling, electron
reconstruction, flavour-tagging, and jet-energy-scale uncertainties. The uncertainties arising from theory
and MC modelling are larger than the experimental uncertainties. The combined result changes by ∓2.0%
for a ±1GeV change in 𝑚𝑡 .

The combined result is consistent with the NNLO+NNLL QCD prediction of 𝜎𝑡𝑡 = 68.2+5.2−5.3 pb discussed
in Section 1, and with the CMS Collaboration measurement [26]. The individual and combined ATLAS
Collaboration results are compared in Figure 8 with measurements in the 𝑒𝜇 and single-lepton channels
at other

√
𝑠 values. Predictions using the CT10 [21], NNPDF2.3 [23], MSTW2008 [19, 20], CT14 [85],

and NNPDF3.1_notop [86] PDF sets are also shown. The first three PDF sets do not incorporate any
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Table 3: Breakdown of uncertainties in the dilepton, single-lepton, and combined measurements of the inclusive
𝑡𝑡 cross-section at

√
𝑠 = 5.02TeV. For each category, the dilepton uncertainties are calculated by summing all the

contributing uncertainties in quadrature. The single-lepton and combination uncertainties are calculated by fixing the
set of nuisance parameters corresponding to a category, repeating the fit, and subtracting in quadrature the resulting
uncertainty from the total uncertainty of the nominal fit. Categories that include unique uncertainties, uncorrelated
between dilepton and single-lepton measurements, are denoted by *, and those with one-to-many uncertainties by †

(see text). Other categories include only one-to-one uncertainty sources, correlated between channels. The total
uncertainty is the sum in quadrature of the total systematic uncertainty, the statistical uncertainty, and the effects of
the uncertainties in the integrated luminosity and beam energy. The systematic uncertainties for the single-lepton
and combination measurements do not add up in quadrature to the total systematic uncertainty because of their
correlations in the fit.

Category 𝛿𝜎𝑡𝑡 [%]
Dilepton Single lepton Combination

𝑡𝑡 generator† 1.2 1.0 0.8
𝑡𝑡 parton-shower/hadronisation*,† 0.3 0.9 0.7
𝑡𝑡 ℎdamp and scale variations† 1.0 1.1 0.8
𝑡𝑡 parton distribution functions† 0.2 0.2 0.2

Single-top background 1.1 0.8 0.6
𝑊 /𝑍 + jets background* 0.8 2.4 1.8
Diboson background 0.3 0.1 < 0.1
Misidentified leptons* 0.7 0.3 0.3

Electron identification/isolation 0.8 1.2 0.8
Electron energy scale/resolution 0.1 0.1 < 0.1
Muon identification/isolation 0.6 0.2 0.3
Muon momentum scale/resolution 0.1 0.1 0.1
Lepton-trigger efficiency 0.2 0.9 0.7
Jet-energy scale/resolution 0.1 1.1 0.8√
𝑠 = 5.02 TeV JES correction 0.1 0.6 0.5
Jet-vertex tagging < 0.1 0.2 0.2
Flavour tagging 0.1 1.1 0.8
𝐸missT 0.1 0.4 0.3

Simulation statistical uncertainty* 0.2 0.6 0.5

Data statistical uncertainty* 6.8 1.3 1.3
Total systematic uncertainty 3.1 4.2 3.7
Integrated luminosity 1.8 1.6 1.6
Beam energy 0.3 0.3 0.3

Total uncertainty 7.5 4.5 3.9

constraints from LHC data, while the last two are PDF sets that use some LHC data but no 𝑡𝑡 cross-section
measurements.

Figure 9(a) compares the measured cross-section at
√
𝑠 = 5.02TeV with the predictions from the

aforementioned PDF sets, as well as the MSHT20 [88], NNPDF4.0 [89], ABMP16 [90], CT18 [91]
and CT18A [91] PDFs, and the combination of the CT10, MSTW2008, and NNPDF2.3 PDFs using the
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Figure 8: The upper panel shows the inclusive 𝑡𝑡 cross-section 𝜎𝑡𝑡 as a function of centre-of-mass energy
√
𝑠,

comparing ATLAS Collaboration measurements from this analysis, from the 𝑒𝜇 plus 𝑏-tagged-jets final state at√
𝑠 = 7, 8, and 13 TeV, and from the single-lepton final state at

√
𝑠 = 8 and 13TeV with NNLO+NNLL theoretical

predictions [5] calculated using Top++ [17] with the PDF4LHC prescription for PDF and 𝛼s uncertainties [87], and
𝑚𝑡 = 172.5GeV. The middle panel shows the ratios of the measurements and predictions to the central value of
the prediction using PDF4LHC PDFs. The total uncertainties when using the individual NNPDF2.3, MSTW2008
and CT10 PDFs are shown as overlapping hatched or coloured bands, and the dotted lines show the QCD scale
uncertainties alone. The lower panel shows the ratios of the measurements and predictions from the CT14 and
NNPDF3.1_notop PDFs to the central value from CT14. Measurements made at the same

√
𝑠 are slightly offset for

clarity. The
√
𝑠 = 7 and 8TeV results are taken from Refs. [7, 8], with the LHC beam energy uncertainties reduced

according to Ref. [83]. The
√
𝑠 = 13 TeV results are taken from Refs. [9, 10].

PDF4LHC recipe. The result is also compared with the recent ATLASpdf21 PDF fit [92], which includes
a diverse set of ATLAS Collaboration measurements at

√
𝑠 = 7, 8 and 13TeV (including 𝑡𝑡 differential

cross-section measurements at
√
𝑠 = 8 and 13TeV), together with deep-inelastic scattering data from 𝑒𝑝

collisions at the HERA collider [93]. The measured value is compatible with the predictions from all the
PDF sets considered, except for ABMP16, which has a softer gluon distribution and predicts a 𝜎𝑡𝑡 value
2.2 standard deviations lower than measured.
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Figure 9: (a) Measurement of the 𝑡𝑡 production cross-section at
√
𝑠 = 5.02 TeV in the combined dilepton and single-

lepton channels compared with the predictions from various NNLO PDF sets. The bands show the experimental
measurement, with the statistical (inner yellow band) and total (outer green band) uncertainties shown separately. The
last entry shows the prediction using the PDF4LHC recipe, encompassing the predictions from the CT10, MSTW2008
and NNPDF2.3 PDF sets. (b) Ratio of the gluon PDF determined using the data of the ATLASpdf21 PDF fit plus the
constraint from the combined 𝑡𝑡 cross-section measurement compared with the ATLASpdf21 fit alone, as a function
of Bjorken-𝑥. The hatched bands show the uncertainties in the combined fit (blue) and ATLASpdf21 fit (red), and the
blue line shows the shift in central value when adding the

√
𝑠 = 5.02 TeV cross-section measurement.

Figure 9(b) shows the effect of adding the combined
√
𝑠 = 5.02TeV 𝑡𝑡 cross-section measurement to the

ATLASpdf21 PDF fit. The combination was performed using the xFitter framework [94] as described in
Ref. [92]. At a squared-momentum-transfer value of 𝑄2 = 104GeV2, the addition of the new data reduces
the gluon PDF uncertainty in the region of Bjorken-𝑥 (the fraction of the proton momentum carried by the
parton participating in the initial interaction) above 𝑥 ≈ 0.05, and gives e.g. a 5% reduction at 𝑥 = 0.1. The
uncertainties in the valance and sea quark PDFs are unaffected.

10 Conclusion

The inclusive 𝑡𝑡 production cross-section 𝜎𝑡𝑡 has been measured in 𝑝𝑝 collisions at
√
𝑠 = 5.02TeV using

257 pb−1 of data recorded by the ATLAS experiment at the LHC in 2017 using events from both the
dilepton and single-lepton channels. The combined result is

𝜎𝑡𝑡 = 67.5 ± 0.9 (stat.) ± 2.3 (syst.) ± 1.1 (lumi.) ± 0.2 (beam) pb,

where the four uncertainties are due to the size of the data sample, experimental and theoretical systematic
effects, and imperfect knowledge of both the integrated luminosity and the LHC beam energy. The
total uncertainty is 2.7 pb, or 3.9%. The result is consistent with the NNLO+NNLL QCD prediction of
68.2+5.2−5.3 pb and with a previous measurement by the CMS Collaboration, but has a total uncertainty that is
almost a factor of two smaller. This measurement provides additional constraints on the gluon distribution
of the proton PDF for Bjorken-𝑥 > 0.05.
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