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This note presents an investigation of the 𝐶𝑃 properties of the coupling between the Higgs
boson and the top quark, employing 139 fb−1 of proton–proton collision data recorded by
the ATLAS experiment at a centre-of-mass energy of

√
𝑠 = 13 TeV. The 𝐶𝑃 structure of the

top-Higgs boson Yukawa coupling is probed in events with a Higgs boson decaying to a pair
of 𝑏 quarks and produced in association with a pair of top quarks, 𝑡𝑡𝐻, or a single top quark,
𝑡𝐻. Events containing one or two electrons or muons are used for the measurement. In an
extension of the Standard Model with a CP-odd admixture to the top-Higgs Yukawa coupling,
the mixing angle between 𝐶𝑃-even and 𝐶𝑃-odd couplings is measured to be 𝛼 = 11◦+55◦−77◦ . A
pure 𝐶𝑃-odd coupling is disfavoured by the data at 1.2 𝜎 confidence level.
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1 Introduction

Since the observation of the Higgs boson at the LHC [1, 2], its properties have been studied in great detail.
In particular, the observation of the Higgs boson production in association with a top-quark pair, 𝑡𝑡𝐻 [3, 4],
provides direct experimental access to the top-quark Yukawa coupling at tree-level. The increasing LHC
data set has recently allowed the ATLAS and CMS Collaborations to probe the charge-conjugation and
parity (𝐶𝑃) properties of this coupling using 𝑡𝑡𝐻 events with 𝐻 → 𝛾𝛾 decays [5, 6]. The present note
reports on the study of the 𝐶𝑃 properties of the top-quark Yukawa coupling using 𝑡𝑡𝐻 and 𝑡𝐻 production,
in the 𝐻 → 𝑏𝑏̄ decay channel. The analysis targets final states where at least one top quark decays
semi-leptonically to electrons or muons. It uses

√
𝑠 = 13 TeV 𝑝𝑝 collision data recorded by the ATLAS

experiment during Run 2, corresponding to an integrated luminosity of 139 fb−1.

The Standard Model (SM) predicts the Higgs boson to be a scalar particle (𝐽𝐶𝑃 = 0++). Considering the
possibility of Beyond the Standard Model (BSM) couplings, a 𝐶𝑃-odd component of the vector boson
couplings to the Higgs boson is naturally suppressed by the scale at which new physics would become
relevant. This suppression does not happen for Yukawa couplings, where𝐶𝑃-odd Higgs–fermion couplings
may be significant already at tree level [7]. Experimentally, pure 𝐶𝑃-odd couplings of the Higgs boson
have been ruled out for the vector boson couplings by past experimental results [8–14]. Analyses of
𝑡𝑡𝐻 events with 𝐻 → 𝛾𝛾 decays [5, 6] have also excluded pure 𝐶𝑃-odd top-Higgs couplings at more
than 3𝜎 significance. But a mixing of 𝐶𝑃-odd and 𝐶𝑃-even states has not been ruled out and is worth
investigating. The observation of a non-zero𝐶𝑃-odd coupling component would in fact signal the existence
of physics beyond the SM, and open up the possibility of 𝐶𝑃-violation in the Higgs sector [15–18]. Such a
new source of𝐶𝑃 violation could play a fundamental role in explaining the matter–antimatter asymmetry of
the Universe. Events targeted in this analysis are sensitive to top-Higgs coupling at tree-level. This avoids
the need for assumptions about the influence of BSM effects which may be present in other, more indirect
measurements [19–21]. In particular, current limits on electron and neutron electrical dipole moments
present indirect model-dependent constraints on a possible pseudoscalar component of the top-quark
Yukawa coupling [22–24].

The top-Higgs interaction can be extended beyond the SM as [19]:

L𝑡𝑡𝐻 = −𝜅′𝑡 𝑦𝑡𝜙𝜓𝑡 (cos𝛼 + 𝑖𝛾5 sin𝛼)𝜓𝑡 , (1)

where 𝑦𝑡 is the SM Yukawa coupling strength, modified by a coupling modifier 𝜅′𝑡 , 𝛼 is the 𝐶𝑃-mixing
angle, 𝜙 is the Higgs field, 𝜓𝑡 and 𝜓𝑡 are top-quark spinor fields and 𝛾5 is a Dirac matrix. The above
expression reduces to the SM case for 𝜅′𝑡 = 1 and 𝛼 = 0, whereas other values of 𝜅′𝑡 and 𝛼 parametrise
a possible BSM tensor structure of the coupling, including a 𝐶𝑃-odd component of the interaction. An
anomalous coupling can manifest both as a change in total cross section with respect to SM expectations,
and as changes in various differential cross sections [15, 25–28].

This study follows closely a recent analysis optimized for the measurement of the 𝑡𝑡𝐻 (→ 𝑏𝑏) production
cross section [29]. A notable exception is that the present analysis considers both the 𝑡𝑡𝐻 and 𝑡𝐻 production
modes as signal. No attempt was made to optimize the analysis strategy for the 𝑡𝐻 signal, as its small
yield makes this channel relevant only in one analysis region (see below). Other noteworthy differences
with respect to the analysis documented in Ref. [29] are detailed in the text and include the definition
of analysis regions and differences in the systematic uncertainty model. In the case of 𝑡𝐻 production,
the destructive interference between the diagrams with 𝑡-𝐻 and𝑊-𝐻 couplings leads to the minimal 𝑡𝐻
production cross section in SM. Any change in the relative 𝑡-𝐻 and𝑊-𝐻 coupling strength would result in
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a rapid increase in the cross section. Considering the Lagrangian in Equation 1, the 𝑡𝐻 production cross
section is expected to grow for values of the mixing angle 𝛼 different from zero [16]. An opposite, and
less pronounced dependence exists for the 𝑡𝑡𝐻 cross section. For the present measurement, the 𝐻 → 𝑏𝑏̄

branching ratio is assumed to be equal to its SM value of 58.2% [30]. It is still possible that BSM effects
will lead to an anomalous 𝐻 → 𝑏𝑏̄ branching ratio, but constraining its value may only be achieved in
conjunction with measurements of other production modes.

2 The ATLAS experiment

The ATLAS experiment [31] at the LHC is a multipurpose particle detector with a forward–backward
symmetric cylindrical geometry and a near 4𝜋 coverage in solid angle.1 It consists of an inner tracking
detector surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic
and hadron calorimeters, and a muon spectrometer. A two-level trigger system is used to reduce the total
event rate to 1 kHz on average, depending on the data-taking conditions [32]. An extensive software
suite [33] is used in the reconstruction and analysis of real and simulated data, in detector operations, and
in the trigger and data acquisition systems of the experiment. The events used in this analysis are selected
using single-lepton triggers [34, 35], with either low thresholds on the lepton transverse momentum (𝑝T)
and a lepton isolation requirement, or higher thresholds, looser identification criteria and without any
isolation requirement. The lowest 𝑝T threshold for muons is 20 (26) GeV, while for electrons the threshold
is 24 (26) GeV for the data taken in 2015 (2016–2018).

3 Event pre-selection

Events are required to have at least one primary vertex, formed by two or more associated tracks with
transverse momentum greater than 0.5 GeV. In case more than one vertex are present, the one with the
highest sum of 𝑝2T of associated tracks is selected as the hard-scattering primary vertex. Events with exactly
one or two leptons (electrons or muons, noted as ℓ) with opposite electric charges are considered in this
analysis, referred to as the ℓ+ jets channel and dilepton channel, respectively. Electrons are identified using
the Tight likelihood criterion [36] and are required to have 𝑝T > 10 GeV and |𝜂 | < 2.47, excluding those in
the calorimeter barrel-endcap transition region (1.37 < |𝜂 | < 1.52). Muons are selected with theMedium
identification criterion [37] and are required to have 𝑝T > 10 GeV and |𝜂 | < 2.5. Electrons (muons) are
required to pass the Gradient (FixedCutTightTrackOnly) isolation requirements [36, 38]. All leptons are
required to originate from the primary vertex. At least one of the leptons must have 𝑝T > 27 GeV and
match the corresponding lepton used in the trigger decision. In events with an 𝑒𝑒 or 𝜇𝜇 pair, the dilepton
invariant mass is required to be above 15 GeV and outside the 𝑍 boson mass window of 83–99 GeV.

The analysis targets events with high jet multiplicities, including 𝑏-quark jets expected in the final state of
𝑡𝑡𝐻 and 𝑡𝐻 events with subsequent 𝐻 → 𝑏𝑏̄ decay. Jets are reconstructed from topological clusters of
energy depositions [39] using the anti-𝑘𝑡 algorithm [40, 41] with a radius parameter of 𝑅 = 0.4, and are

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the 𝑧-axis along the beam pipe. The 𝑥-axis points from the IP to the centre of the LHC ring, and the 𝑦-axis points upwards.
Cylindrical coordinates (𝑟, 𝜙) are used in the transverse plane, 𝜙 being the azimuthal angle around the 𝑧-axis. The momentum
component in the transverse plane is referred to as the transverse momentum (𝑝T). The pseudorapidity is defined in terms of
the polar angle 𝜃 as 𝜂 = − ln tan(𝜃/2). Angular distance is measured in units of Δ𝑅 ≡

√︁
(Δ𝜂)2 + (Δ𝜙)2.

3



calibrated at the electromagnetic scale [42]. The MV2c10 algorithm [43] was used to identify (or “𝑏-tag”)
jets containing 𝑏-hadrons. Four working points with average efficiencies of 60%, 70%, 77% and 85% and
different 𝑐- and light-jets rejection rates are defined using thresholds on the multivariate discriminant;
the corresponding efficiencies and rejection rates are calibrated to data [43–45]. In the ℓ+ jets (dilepton)
channel, events are required to have at least five (three) jets with 𝑝T > 25 GeV and |𝜂 | < 2.5, and at least
four (three) of the jets are required to be 𝑏-tagged with the 70% efficiency working point.

The missing transverse momentum is reconstructed as the negative vector sum of all selected objects in the
event, with an extra ‘soft term’ built from additional tracks associated to the primary vertex [46].

The analysis also exploits the collimated decay topology from high-𝑝T Higgs bosons. Jets with 𝑅 = 0.4 are
reclustered [47] using the anti-𝑘𝑡 algorithm with a radius parameter of 1.0. The resulting jets are referred
to as large-𝑅 jets. The large-𝑅 jets are required to have a mass larger than 50 GeV, 𝑝T > 200 GeV and at
least two constituent jets with 𝑅 = 0.4.

4 Signal and background modelling

After applying the above selection criteria, background events are dominated by 𝑡𝑡 production with
additional jets (𝑡𝑡 + jets), which mostly originate from heavy-flavour quarks (𝑏- and 𝑐-quarks). Other
processes contribute less than 10% of the total expected background. All background processes are
estimated based on Monte Carlo (MC) simulations, following closely Ref. [29].

The simulated events were produced using the ATLAS detector simulation [48] based on Geant4 4 [49].
To simulate the effects of multiple interactions in the same and neighbouring bunch crossings (pile-up),
additional interactions were generated using Pythia 8.186 [50] with a set of tuned parameters called the A3
tune [51] and overlaid onto the simulated hard-scatter event. Simulated events are reweighted to match the
pile-up conditions observed in the full Run 2 dataset. All simulated event samples are processed through
the same reconstruction algorithms and analysis chain as the data [33].

Events in the simulated 𝑡𝑡 + jets background sample are categorised according to the flavour of the additional
jets not from the decay of the top quarks. The modelling of each category is treated independently.
The labelling is based on ‘truth jets’ that are clustered with stable truth particles (with mean lifetime
𝜏 > 3×10−11𝑠) in the final state using the anti-𝑘𝑡 algorithm with 𝑅 = 0.4. Truth jets with 𝑝T > 15 GeV and
|𝜂 | < 2.5 and 𝑏- and 𝑐-hadrons with 𝑝T > 5 GeVwithin 𝑅 = 0.4 of the truth jets are considered. Events with
at least one truth jet containing 𝑏 hadrons not originating from a top-quark decay are labelled as 𝑡𝑡 + ≥1𝑏.
Events failing that criterion but counting at least one truth jet containing 𝑐 hadrons not originating from
top-quark decay are labelled 𝑡𝑡 +≥1𝑐. The rest of the events are labelled as 𝑡𝑡 + light. The dominant 𝑡𝑡 +≥1𝑏
background is modelled using a sample of 𝑡𝑡 events generated at next-to-leading order (NLO) in QCD in
the four-flavour scheme, with two additional massive 𝑏-quarks produced at the Matrix Element (ME) level.
The ME simulation was performed using the Powheg-Box-Res generator and OpenLoops [52–55], with
NNPDF3.0nlo nf4 [56] parton distribution function (PDF) set and Pythia 8.230 [50] with the A14 set
of tune parameters [57] for the simulation of the parton shower (PS) and hadronisation. Given that the
production rate of 𝑡𝑡 with additional 𝑏-jets was observed to be underestimated by the current predictions [58,
59], the normalisation of the 𝑡𝑡 + ≥1𝑏 background is determined from the analysed data without prior
constraints. The 𝑡𝑡 + ≥1𝑐 and 𝑡𝑡 + light backgrounds are modelled from an inclusive 𝑡𝑡 + jets sample
generated using PowhegBox v2 [60–63] as the ME generator interfaced with Pythia 8.230 for PS and
hadronisation. A prior uncertainty of 6% is assigned to their cross sections according to the prediction
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of inclusive 𝑡𝑡 production cross section at NNLO+NNLL [64–70]. Due to the limited knowledge of the
𝑡𝑡 +≥1𝑐 production, an additional 100% uncertainty is considered for its normalisation. The generation was
done at NLO in QCD with the five-flavour scheme, where all additional quarks and gluons are produced
by the PS generator and the additional heavy-flavour quarks are massless. Other background processes
include the production of𝑊 and 𝑍 plus additional jets, 𝑡𝑡𝑊 , 𝑡𝑡𝑍 , 𝑡𝑍𝑞, 𝑡𝑊𝑍 , four-top quark, and diboson
events. These are all subdominant and modelled from simulation as detailed in Ref. [29]. A small fraction
of events contain mis-identified leptons or leptons originating from the decay of heavy-flavour hadrons.
The contribution from these events is found to be negligible in the ℓ+ jets channel. In the dilepton channel,
this small contribution is modelled using simulation.

The signal processes, 𝑡𝑡𝐻 and 𝑡𝐻, are simulated with different values of 𝛼 and 𝜅′𝑡 . In case of non-SM values
of 𝛼 and 𝜅′𝑡 , all other parameters were fixed to their SM values, including the 𝐻 → 𝑏𝑏̄ branching ratio.
The non-SM scenarios were simulated using the NLO Higgs Characterisation [30, 71] model implemented
in MadGraph5_aMC@NLO with FeynRules [72, 73]. All signal samples were generated using the
MadGraph5_aMC@NLO 2.6.2 [74] generator at NLO in QCD using the five-flavour scheme with the
NNPDF3.0nlo PDF set, interfaced with Pythia 8.230 with the A14 set of tune parameters for PS and
hadronisation, with a few exceptions specified in the following. The SM 𝑡𝑡𝐻 events were simulated using
MadGraph5_aMC@NLO 2.6.0 . The functional form of the renormalisation and factorisation scales
are set to 3

√︁
𝑚T(𝑡) · 𝑚T(𝑡) · 𝑚𝑇 (𝐻), where 𝑚T =

√︃
𝑚2 + 𝑝2T is the transverse mass of a particle. The cross

section is normalised to 507 fb from the fixed-order calculation including NLO QCD and electroweak
corrections, with an uncertainty of 3.6% from variations in PDF and 𝛼𝑆 and 9.2% due to variations in the
renormalisation and factorisation scales [30, 75–79]. A 𝑘-factor of 1.1 is derived by taking the ratio of the
cross section from the fixed-order calculation to that from MadGraph5_aMC@NLO, and is applied to all
𝑡𝑡𝐻 samples with different values of 𝛼 and 𝜅′𝑡 . For the 𝑡𝐻 signal, two sub-processes, 𝑡𝐻 𝑗𝑏 and 𝑡𝑊𝐻, are
considered. The 𝑡𝐻 𝑗𝑏 events were generated in the four-flavour scheme using the NNPDF3.0nlo nf4 PDF
set [56], with the renormalisation and factorisation scales set to the generator default. The cross sections of
𝑡𝐻 𝑗𝑏 and 𝑡𝑊𝐻 samples are obtained directly from MadGraph5_aMC@NLO. In the SM scenario, the
cross section for 𝑡𝐻 𝑗𝑏 and 𝑡𝑊𝐻 are 60.1 fb and 16.7 fb, respectively. A diagram removal scheme [80]
is applied in the simulation of the 𝑡𝑊𝐻 events in order to remove diagrams already included in the 𝑡𝑡𝐻
simulation.

The signal yields are parametrised based on 𝑡𝑡𝐻 and 𝑡𝐻 events simulated with different values of 𝛼
and 𝜅′𝑡 , in each bin of the analysis as described later. This provides a smooth prediction of the signal
yields across the explored range of 𝛼 and 𝜅′𝑡 . Two 𝑡𝑡𝐻 samples with non-SM values of 𝛼 were generated,
corresponding to a pure 𝐶𝑃-odd interaction (𝛼 = 90◦) and maximal 𝐶𝑃-odd/𝐶𝑃-even mixing (𝛼 = 45◦).
The 𝑡𝑡𝐻 yields, 𝑁𝑡𝑡𝐻 (𝜅′𝑡 , 𝛼), are parametrised using the SM sample and the pure 𝐶𝑃-odd sample as
𝜅′𝑡
2𝑐2𝛼𝑁𝐶𝑃-even + 𝜅′𝑡

2𝑠2𝛼𝑁𝐶𝑃-odd, where 𝑐𝛼 = cos𝛼, 𝑠𝛼 = sin𝛼, and 𝑁𝐶𝑃-even and 𝑁𝐶𝑃-odd are the expected
yields predicted by the SM and the 𝐶𝑃-odd 𝑡𝑡𝐻 simulations, respectively. This was verified to be a good
approximation using the maximal mixing sample. In the case of 𝑡𝐻, a parametrisation is constructed
assuming contributions from diagrams with 𝐶𝑃-even and 𝐶𝑃-odd 𝑡-𝐻 coupling and SM𝑊-𝐻 coupling at
LO. The event yields are parametrised as 𝑁𝑡𝐻 (𝜅′𝑡 , 𝛼) = 𝐴𝜅′𝑡

2𝑐2𝛼 +𝐵𝜅′𝑡2𝑠2𝛼 +𝐶𝜅′𝑡𝑐𝛼 +𝐷𝜅′𝑡 𝑠𝛼 +𝐸𝜅′𝑡2𝑐𝛼𝑠𝛼 +𝐹.
The terms with 𝑐2𝛼 and 𝑠2𝛼 correspond to the contribution from 𝐶𝑃-even and 𝐶𝑃-odd 𝑡-𝐻 coupling,
respectively. The terms at the first order of 𝑐𝛼 and 𝑠𝛼 account for potential interference effects between
𝐶𝑃-even and 𝐶𝑃-odd 𝑡-𝐻 coupling and SM𝑊-𝐻 coupling contributions. The constant term, 𝐹, represents
the contribution from only the SM𝑊-𝐻 coupling. In order to obtain the complete parametrisation of 𝑡𝐻
signal as a function of 𝛼 and 𝜅′𝑡 , 10 samples with different values of 𝛼 and 𝜅′𝑡 were generated in addition to
the SM 𝑡𝐻 sample. These samples include: samples where 𝜅′𝑡 = 1 and 𝛼 is set between 15° to 90° in steps
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of 15°, samples with 𝜅′𝑡 = -1, 0.5, and 2 where 𝛼 = 0 and an additional sample with 𝛼 = 45°and 𝜅′𝑡 = 2.
The coefficients 𝐴 to 𝐹 were obtained by fitting the above parametrisation function to the yields predicted
by the simulated samples, spanning the 11 points in the (𝛼, 𝜅′𝑡 ) parameter space.

5 Analysis strategy

The analysis determines the values of 𝛼 and 𝜅′𝑡 simultaneously using a binned profile likelihood fit.
Events passing the pre-selection are categorised into orthogonal regions. The categorisation is performed
in two steps. In the first step, control regions (CR) and preliminary signal regions (PSR) are defined
using requirements on jet multiplicity, 𝑏-tagging and large-𝑅 jets. In the second step, multivariate
analyses are used to define additional CRs and final signal regions (SR) from the PSRs. In the PSRs,
dedicated observables are used to enhance sensitivity to the top-Higgs Yukawa coupling 𝐶𝑃. Given the
small contribution expected from 𝑡𝐻 events, the categorisation, multivariate analyses and 𝐶𝑃-sensitive
observables are optimised for the 𝑡𝑡𝐻 signal. The resulting SRs from the categorisation have expected
signal-to-background ratios (𝑆/𝐵) of at least 8% for a pure 𝐶𝑃-even signal and 5% for a pure 𝐶𝑃-odd
signal. CRs have 𝑆/𝐵 below 6% (4%) for the pure 𝐶𝑃-even (odd) case. The signal-depleted CRs provide
stringent constraints on the background modelling, whilst the SRs, with relatively higher expected 𝑆/𝐵,
exploit 𝐶𝑃-sensitive discriminants to probe 𝛼.

The first step of categorisation adopts a strategy similar to that described in Ref. [29], devised to separate
the SM signal from the various backgrounds. A “boosted” region is firstly defined in the ℓ+ jets channel
requiring the presence of a high-𝑝T Higgs boson candidate, labelled as PSRboosted . A deep neural network
is trained to identify the boosted Higgs boson candidates from large-𝑅 jets with 𝑝T > 300 GeV, exploring
the properties of the constituent jets and the substructure of the large-𝑅 jets [29]. The rest of the events are
categorised into CRs and PSRs according to the number of jets ( 𝑗) and various 𝑏-tagging (𝑏) requirements.
Events in the PSRs are required to have at least the expected number of jets and 𝑏-tagged jets in the final
state of the 𝑡𝑡𝐻 signal. This results in four statistically independent regions in the dilepton channel, named
CR3 𝑗 ,3𝑏hi , CR≥4 𝑗 ,3𝑏

lo , CR≥4 𝑗 ,3𝑏
hi and PSR≥4 𝑗 ,≥4𝑏 , and three regions in the ℓ+ jets channel, named CR5 𝑗 ,≥4𝑏lo

, CR5 𝑗 ,≥4𝑏hi and PSR≥6 𝑗 ,≥4𝑏 . The requirements used to define all CRs and PSRs are summarised in
Table 1. Regions labelled with “hi” and “lo” have high and low fractions of events with true 𝑏-jets not
from top-quark decay, and are selected with tight and loose 𝑏-tagging requirements, respectively. These
CRs have different fractions of 𝑡𝑡 + light, 𝑡𝑡 + ≥1𝑐 and 𝑡𝑡 + ≥1𝑏 events and help constrain the systematic
uncertainties in each of these components.

In the PSRs, two sets of boosted decision trees (BDT) are trained: reconstruction BDTs and classification
BDTs. The former is trained to assign jets as from the decay of the Higgs boson and top quarks, while the
latter is trained to classify the SM 𝑡𝑡𝐻 signal against the backgrounds. In both cases, the training procedure
is performed independently for each PSR and is identical to those used in Ref. [29]. The reconstruction
BDTs are trained using simulated SM 𝑡𝑡𝐻 events to classify the correct jet permutations against random
ones. To reconstruct the top-quark and Higgs boson candidates, for each event, all possible permutations
are evaluated and the one with the highest BDT score is used. For the SM 𝐶𝑃-even signal, the fraction
of events where both jets from the Higgs boson decay are correctly assigned is 45% (51%) in the ℓ+ jets
(dilepton) channel. The corresponding fractions for the hadronically decaying top quarks is 20% to 32%
depending on the analysis regions. For the 𝑏-jets from the semileptonically decaying top quarks, the
fractions range from 40% to 60%. For the 𝐶𝑃-odd signal, the fractions are 5–10% higher due to its
different kinematic properties. The reconstruction BDTs provide important information that improves the
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Table 1: Definition of the CRs and PSRs according to the number of jets and 𝑏-tagged jets using different 𝑏-tagging
working points, and the number of boosted Higgs boson candidates. For PSRboosted , the 𝑏-tagged jets flagged with †

are not constituents of the boosted Higgs boson candidate. Events must pass 𝑁𝑏−tag requirements for each specified
working point.

Region
Dilepton ℓ+ jets

PSR≥4 𝑗 ,≥4𝑏 CR≥4 𝑗 ,3𝑏
hi CR≥4 𝑗 ,3𝑏

lo CR3 𝑗 ,3𝑏hi PSR≥6 𝑗 ,≥4𝑏 CR5 𝑗 ,≥4𝑏hi CR5 𝑗 ,≥4𝑏lo PSRboosted

𝑁jets ≥ 4 = 3 ≥ 6 = 5 ≥ 4

𝑁𝑏−tag

@85% – ≥ 4
@77% – – ≥ 2†

@70% ≥ 4 = 3 ≥ 4 –

@60% – = 3 < 3 = 3 – ≥ 4 < 4 –

𝑁boosted cand. – 0 ≥ 1

performance of the classification BDTs, whilst allowing for the calculation of observables sensitive to the
𝐶𝑃 nature of the Yukawa coupling. The classification BDTs are used to further refine the PSRs to define
the final CRs and SRs, as detailed later.

Dedicated 𝐶𝑃-sensitive observables are computed in PSRs and are used in the fit to determine the 𝐶𝑃

properties of the top-quark Yukawa coupling. In PSRboosted , the yield of a 𝐶𝑃-odd signal is expected to
be larger than a 𝐶𝑃-even signal by 50%, providing substantial discrimination power without a dedicated
𝐶𝑃-sensitive observable. Therefore, the distribution of the classification BDT is used instead. Two 𝐶𝑃

observables, 𝑏2 and 𝑏4, were found to provide the best discrimination in PSR≥6 𝑗 ,≥4𝑏 of the ℓ+ jets channel
and PSR≥4 𝑗 ,≥4𝑏 of the dilepton channel, respectively. They are defined as:

𝑏2 =
( ®𝑝1 × 𝑛̂) · ( ®𝑝2 × 𝑛̂)

| ®𝑝1 | | ®𝑝2 |
, and 𝑏4 =

𝑝𝑧1𝑝
𝑧
2

| ®𝑝1 | | ®𝑝2 |
, (2)

where 𝑝𝑧
𝑖
and ®𝑝𝑖 with 𝑖 = 1, 2 are the longitudinal momentum and the momentum three-vector of the

two top quarks in the events, respectively, and 𝑛̂ is a unit vector in the direction of the beamline and
defines the 𝑧-axis [15]. The 𝑏4 observable exploits the enhanced production of top quarks travelling in
opposite directions and closer to the beam pipe in the 𝐶𝑃-odd 𝑡𝑡𝐻 production. The observable 𝑏2 relies
simultaneously on the narrower azimuthal separation of top quarks and on their larger longitudinal fraction
of momentum in 𝐶𝑃-odd 𝑡𝑡𝐻 production. To enhance the discrimination power, the calculation of 𝑏2 is
performed in the 𝑡𝑡𝐻 rest frame [28]. This is because the expected yields of 𝑡𝐻 in most signal-sensitive
regions are small compared to the 𝑡𝑡𝐻 signal, for both 𝐶𝑃-even and 𝐶𝑃-odd predictions. The only
exception is the boosted region, where the contribution from 𝑡𝐻 becomes comparable with 𝑡𝑡𝐻 in the pure
𝐶𝑃-odd case.

The computation of 𝑏2 and 𝑏4 requires the full reconstruction of the top-quark pair and the Higgs boson.
However, the reconstruction BDTs only resolve the hadronic part of the 𝑡𝑡𝐻 system. In the ℓ+ jets channel,
the missing transverse momentum is used as a proxy for the 𝑝T of the undetected neutrino from the
semi-leptonically decaying top quark. The 𝑧 component of the neutrino four-momentum is obtained from a
quadratic equation constructed from the lepton four-momentum and the missing transverse momentum,
using as a constraint the leptonic𝑊 mass, assumed to be on-shell. Both solutions of the quadratic equation
are used to reconstruct the leptonic top-quark mass, and the one yielding a mass closest to 172.5 GeV is
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chosen. In case of a negative determinant, a solution is obtained by setting the determinant to zero. In
the dilepton channel, the neutrino weighting technique is used to determine the four momenta of the two
neutrinos [81, 82]. Neutrino weighting provides a solution to reconstruct the 𝑡𝑡 pair for 68% of the events
in PSR≥4 𝑗 ,≥4𝑏 .

In the second step of the categorisation, PSRs are further refined to CRs and SRs according to the output
of the reconstruction and classification BDTs. A summary of the selections used to define the regions
is detailed in Table 2. In PSRboosted , an additional selection based on the classification BDT score is
applied to reduce the 𝑡𝑡 + jets contribution. Events with a classification BDT score below the threshold are
discarded. PSR≥4 𝑗 ,≥4𝑏 and PSR≥6 𝑗 ,≥4𝑏 are further categorised, each into three regions, according to the
classification BDT score. The resulting regions have similar background composition but different 𝑆/𝐵.
The BDT thresholds are determined by optimising the sensitivity to the SM 𝑡𝑡𝐻 signal. The regions with
an 𝑆/𝐵 > 7% are used as SRs, whilst other regions are used as additional CRs to constrain the modelling
of the 𝐶𝑃 observables in the backgrounds events. The highest 𝑆/𝐵 in the resulting SRs is 22% (10%) for a
pure 𝐶𝑃-even (𝐶𝑃-odd) signal. For SR≥4 𝑗 ,≥4𝑏 in the dilepton channel, 𝑏4 can not be calculated for events
where the neutrino weighting fails to provide a solution. These events are categorised as an additional
region, CR≥4 𝑗 ,≥4𝑏

no-reco , where the difference in 𝜂 between the two leptons, Δ𝜂ℓℓ , is used instead [19].

Table 2: Summary of the selections used to define SRs and CRs in the PSRs based on the classification BDT score.
In the boosted region, a selection requirement is applied instead of a split. In the dilepton channel, events with failed
reconstruction due to absence of a real solution from the neutrino weighting are categorised into an additional region
known as CR≥4 𝑗 ,≥4𝑏

no-reco . The fitted discriminating variable in each region is indicated in the last column.

Channel (PSR) Final SRs and CRs Classification BDT selection Fitted observable

Dilepton (PSR≥4 𝑗 ,≥4𝑏 )

CR≥4 𝑗 ,≥4𝑏
no-reco – Δ𝜂ℓℓ

CR≥4 𝑗 ,≥4𝑏 BDT∈ [−1,−0.086) 𝑏4

SR≥4 𝑗 ,≥4𝑏
1 BDT∈ [−0.086, 0.186) 𝑏4

SR≥4 𝑗 ,≥4𝑏
2 BDT∈ [0.186, 1] 𝑏4

ℓ+ jets (PSR≥6 𝑗 ,≥4𝑏 )
CR≥6 𝑗 ,≥4𝑏
1 BDT∈ [−1,−0.128) 𝑏2

CR≥6 𝑗 ,≥4𝑏
2 BDT∈ [−0.128, 0.249) 𝑏2

SR≥6 𝑗 ,≥4𝑏 BDT∈ [0.249, 1] 𝑏2

ℓ+ jets (PSRboosted ) SRboosted BDT∈ [−0.05, 1] Classification BDT score

6 Systematic uncertainties

Systematic uncertainties are assessed for three main sources: theoretical uncertainties for the modelling of
the signal processes, background modelling uncertainties, and experimental uncertainties involving the
identification and calibration of leptons, jets, 𝑏-jets and missing transverse momentum. Uncertainties
accounting for the limited number of events in all simulated samples are also considered.

Uncertainties associated with the modelling of the 𝑡𝑡𝐻 and 𝑡𝐻 signals are evaluted using events generated
with MadGraph5_aMC@NLO + Pythia 8. The simulated events under the SM hypothesis are used
and the relative differences are propagated to the scenarios with different values of 𝛼 and 𝜅′𝑡 . To estimate
the uncertainty related to the amount of partonic initial-state-radiation (ISR), the renormalisation and
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factorisation scales in the ME and 𝛼ISR
𝑆
in the PS are varied simultaneously [83]. The impact of final-state-

radiation (FSR) is evaluated by varying the 𝛼FSR
𝑆
in the PS. The impact of the PS and hadronisation model

is evaluated based on simulations produced using PowhegBox [60–63] as the ME generator, with the same
PDF set, and renormalisation and factorisation scales as used for the nominal MadGraph5_aMC@NLO +
Pythia 8 sample. The uncertainty is estimated by comparing 𝑡𝑡𝐻 samples generated using PowhegBox +
Pythia 8.230 and PowhegBox + Herwig 7.04 [84]. For each 𝑡𝐻 sub-process (𝑡𝐻 𝑗𝑏 and 𝑡𝑊𝐻), two
sources of modelling uncertainty are considered: that associated with the description of PDFs, and the
uncertainty due to missing higher-order QCD contributions. The former is estimated from the standard
deviation of the expected yields using 100 NNPDF3.0NLO eigenvector PDF sets, in each bin used to build
the likelihood function. The latter is estimated by coherently varying 𝜇𝑟 and 𝜇 𝑓 by factors of 0.5 and 2.

The most important uncertainties in the background estimation come from the modelling of the 𝑡𝑡 + ≥1𝑏
background. An uncertainty in the NLO matching procedure between the ME and PS is assessed by
comparing the PowhegBox + Pythia 8 sample with a sample generated using MadGraph5_aMC@NLO
+ Pythia 8, both in the five-flavour scheme. The systematic difference with respect to the𝐶𝑃-even sample is
propagated to the nominal 𝑡𝑡 + ≥1𝑏 sample generated with Powheg-Box-Res + Pythia 8 in the four-flavour
scheme. This uncertainty is treated independently in each of the dilepton channel, the non-boosted regions
in the ℓ+ jets channel, and the ℓ+ jets boosted region. This treatment is found to be important to provide
the fit with enough flexibility to cover the potential background mismodelling. Uncertainties in the choice
of the PS model are evaluated comparing the nominal sample to the one produced with PowhegBox +
Herwig 7 . These uncertainties are treated in the same way as the uncertainty in the NLO matching
procedure. An additional source of systematic uncertainty is introduced to address the choice of the flavour
scheme used for the generation of the 𝑡𝑡 + ≥1𝑏 events. It is evaluated by comparing the nominal sample,
generated in the four-flavour scheme using Powheg + Pythia 8, to that produced in the five-flavour scheme
reweighted to remove differences in scale settings. Other background components are treated identically to
the procedure described in Ref. [29].

Aside from the modelling uncertainties described above, experimental uncertainties are also considered.
These arise from the modelling of trigger, reconstruction, identification and isolation efficiencies, as well
as of the energy calibration of all physics objects including electrons, muons, jets, 𝑏-tagged jets and 𝐸missT .
Uncertainties on the measured integrated luminosity and on the modelling of additional 𝑝𝑝 collisions are
also accounted for.

7 Results and conclusion

A binned profile likelihood fit is performed including all analysis regions simultaneously in order to
determine the 𝛼 and 𝜅′𝑡 parameters. The likelihood function, L(𝛼, 𝜅′𝑡 , 𝜃𝜃𝜃), is constructed as the product
of Poisson terms, with each term corresponding to an analysis bin. The value of the likelihood varies
according to the expected signal yields, as a function of 𝛼 and 𝜅′𝑡 , and background yields of the analysis
bins, as well as 𝜃𝜃𝜃, representing the nuisance parameters encoding the effects of the systematic uncertainties.
The nuisance parameters are constrained with Gaussian or log-normal functions. The normalisation of the
𝑡𝑡 + ≥1𝑏 background is controlled by an unconstrained parameter 𝑘𝑡𝑡+𝑏. A profile likelihood ratio is used
as the test statistic following Ref. [85]. By scanning the value of the test statistic in grid points of 𝜅′𝑡 − 𝛼,
two-dimensional exclusion contours are obtained.

Figure 1 compares the observed yield of data in each analysis region to that expected after the fit to data
(post-fit). The expected yields for pure 𝐶𝑃-even and 𝐶𝑃-odd signals, normalised to the total data yields,
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are overlaid and shown with dashed lines in the top panels. These illustrate the signal-to-background
separation provided by the classification BDTs. In the middle panel, the best-fit signal is compared to the
data by showing the ratio of data to the post-fit background prediction. The fitted signal yields agree well
with the observed data. In addition, the expected 𝑆/𝐵 for pure 𝐶𝑃-even and odd signals are shown for both
𝑡𝑡𝐻 and 𝑡𝐻. The fitted value 𝑘𝑡𝑡+𝑏 is 1.30+0.09−0.08, consistent with the value measured in Ref. [29]. Figure 2
shows the distributions of the fitted observables in the four SRs. The post-fit predictions are in agreement
with data. A goodness of fit was evaluated using a likelihood ratio test, comparing the likelihood value
from the nominal fit to the one obtained from a saturated model built with one free-floating normalisation
factor for each fitted bin [86]. The probability that the post-fit prediction is compatible with the observed
data is 80%. The pure 𝐶𝑃-even and 𝐶𝑃-odd signals are shown overlaid and normalised to the data yield to
indicate the kinematic discrimination of the 𝑏2 and 𝑏4 observables.
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Figure 1: Yields calculated following a fit with 𝜅′𝑡 and 𝛼 as free parameters, compared to the observed data in all
analysis regions. The different backgrounds and the signal are shown in coloured stack. The red and cyan dashed
lines show the sum of 𝑡𝑡𝐻 +𝑡𝐻 signals for pure 𝐶𝑃-even and 𝐶𝑃-odd hypotheses normalised to the total data yields
including all regions. The hashed area around the prediction illustrates the total post-fit uncertainties. In the middle
panel, the best-fit signal is compared to the data by showing the ratio of data to the post-fit background prediction.
The hashed band represents the total post-fit uncertainty as a ratio to the background. In the bottom panel, the 𝑆/𝐵 is
shown for pure 𝐶𝑃-even and 𝐶𝑃-odd signals, separately. The histograms are shown as a stack of 𝑡𝑡𝐻 and 𝑡𝐻.

The best-fit values and the exclusion contours in 𝛼 and 𝜅′𝑡 are displayed in Figure 3, in the 𝜅′𝑡 cos𝛼− 𝜅′𝑡 sin𝛼
plane. The best-fit value for the 𝐶𝑃 mixing angle 𝛼 is 11◦+56◦−77◦ and overall coupling strength 𝜅

′
𝑡 is 0.83+0.30−0.46.

These values are in agreement with the SM expectation of 𝛼 = 0◦ and 𝜅′𝑡 = 1. The data disfavours the
pure 𝐶𝑃-odd hypothesis at 1.2 𝜎 significance. The significance of the observed 𝑡𝑡𝐻 and 𝑡𝐻 signals
over the background prediction is 1.3𝜎. The compatibility of this analysis with the 𝑡𝑡𝐻 cross-section
measurement [29] was evaluated with the same parameter of interest: a single free-floating signal strength,
𝜇𝑡𝑡𝐻 , controlling the normalisation of 𝑡𝑡𝐻 production in the SM scenario. The 𝑡𝐻 process was fixed
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Figure 2: The distributions of the fitted variables in all signal regions. The stacked histograms represent the predictions
from a fit of signal and background to data with both 𝜅′𝑡 and 𝛼 as free parameters. This is compared to data shown
with black dots. The solid red histogram shows the best-fit signal with 𝛼 = 11◦ and 𝜅′𝑡 = 0.83. The red and cyan
dashed lines show 𝑡𝑡𝐻 + 𝑡𝐻 signal predictions for pure 𝐶𝑃-even and 𝐶𝑃-odd hypotheses,respectively, normalised to
the total data yield per region in order to illustrate the shapes of the signal distribution. The hashed area around the
prediction illustrate the total post-fit uncertainties. The lower panel shows the ratio of data to the predicted yields
from a fit of signal and background in which 𝜅′𝑡 and 𝛼 are free parameters.

to its SM prediction, with an identical systematic model. The measured values of 𝜇𝑡𝑡𝐻 were found
to be compatible within 1 standard deviation, when accounting for the correlations among the two
measurements.

The impact of a group of systematics on 𝛼 (𝜅′𝑡 ) is assessed by fixing the systematic to its best fit value
and subtracting the subsequent 𝛼 (𝜅′𝑡 ) uncertainty in quadrature from the total 𝛼 (𝜅′𝑡 ) uncertainty. The
uncertainty in the measured value of 𝛼 is dominated by 𝑡𝑡 + ≥1𝑏 modelling uncertainties which contribute
+40◦
−55◦ to the overall uncertainty. This is driven by the NLO matching procedure between the ME and PS,
PS and hadronisation and the choice of flavour scheme, contributing +24◦

−36◦ ,
+17◦
−27◦ and

+26◦
−40◦ , respectively.
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𝐶𝑃-even (-odd) with 𝜅′𝑡 =1 in red (cyan) and the best-fit result (blue).

Subleading effects from the 𝑡𝑡 +≥1𝑏 modelling originate from the ISR uncertainty and the relative fractions
of 𝑡𝑡 + ≥2𝑏 and 𝑡𝑡 + 1𝑏/1𝐵, contributing +15◦

−26◦ and
+15◦
−23◦ . The 𝑡𝑡 + ≥1𝑐 modelling uncertainties contribute

only +7.4◦
−12◦ to the uncertainty on 𝛼. The 100% 𝑡𝑡 + ≥1𝑐 normalisation uncertainty is constrained to 50%

with a pull to 0.6 𝜎, and has negligible impact on the fitted 𝛼 and 𝜅′𝑡 . Through a correlation with 𝛼, the
measured 𝜅′𝑡 contributes +18◦

−35◦ to the 𝛼 uncertainty. Experimental uncertainties have subleading effects
compared to the 𝑡𝑡 + ≥1𝑏 modelling uncertainties. The statistical uncertainty is +34◦−51◦ .

In conclusion, the 𝐶𝑃 properties of the top Yukawa coupling to the Higgs boson are studied in the 𝑡𝑡𝐻
and 𝑡𝐻 production with 𝐻 → 𝑏𝑏̄ decays, which had not been studied before. Dedicated 𝐶𝑃-sensitive
variables [15, 28] relying on angular separations between reconstructed top quarks or lepton candidates
were used directly in this analysis. Assuming the SM branching ratio for the Higgs boson decay, the
best-fit values of the 𝐶𝑃-mixing angle and the overall coupling strength are 𝛼 = 11◦+55◦−77◦ and 𝜅

′
𝑡 = 0.83+0.30−0.46,

compared with the expected values 𝛼 = 0.0+49◦−50◦ and 𝜅
′
𝑡 = 1.00+0.25−0.27 for a 𝐶𝑃-even scenario and 𝛼 = 90+49◦−43◦

and 𝜅′𝑡 = 1.00+0.23−0.33 for a pure 𝐶𝑃-odd scenario. The data disfavours a pure 𝐶𝑃-odd coupling at 1.2 𝜎
significance. These results complement previous measurements obtained from the 𝐻 → 𝛾𝛾 decay
channel [5] and will allow for a future combined measurement of the 𝐶𝑃 properties of the top-quark
Yukawa coupling.
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Table 3: Observed contributions of uncertainties to 𝛼 in degrees. The Δ𝛼 values are derived by fixing the nuisance
parameters associated to the group of uncertainties to their best fit value and subtracting derived uncertainty in
quadrature from the full uncertainty on 𝛼. The total statistical uncertainty is obtained by fixing all nuisance
parameters.

Uncertainty source Δ𝛼[◦]
Process modelling
Signal modelling +7.9 -13
𝑡𝑡 + ≥1𝑏 modelling

𝑡𝑡 + ≥1𝑏 4V5 FS +26 -40
𝑡𝑡 + ≥1𝑏 NLO matching +24 -36
𝑡𝑡 + ≥1𝑏 fractions +15 -23
𝑡𝑡 + ≥1𝑏 FSR +5.2 -9.9
𝑡𝑡 + ≥1𝑏 PS & hadronisation +17 -27
𝑡𝑡 + ≥1𝑏 𝑝𝑏𝑏̄T shape +5.7 -5.3
𝑡𝑡 + ≥1𝑏 ISR +15 -26

𝑡𝑡 + ≥1𝑐 modelling +7.4 -12
𝑡𝑡 + light modelling +2.7 -4.8

𝑏-tagging efficiency and mis-tag rates
𝑏-tagging efficiency +9.7 -17
𝑐-mis-tag rates +7.4 -12
𝑙-mis-tag rates +2.5 -3

Jet energy scale and resolution
𝑏-jet energy scale +1.9 -4.2
Jet energy scale (flavour) +8.8 -13
Jet energy scale (pileup) +5.9 -9.2
Jet energy scale (remaining) +9 -15
Jet energy resolution +6.2 -10

Luminosity ≤ ±1
Other sources +5.4 -8.8

Total systematic uncertainty +43 -58

𝑡𝑡 + ≥1𝑏 normalisation +8.9 -15
𝜅′𝑡 +18 -35

Total statistical uncertainty +34 -51

Total uncertainty +55 -77
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Table 4: Observed contributions of uncertainties to 𝜅′𝑡 . The Δ𝜅′𝑡 values are derived by fixing the nuisance parameters
associated to the group of uncertainties to their best fit value and subtracting derived uncertainty in quadrature from
the full uncertainty on 𝜅′𝑡 . The total statistical uncertainty is obtained by fixing all nuisance parameters.

Uncertainty source Δ𝜅′𝑡

Process modelling
Signal modelling +0.09 -0.09
𝑡𝑡 + ≥1𝑏 modelling
𝑡𝑡 + ≥1𝑏 4V5 FS +0.08 -0.24
𝑡𝑡 + ≥1𝑏 NLO matching +0.15 -0.30
𝑡𝑡 + ≥1𝑏 fractions +0.09 -0.22
𝑡𝑡 + ≥1𝑏 FSR +0.02 -0.02
𝑡𝑡 + ≥1𝑏 PS & hadronisation +0.08 -0.20
𝑡𝑡 + ≥1𝑏 𝑝𝑏𝑏̄T shape +0.07 -0.11
𝑡𝑡 + ≥1𝑏 ISR +0.06 -0.17

𝑡𝑡 + ≥1𝑐 modelling +0.04 -0.10
𝑡𝑡 + light modelling +0.01 -0.01

𝑏-tagging efficiency and mis-tag rates
𝑏-tagging efficiency +0.06 -0.12
𝑐-mis-tag rates +0.03 -0.07
𝑙-mis-tag rates +0.01 -0.03

Jet energy scale and resolution
𝑏-jet energy scale +0.02 -0.02
Jet energy scale (flavour) +0.01 -0.05
Jet energy scale (pileup) +0.02 -0.05
Jet energy scale (remaining) +0.04 -0.08
Jet energy resolution +0.03 -0.09

Luminosity ≤ ±0.01
Other sources +0.03 -0.07

Total systematic uncertainty +0.29 -0.45

𝑡𝑡 + ≥1𝑏 normalisation +0.05 -0.15
𝛼 +0.09 -0.07

Total statistical uncertainty +0.09 -0.10

Total uncertainty +0.30 -0.46
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Figure 3: The distributions of the fitted variables in all control regions. The stacked histograms represent the
predictions from a fit of signal and background to data with both 𝜅′𝑡 and 𝛼 as free parameters. This is compared
to data shown with black dots. The solid red histogram shows the best-fit signal with 𝛼 = 11◦ and 𝜅′𝑡 = 0.83. The
red and cyan dashed lines show 𝑡𝑡𝐻 + 𝑡𝐻 signal predictions for pure 𝐶𝑃-even and 𝐶𝑃-odd hypotheses,respectively,
normalised to the total data yield per region in order to illustrate the shapes of the signal distribution. The hashed
area around the prediction illustrate the total post-fit uncertainties. The lower panel shows the ratio of data to the
predicted yields from a fit of signal and background in which 𝜅′𝑡 and 𝛼 are free parameters.
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