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Abstract

The TOTEM collaboration at the CERN LHC has measured the differential cross-section of elastic
proton-proton scattering at

√
s = 8TeV in the squared four-momentum transfer range 0.2GeV2 <

|t| < 1.9GeV2. This interval includes the structure with a diffractive minimum (“dip”) and a sec-
ondary maximum (“bump”) that has also been observed at all other LHC energies, where measure-
ments were made. A detailed characterisation of this structure for

√
s = 8TeV yields the positions,

|t|dip = (0.521± 0.007)GeV2 and |t|bump = (0.695± 0.026)GeV2, as well as the cross-section val-
ues, dσ/dt|dip = (15.1± 2.5)µb/GeV2 and dσ/dt|bump = (29.7± 1.8)µb/GeV2, for the dip and
the bump, respectively.
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cNRC ‘Kurchatov Institute’-IHEP, Protvino, Russia.
dIoffe Physical - Technical Institute of Russian Academy of Sciences, St. Petersburg, Russian Federation.
eIstanbul University, Istanbul, Turkey.
fSLAC National Accelerator Laboratory, Stanford CA, USA.
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1 Introduction

The TOTEM experiment at Interaction Point 5 (IP5) of the CERN Large Hadron Collider (LHC) has
measured the differential cross-section dσ/dt of elastic proton-proton scattering at a centre-of-mass en-
ergy

√
s = 8TeV in the region of the structure with a diffractive minimum and a secondary maximum

(a.k.a. dip-bump) by extending an earlier analysis [1] of the same dataset to |t|-values up to 1.9GeV2,
where t is the squared four-momentum transfer. The new analysis reported in the present article com-
pletes the series of elastic cross-section measurements at all LHC energies reached in Runs 1 and 2:√

s = 2.76TeV [2], 7TeV [3], 8TeV, 13TeV [4]. This measurement series is of particular interest for the
comparison between proton-proton (pp) and proton-antiproton (pp̄) scattering at the TeV energy scale.
While in all pp datasets a very distinct dip-bump structure is observed, the only available pp̄ scattering
measurement in the TeV energy range, performed at

√
s = 1.96TeV by the Tevatron D0 experiment [5],

exhibits only a shoulder. Having pp measurements at several different energies gives access to a quantita-
tive characterisation of the dip-bump structure and its energy dependence. A detailed comparison of the
elastic dσ/dt between pp and pp̄ can be found in Ref. [6]. The observed difference between the elastic
dσ/dt of pp and pp̄ scattering at the TeV scale points to the existence of a C-odd t-channel exchange, the
Odderon, in addition to the dominant C-even exchange, the Pomeron, in elastic scattering.

The measurement reported here was carried out with the Roman Pot (RP) system, the TOTEM subde-
tector for leading protons [7]. A Roman Pot is a beam-pipe insertion designed to move a detector – a
stack of 10 silicon sensor planes in the case of TOTEM – towards the beam when the accelerator has
reached stable beam conditions. Thus the tracking detectors can approach the beam centre to distances
of the order of a millimetre and detect protons scattered at angles in the microradian range. In LHC Run
1, when the data for this article were collected, the RP system consisted of four units of Roman Pots
installed at ±214 m and ±220 m from IP5 on the outgoing beamlines, i.e. in the LHC sectors 45 and 56.
Each unit consists of three RPs: a vertical pair approaching the beam from the top and bottom, and an
individual horizontal RP.

The data were collected in July 2012 in the dedicated LHC fill #2836 with a special beam optics where
the betatron function in IP5 had the value β ∗ = 90m [8]. This configuration provided a small beam
divergence and thus a good resolution in the scattering angle θ ∗ and hence in t ≈ −p2θ ∗2, where p is
the beam momentum1. It also had a large vertical effective length2 yielding a good acceptance at low |t|
with the vertical RPs, inserted at a distance of 9.5 times the transverse size of the beam, σbeam. More
details of the optics are reported in Ref. [1].

Since elastic-scattering events consist of two collinear protons emitted in opposite directions, the signal
events can have two topologies, called “diagonals”: 45 bottom – 56 top and 45 top – 56 bottom. The main
trigger required a coincidence between the RPs in both arms. During the about 11h long data-taking, a
luminosity of about 735 µb−1 was accumulated.

2 Differential cross-section

The analysis procedure is almost identical to the one published in Ref. [1]. Here only a brief overview is
given, for details the reader is referred to the original publication.

For a given t bin, the differential cross-section is evaluated by selecting and counting elastic events:

dσ
dt

(bin) =N U(t)B 1
∆t ∑

t∈bin
A(t, ty)E(ty) , (1)

1The squared four-momentum transfer t is always negative. Throughout this paper the modulus |t| is used.
2Effective length: the optical function translating the scattering-angle at the IP into a displacement of the scattered proton

from the beam centre at the RP.
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where ∆t is the width of the bin, N is a normalisation factor, and the other symbols stand for correction
factors: U for unfolding of resolution effects, B for background subtraction, A for acceptance correction
and E for detection and reconstruction efficiency. ty ≡ −p2θ ∗2

y represents the component of the four-
momentum transfer squared related to the vertical scattering angle, relevant for some of the corrections.

The candidate events are tagged with cuts that enforce the elastic-event kinematics: two collinear protons
(one in each arm of the experiment) emerging from the same vertex. In addition, the optics-imposed
correlation between the vertical track position and angle at the RPs is required. All the cuts are applied
at the 4σ level where Monte Carlo studies indicate a tolerable loss of about 0.1% of the events.

The background, i.e. non-elastic events passing the tagging cuts, is determined by analysing the distribu-
tions of several selection discriminators (e.g. the difference between the reconstructed scattering angles
from the two arms, θ ∗56

x,y −θ ∗45
x,y , see Table 2 in Ref. [1]) for two complementary data sets: (a) the events

with diagonal topology, containing both elastic signal and non-elastic background, and (b) the events
with anti-diagonal topology (i.e. 45 top – 56 top, or 45 bottom – 56 bottom), which cannot contain any
elastic signal. For the diagonal events, the tails of the discriminator distributions, containing only back-
ground, are interpolated into the signal region to estimate the contamination of that region. The shape
used for this interpolation is taken from the anti-diagonal events. In the tail region, the discriminator
distributions of the anti-diagonal and the diagonal events have been confirmed to agree well. Hence it is
expected that also in the signal regions of the discriminators the distributions of the anti-diagonal events
are similar to the background part of the diagonal events. This procedure yields a background estimate
of 1−B < 10−4.

The acceptance correction, A, receives two contributions. The “geometrical” correction reflects the
fraction of events with a given value of |t| that fall within the geometrical acceptance of the sensors. The
second contribution corrects for fluctuations around the sensor edges mainly due to the beam divergence.

The normalisation, N , is determined by requiring the same cross-section integral between |t| = 0.027
and 0.083GeV2 as for dataset 1 from Ref. [9], where the luminosity-independent calibration was applied.

Since the normalisation is determined from another dataset, in the present analysis it is sufficient to
consider only inefficiency effects, E , that may modify the t-distribution shape. These are caused by the
inability of the system to reconstruct an elastic proton track. Two cases are distinguished. In the first
case, a single RP does not show one unique proton track (it may have either zero or several tracks, which
cannot be resolved in a strip detector system). Such inefficiencies are evaluated by removing the RP from
the tagging cuts, repeating the selection and calculating the fraction of events recovered. In the second
case, multiple RPs in the same arm do not show the proton track, which typically results from showers,
initiated in the upstream RP and affecting also the downstream one. The related inefficiency is studied
by examining the rate of events with high track multiplicity.

The scattering-angle resolution is studied by comparing the protons in the two arms of the RP system.
For elastic events the angles should be identical, but fluctuations arise due to the beam divergence and
partly due to the finite RP sensor resolution. The scattering-angle resolution was found to deteriorate
slightly with time, at a rate compatible with the beam emittance growth.

Because of the richer structure of the differential cross-section in the full |t| range, the unfolding of
resolution effects is more complex than in Ref. [1]. Consequently, an alternative determination is used
besides the original method. The original method (denoted “CF” in the present article) consists of fitting
the observed t-distribution with a smooth curve, which serves as an input to a Monte Carlo simulation.
This is performed once with and once without simulating the scattering-angle resolution. The ratio of
the output histograms gives a set of per-bin corrections factors. Applying them to the yet uncorrected
differential cross-section yields a better estimate of the true t-distribution and serves as an input to the
next iteration. The iterations stop when the difference between the input and output t-distributions is
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Fig. 1: Unfolding correction, U , as a function of |t|. The different colours correspond to various determination
techniques, see text.

negligible (below 0.1%), typically after two iterations. The alternative method performs a regularised
resolution-matrix inversion (denoted “RRMI”), adapted from Chapter 11 in Ref. [10]. The regularisa-
tion is needed since the inverted resolution matrix tends to over-amplify statistical fluctuations. It is
implemented via minimisation of χ2 which receives two contributions: one corresponding to the exact
resolution-matrix inversion and one proportional to the integral of d2

d|t|2 log dσ
dt over the full |t| range. A

result comparison is given in Fig. 1, where the blue and red curves correspond to different parametrisa-
tions of the smoothing fit. The red curve is used for correcting the differential cross-section, the others
contribute to the systematic-uncertainty estimate.

The systematic uncertainties considered include:

– alignment: RP horizontal and vertical shifts, rotation about beam axis,

– optics calibration,

– acceptance correction: uncertainty of the resolution parameters including their possible left-right
asymmetry and non-gaussian distribution,

– uncertainties of the efficiency estimate,

– uncertainty of the beam momentum [11],

– unfolding: method and fit dependence, uncertainty of the resolution parameters including their full
time variation,

– uncertainty of the normalisation [9].

The systematic uncertainties were propagated to the differential cross-section using a Monte-Carlo sim-
ulation where the correlations between the diagonals were taken into account. The leading systematic
effects are evaluated in Fig. 2.

The final differential cross-section with its uncertainties is presented in Tab. 1 and plotted in Fig. 3.

3 Characterisation of the dip-bump structure

Two complementary kinds of fits are used to extract parameters of the dip and the bump. In both cases,
the fits are performed by minimising the standard binned χ2 where only the statistical uncertainties are
considered. Evaluation of various systematic uncertainties is described later in this section.
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Table 1: Differential cross-section determined in the present analysis. The left-most two columns describe the |t|
bin. The right-most three columns describe the differential cross-section value, statistical and systematic uncer-
tainty.

bin |t| [GeV2] dσ/dt [mb/GeV2]
left edge right edge value stat. unc syst. unc
0.19595 0.20778 10.697 0.0433 0.455
0.20778 0.21956 8.3899 0.0395 0.363
0.21956 0.23130 6.7066 0.0363 0.290
0.23130 0.24309 5.3454 0.0330 0.231
0.24309 0.25489 4.2402 0.0300 0.184
0.25489 0.26685 3.2943 0.0267 0.146
0.26685 0.27880 2.5763 0.0240 0.115
0.27880 0.29081 2.0313 0.0216 0.0911
0.29081 0.30293 1.5650 0.0191 0.0716
0.30293 0.31504 1.1847 0.0168 0.0560
0.31504 0.32735 0.93458 0.0150 0.0436
0.32735 0.33960 0.72239 0.0134 0.0338
0.33960 0.35196 0.55840 0.0118 0.0261
0.35196 0.36442 0.39604 0.00998 0.0199
0.36442 0.37705 0.30024 0.00870 0.0151
0.37705 0.38962 0.22357 0.00756 0.0114
0.38962 0.40238 0.15845 0.00635 0.00854
0.40238 0.41514 0.12039 0.00555 0.00636
0.41514 0.42806 0.090421 0.00480 0.00462
0.42806 0.44103 0.055239 0.00375 0.00337
0.44103 0.45404 0.041774 0.00326 0.00243
0.45404 0.46718 0.034636 0.00297 0.00177
0.46718 0.48036 0.023328 0.00245 0.00134
0.48036 0.49360 0.022714 0.00246 0.00107
0.49360 0.50694 0.017260 0.00218 0.000881
0.50694 0.52039 0.014228 0.00202 0.000857
0.52039 0.53391 0.015219 0.00213 0.000914
0.53391 0.56091 0.018318 0.00172 0.000940
0.56091 0.58791 0.023457 0.00199 0.00102
0.58791 0.64006 0.028791 0.00163 0.00116
0.64006 0.69012 0.026269 0.00163 0.00126
0.69012 0.73990 0.031109 0.00181 0.00124
0.73990 0.79439 0.028671 0.00169 0.00115
0.79439 0.85850 0.022342 0.00140 0.00101
0.85850 0.89954 0.018391 0.00161 0.000867
0.89954 0.94058 0.020262 0.00171 0.000761
0.94058 1.00264 0.015403 0.00123 0.000640
1.00264 1.06469 0.0085912 0.000932 0.000510
1.06469 1.26469 0.0073395 0.000495 0.000306
1.26469 1.46469 0.0026302 0.000309 0.000141
1.46469 1.66469 0.0011130 0.000208 0.000063
1.66469 1.86469 0.0005551 0.000151 0.000029
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“Local fits” represent parabolic fits performed through local neighbourhoods of the dip and the bump.
This choice corresponds to the lowest Taylor approximation of the differential cross-section shape locally
in the areas of interest which leads to a satisfactory description of the data. It can thus be regarded as
the most model-independent approach. The dip fit is carried over the range 0.47 < |t| < 0.56GeV2 and
gives χ2/ndf = 0.60. The bump fit goes through 0.56 < |t|< 0.86GeV2 and yields χ2/ndf = 1.99.

“Global fit” represents a single fit throughout the dip-bump region according to the parametrisation from
Eq. (1) in Ref. [6]:

dσ
dt

= p0 exp
(

p1 |t|+ p2 |t|2
)
+ p3 exp

(
p4 |t|+ p5 |t|2 + p6 |t|3

)
. (2)

This parametrisation has been shown to describe well the trend present also at other LHC energies (
√

s =
2.76, 7 and 13TeV). It can therefore be considered as carrying some information from the other TOTEM
measurements. The fit is made over the range 0.42 < |t|< 1.06GeV2 and gives χ2/ndf = 2.22.

The fit results are summarised in Table 2 and visualised in Fig. 4. The local fits are considered as the
main result, the global fit as a cross-check. The results from the local and global fits are compatible
within the uncertainties.

One source of the systematic uncertainties of the dip and bump parameters are the systematic uncertain-
ties of the differential cross-section, cf. the list at the end of Section 2. For each perturbation from the
list, dσ/dt distributions biased by ±1σ have been re-fitted and parameter offsets from the unbiased fit
have been calculated. The offsets are summed in quadrature from all systematic perturbations for the
final estimate shown in the column “dσ/dt systematic uncertainty” in Table 2.

Another source of systematic uncertainties is the subjective choice of the fitting range. To evaluate this
contribution we have repeated the fits altering the fit range(s) by ±1 bin at each side of the range (all
possible combinations considered). The standard deviation of the fit results has then been considered as
the “range” systematic uncertainty, cf. “range uncertainty” column in Table 2.

Yet another source of systematic uncertainties can be related to the subjective choice of the fitting func-
tion. This is particularly pertinent to dσ/dt|dip, where the two fits give considerably different results,
and |t|bump where the coarse granularity of the bins and their large fluctuations allow for many other
fit parametrisations, likely yielding notably different positions of the bump. These contributions are
summarised in the “parametrisation uncertainty” column in Table 2.

Regarding dσ/dt|dip, the difference in the two fit results can be interpreted as follows. The local fit
extracts a cross-section value close to the central bin values present in the data. In contrary, the “rigidity”
of the global fit does not allow for such a deep dip – indeed, at other LHC energies the dip seems less
pronounced than at 8TeV [6]. Therefore, in order to cover for the possibility that the truth is better
expressed by the global fit, we assign an additional uncertainty to dσ/dt|dip of 2.0 µb/GeV2, which
corresponds to the difference between the two fits.

Regarding |t|bump, we attribute an additional uncertainty of 0.005GeV2 so that the full uncertainty be-
comes about the half size of the bin – which seems to be a natural limit for the precision in |t| of the
bump, given the large statistical fluctuations in dσ/dt of the bins in the region.

The depth of the dip can be evaluated with a ratio:

R =
dσ/dt|bump

dσ/dt|dip
. (3)

The numerator-denominator correlations are taken into account in the uncertainty estimates presented in
Table 2.
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Table 2: Dip and bump parameters as extracted by the local fits (central part) and the global fit (right-most column)
techniques. The uncertainties quoted for the local fits are (from left to right): statistical, systematic (propagated
from dσ/dt analysis), due to the variation of the fit range, due to the fit parametrisation choice and the full uncer-
tainty (quadratic combination of the preceding four contributions). There are no uncertainties quoted for the global
fit since it is only used to cross-check the results with an alternative parametrisation.

local fits global fit
quantity unit central statistical dσ/dt systematic range parametrisation full central

value uncertainty uncertainty uncertainty uncertainty uncertainty value
|t|dip GeV2 0.521 0.005 0.001 0.004 0.000 0.007 0.513
dσ
dt

∣∣
dip

µb
GeV2 15.1 1.2 0.8 0.4 2.0 2.5 17.1

|t|bump GeV2 0.695 0.010 0.003 0.023 0.005 0.026 0.706
dσ
dt

∣∣
bump

µb
GeV2 29.7 1.1 1.3 0.7 0.0 1.8 29.7

R 1.96 0.18 0.05 0.07 0.26 0.33 1.74
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Fig. 4: Zoom of the differential cross-section (black points) in the dip-bump region. The coloured curves corre-
spond to the fits discussed in the text.
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4 Summary

The TOTEM collaboration has measured the differential cross-section of elastic pp scattering at
√

s =
8TeV in the range 0.2GeV2 < |t| < 1.9GeV2, complementing the previously published result [1] for
0.03GeV2 < |t| < 0.2GeV2 on the basis of the same data set. The new measurement confirms the
presence of the dip-bump structure also observed at the energies

√
s = 2.76, 7 and 13 TeV [2–4]. The

detailed qualification of this structure allows an extrapolation of its characteristics to the Tevatron energy
of 1.96 TeV and thus a quantitative comparison with the pp̄ measurement by the D0 experiment [6].
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