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Abstract. We present a compression algorithm for parton densities using synthetic replicas generated
from the training of a Generative Adversarial Network (GAN). The generated replicas are used to further
enhance the statistics of a given Monte Carlo PDF set prior to compression. This results in a compression
methodology that is able to provide a compressed set with smaller number of replicas and a more adequate
representation of the original probability distribution. We also address the question of whether the GAN
could be used as an alternative mechanism to avoid the fitting of large number of replicas.

PACS. 12.38.-t Quantum chromodynamics – 12.39.-x Phenomenological quark models – 84.35.+i Neural
Networks

1 Introduction

Parton distribution functions (PDFs) are crucial ingredi-
ents for all predictions of physical observables at hadron
colliders such as the LHC, and efforts to push their uncer-
tainties to smaller values are becoming increasingly rele-
vant. As a matter of fact, they are one of the dominant
sources of uncertainties in precision measurements. An ex-
ample of this is the limitation that PDFs play in the ex-
traction of the Higgs couplings from data [1].

In the past few years, several methods have been devel-
oped to make the determination of PDFs more precise. To
date, there exists various PDF fitter groups [2–5] imple-
menting different methodologies and providing PDF sets
with different estimates of the associated uncertainties. In
the NNPDF approach, where the PDFs are represented in
terms of an ensemble of Monte Carlo replicas [2], a large
number of those replicas are required in order to repro-
duce the most accurate representation of the underlying
probability distribution. There has been considerable evi-
dence [6–8] that the convergence of the Monte Carlo PDF
replicas to the asymptotic result is slow, and one might
require O(1000) replicas to get accurate results. As a mat-
ter of fact, one of the main differences between a fit with
100 and 1000 Monte Carlo replicas is that correlations
between PDFs are reproduced more accurately in the lat-
ter [6]. From a practical point of view, however, there are
challenges related to the use of such a large set of PDF
members. Indeed, having to deal with a large ensemble
of replicas when producing phenomenological studies is
not ideal. To address this issue, a compression methodol-
ogy that reduces the original Monte Carlo PDF set into
a smaller subset was introduced in Ref. [6]. Conceptu-

ally, the compression works by searching for the subset of
replicas that reproduces best the statistical features of the
original prior PDF distribution.

In this paper, we propose a new compression strategy
that aims to provide a compressed set with an even smaller
number of replicas when compared to Ref. [6], while main-
taining an accurate representation of the original probabil-
ity distribution. Our approach relies on the deep learning
techniques usually known as Generative Adversarial Neu-
ral Networks [9] or GANs in short. GANs belong to the
class of unsupervised machine learning algorithms where
a generative model is trained to produce new data which
is indistinguishable under certain criteria from the train-
ing data. GANs are mainly used for image modeling [10],
but in the last couple years, many applications have been
found in High Energy Physics (HEP) [11–20]. Here, we
propose to use the GANs to enhance the statistics of a
given input Monte Carlo PDF by generating what we call
synthetic replicas. This is supported by the following ob-
servation: large replica samples contain fluctuations that
average out to the asymptotic limit. In the standard ap-
proach, the job of the PDF compressor is to only extract
samples that present small fluctuations and which repro-
duce best the statistical properties of the original distri-
bution. It should be therefore possible to use GANs to
generate samples of replicas that contain less fluctuations
and once combined with samples from the prior lead to a
more efficient compressed representation of the full result.

Despite the fact that the techniques described in this
paper might be generalizable to produce larger PDF sets,
we emphasize that our main goal is to provide a technique
for minimizing the information loss due to the compression
of larger into smaller sets.
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The paper is organized as follows. Section 2 and 3
provide a brief description of the compression and GAN
methodologies respectively. The framework in which the
two methodologies are combined together is described in
Section 4. Section 5 presents the results, highlighting the
improvement with respect to the previous compression
methodology. Section 6 gives an outlook of the potential
usage of GANs to by-pass the fitting procedure.

2 Compression: methodological review

Let us begin by giving a brief review of the compression
methodology formally introduced in Ref. [6]. The under-
lying idea behind the compression of (combined) Monte
Carlo PDF replicas consists in finding a subset of the orig-
inal set of PDF replicas such that the statistical distance
between the original and compressed probability distribu-
tions is minimal.

The compression strategy relies on two main ingredi-
ents: first, a proper definition of the distance metric that
measure the difference between the prior and the com-
pressed distributions; second, an appropriate minimiza-
tion algorithm that explores the space of minima.

As originally proposed [6], a suitable figure of merit
to quantify the distinguishability between the prior and
compressed probability distributions is the error function:

ERF =
1

NEST

∑
k

1

Nk

∑
i

(
Ck(xi)− P k(xi)

P k(xi)

)2

, (1)

whereNEST denotes the total number of statistical estima-
tors used to quantify the distance between the prior and
compressed PDF sets, k runs over all statistical estimators
with Nk the appropriate normalization factor, P k(xi) is
the value of the estimator k computed at a given point i
in the x grid, and Ck(xi) is the corresponding value of the
same estimator for the compressed distribution. The scale
at which the PDFs are computed is fixed and the same for
all estimators. The list of statistical estimators entering
the expression of the total error function in Eq. 1 includes
lower moments (such as mean and standard deviation)
and standardized moments (such as Skewness and Kurto-
sis). In addition, in order to preserve higher moments and
PDF-induced correlations in physical cross sections, the
Kolmogorov-Smirnov and the correlation between multi-
ple PDF flavours are also considered. For each estimator,
a proper normalization factor has to be included in order
to compensate for the various orders of magnitude in dif-
ferent regions in the (x,Q) space mainly present in higher
moments. For an ample description of the individual sta-
tistical estimators with the respective expression of their
normalization factors, we refer the reader to the original
compression paper [6].

Once the set of statistical estimators and the target
size of the compressed PDF set are defined, the compres-
sion algorithm searches for the combination of replicas
that leads to the minimal value of the total error function.
Due to the discrete nature of the compression problem, it

is adequate to perform the minimization using Evolution
Algorithm (EA) strategies such as the Genetic Algorithm
(GA) or the Covariance Matrix Adaptation (CMA) to se-
lect the replicas entering the compressed set.

The methodology presented above is currently imple-
mented in a C++ code referred to as compressor [6]
which uses a GA as the minimization strategy. In or-
der to construct a new framework that allows for various
methodological enhancements, we have developed a new
compression code written in python and based on the ob-
ject oriented approach for grater flexibility and maintain-
ability. Henceforth, we refer to the new implementation
as pyCompressor [21]. The new framework provides ad-
ditional features such as the Covariance Matrix Adapta-
tive (CMA) minimization strategy and the adiabatic min-
imization procedure, whose relevance will be explained in
the next sections. In addition to the above-mentioned ad-
vantages, the new code is also faster. A benchmark com-
parison with the compressor is presented in App. A.

By default, the pyCompressor computes the input PDF
grid for nf = 8 light partons (g, u, s, d, c, ū, s̄, d̄) at some
energy scale (ex: Q0 = 1.65 GeV). The range of x points
is restricted within the regions where experimental data
are available, namely (10−5, 1). The default estimators are
the same as the ones considered in Ref. [6].

3 How to GAN PDFs?

The following section describes how techniques from gen-
erative adversarial models could be used to improve the ef-
ficiency of the compression algorithm. The framework pre-
sented here has been implemented in a standalone python
package that we dubbed ganpdfs [22]. The idea is to use
generative neural networks to enhance the statistics of the
original Monte Carlo PDF replicas prior to the compres-
sion by generating synthetic PDF replicas.

3.1 Introduction to GANs for PDFs

The problem we are concerned with is the following: sup-
pose our Monte Carlo PDF replicas follow a probability
distribution pR, we would like to generate synthetic repli-
cas following some probability distribution pθ such that
pθ is very close to pR, i.e, the Kullback-Leibler divergence

KL (pR||pθ) =

∫
x

dx pR(x) log
pR(x)

pθ(x)
(2)

is minimal. One way to achieve this is by defining a la-
tent variable z with fixed probability distribution pz. z
is then passed as the input of a neural network function
Gθ : z → xg that generates samples following pθ. Hence,
by optimizing the parameters θ we can modify the distri-
bution pθ to approach pR. The most prominent examples
of such a procedure are known as Generative Adversarial
Networks (GANs) [10,23–26].

Generative adversarial models involve two main agents
known as generator and discriminator. The generator Gθ
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is a differentiable function represented in our case by a
multilayer perceptron whose job is to deterministically
generate samples xg from the latent variable z. The dis-
criminator Dφ is also a multilayer perceptron whose main
job is to distinguish samples from real and synthetic PDF
replicas.

The generatorGθ and discriminatorDφ are then trained
in an adversarial way: Gθ tries to capture the probability
distribution of the input PDF replicas and generates new
samples following the same probability distribution (there-
fore minimizes the objective pR = pθ), and Dφ tries to
distinguish whether the sample came from an input PDF
rather than from the generator (therefore maximizes the
objective pR 6= pθ). This adversarial training allows both
models to improve to the point where the generator is
able to create synthetic PDFs such that the discriminator
can no longer distinguish between synthetic and original
replicas. This is a sort of min-max game where the GAN
objective function is given by following expression [23]:

min
θ

max
φ

V (Gθ, Dφ) = Ex∼pR (logDφ(x))

+Ez∼pz (log (1−Dφ (Gθ(z)))) . (3)

For a fixed generator Gθ, the discriminator performs a
binary classification by maximizing V w.r.t. φ while as-
signing the probability 1 to samples from the prior PDF
replicas (x ∼ pR), and assigning probability 0 to the syn-
thetic samples (x ∼ pθ). Therefore, the discriminator is at
its optimal efficiency when:

D∗(x) =
pR(x)

pR(x) + pθ(x)
. (4)

If we now assume that the discriminator is at its best
(D(x) = D∗(x)), then the objective function that the gen-
erator is trying to minimize can be expressed in terms of
the Jensen-Shannon divergence JSD(pR, pθ) as follows:

V
(
Gθ, D

∗
φ

)
= 2 JSD(pR, pθ)− 2 log 2, (5)

where the Jensen-Shannon divergence satisfies all the prop-
erties of the Kullback-Leibler divergence and has the ad-
ditional constraint that JSD(pR, pθ) = JSD(pθ, pR). We
then see from Eqs. 3 - 5 that the best objective value we
can achieve with optimal generator and discriminator is
(−2 log 2).

The generator and discriminator are trained in the fol-
lowing way: the generator generates a batch of synthetic
PDF samples that along with the samples from the input
PDF are provided to the discriminator 1 (see Algorithm
1). Algorithm 1 is a typical formulation of a generative-
based adversarial strategy. However, as we will discuss in
the next section, working with such an implementation in
practice is very challenging and often leads to poor results.

1 It is important that during the training of the generator,
the discriminator is not training. As it will be explained later,
having an over-optimized discriminator leads to instabilities.

Algorithm 1: Stochastic gradient descent train-
ing of generative adversarial networks [23].

for epochs 1, · · · , N do
for discriminator steps 1, · · · , k do

- Sample minibatch of size m from the real

input sample: {x(1)r , · · · , x(m)
r }

- Sample minibatch of size m from the latent
space: {z(1), · · · , z(m)}

- Perform gradient ascent on discriminator:

∇φV (Gθ, Dφ) =
1

m
∇φ

m∑
i=1

logDφ
(
x(i)r

)
+

1

m
∇φ

m∑
i=1

log
(

1−Dφ
(
Gθ
(
z(i)
)))

end
for generator steps 1, · · · , l do

- Sample minibatch of size m from the latent
space: {z(1), · · · , z(m)}

- Perform gradient descent on generator:

∇θV (Gθ, Dφ) =
1

m
∇θ

m∑
i=1

log
(

1−Dφ
(
Gθ
(
z(i)
)))

end

end

3.2 Challenges in training GANs

Training generative adversarial models can be very chal-
lenging due to the lack of stopping criteria that estimates
when exactly GANs have finished training. Therefore, there
is no guarantee that the equilibrium is reached. In ad-
dition, GANs have common failure modes due to inap-
propriate choices of network architecture, loss function or
optimization algorithm. Several solutions have been pro-
posed to address these issues which is a topic still subject
to active research. For a review, we refer the reader to
Refs. [27–29].

In this section, we describe our solutions to some of
these challenges which are specific to our problem is de-
scribed in the next section. The most encountered limita-
tions of GANs in our case are: non-convergence, vanishing
gradients, and mode collapse.

It is often the case that during optimization, the losses
of generator and discriminator continue to oscillate with-
out converging to a clear stopping value. Although the ex-
istence of an equilibrium has been proved in the original
GAN paper [23], there is no guarantee that such an equi-
librium will be reached in practice. This is mainly due to
the fact that the generator and discriminator are modelled
in terms of neural networks, thus restricting the optimiza-
tion procedures to the parameter space of the networks
rather than learning directly from the probability distribu-
tions [28]. On the other hand, this non-convergence could
happen even if the models has ventured near the equilib-
rium point. When the generated samples are far from the
target distribution, the discriminator pushes the genera-
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tor towards the true data distribution while at the same
time increasing its slope. When the generated samples ap-
proaches the target distribution, the discriminator’s slope
is the highest, pushing away the generator from the true
data distribution [30]. As a result, depending on the stop-
ping criteria, the GAN optimization might not necessarily
converge to a Nash equilibrium [23] in which the perfor-
mance of the discriminator and generator cannot be im-
proved further (i.e. optimal conditions). In such a scenario,
the generated samples are just collections of random noise.

The vanishing gradients occur when the discriminator
is over-optimized and does not provide enough informa-
tion to the generator to make substantial progress [27].
During backpropagation, the gradient of the generator
flows backward from the last layer to the first, getting
smaller at each iteration. This raises some complications
since, in practice, the objective function of a discriminator
close to optimal is not 2 JSD(pR, pθ)− 2 log 2 as stated in
Eq. 5, but rather close to 0. This pushes the loss function
to 0, providing little or no feedback to the generator. In
such a case, the gradient does not change the values of
the weights in the initial layers, altering the training of
the subsequent layers.

Finally, the mode collapse occurs when the generator
outputs samples of low diversity [31], i.e, the generator
maps multiple distinct input to the same output. In our
case, this translates into the GAN generating PDF replicas
that capture only a few of the modes of the input PDF.
Mode collapse is a common pathology to all generative
adversarial models as the cause is deeply rooted in the
concept of GANs.

Fig. 1: Illustration of non-convergence and mode collapse
in the context of Monte Carlo PDF replica generation.
The two plots were generated using Algorithm 1 but with
different neural network architecture.

The challenges mentioned above contribute to the in-
stabilities that arise in training GAN models. What often
complicates the situation is that these obstacles are linked
with each other and one might require a procedure that
tackles all of them at the same time. As we will briefly
describe in the next section, there exist various regulariza-

tion techniques, some specific to the problem in question,
that could influence the stability during the training.

3.3 The ganpdfs methodology

In this section, we describe some regularization proce-
dures implemented in ganpdfs that alleviate the chal-
lenges mentioned in the previous section when using the
standard GAN to generate Monte Carlo PDF replicas.

One of the main causes leading to unstable optimiza-
tion, and therefore to non-convergence, is the low dimen-
sional support of generated and target distributions [28].
This could be handled by providing additional information
to the input latent vector z [30]. This method supplies the
latent variable with relevant features of the real sample.
In our case, this is done by taking a combination of the
input PDF replicas, adding on top of it Gaussian noise,
and using it as the latent variable. This has been shown
to improve significantly the stability of the GAN during
optimization.

On the other hand, it was shown in Refs. [32, 33] that
the objective function that the standard GAN minimizes
is not continuous w.r.t. the generator’s parameters. This
can lead to both vanishing gradients and mode collapse
problems. Such a shortcoming was already noticed in the
original GAN paper where it was shown that the Jensen-
Shannon divergence under idealized conditions contributes
to oscillating behaviours. As a result, a large number of
studies have been devoted to finding a well defined objec-
tive function. In our implementation, we resorted to the
Wasserstein or Earth’s Mover’s (EM) distance [34] which
is implemented in Wasserstein GAN (WGAN [24,35]). The
EM loss function is defined in the following way:

min
θ

max
φ

V = Ex∼pR (Dφ(x))− Ex∼pθ (Dφ(xg)) , (6)

where again xg = Gθ(z), z ∼ pz. The EM distance metric
is effective in solving vanishing gradients and mode col-
lapse as it is continuously differentiable w.r.t. the gener-
ator and discriminator’s parameters. As a result, WGAN
models result in a discriminator function whose gradients
w.r.t. its input is better behaved that the standard GAN.
This means that discriminator can be trained until opti-
mality without worrying about vanishing gradients. The
default GAN architecture in ganpdfs is based on WGAN
and is described in Algorithm 2.

Although the EM distance measure yields non-zero
gradients everywhere for the discriminator, the resulting
architecture can still be unstable when gradients of the
loss function are large. This is addressed by clipping the
weights of the discriminator to lie within a compact space
defined by [−c, c].

Finally, one of the factors that influence the train-
ing of GANs is the architecture of the neural networks.
The choice of architecture could scale up significantly the
GAN’s performance. However, coming up with values for
hyper-parameters such as the size of the network or the
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Algorithm 2: Stochastic gradient descent train-
ing of the GANs implemented in ganpdfs.

for epochs 1, · · · , N do
for discriminator steps 1, · · · , k do

- Sample minibatch of size m from the real

input sample: {x(1)r , · · · , x(m)
r }

- Sample minibatch of size m from the
custom latent space: {z(1), · · · , z(m)}

- Perform gradient ascent on discriminator:

∇φV (Gθ, Dφ) =
1

m
∇φ

m∑
i=1

(
Dφ
(
x(i)r

)
−Dφ

(
x(i)g

))
- φ = φ+ RMSProp(φ,∇φV )
- Clip weights within [−c, c]

end
for generator steps 1, · · · , l do

- Sample minibatch of size m from the
custom latent space: {z(1), · · · , z(m)}

- Perform gradient descent on generator:

∇θV (Gθ, Dφ) =
1

m
∇θ

m∑
i=1

Dφ
(
x(i)g

)
- θ = θ − RMSProp(θ,∇θV )

end

end

number of nodes in a given layer is particularly challeng-
ing as the parameter space is very large. A heuristic ap-
proach designed to tackle this problem is called hyper-
parameter scan or hyper-parameter optimization. Such
an optimization allows for a search of the best hyper-
parameters through an iterative scan of the parameter
space. In our implementation, we rely on the Tree-structured
Parzen Estimator (TPE) [36] as an optimization algo-
rithm, and we use the Fréchet Inception Distance (FID) [37]
as the figure of merit to hyper-optimize on. For a target
distribution with mean µr and covariance Σr and a syn-
thetic distribution with mean µs and covariance Σs, the
FID is defined as:

FID = ||µr − µs||2 + Tr
(
Σr +Σs − 2

√
ΣrΣs

)
. (7)

The smaller the value of the FID is, the closer the gen-
erated samples are to the target distribution. The TPE
algorithm will search for sets of hyper-parameter which
lead to lower values of the FID using the hyperopt [38]
hyper-parameter optimization tool.

The implementation of the GAN for PDFs has been
done using the machine learning framework TensorFlow
[39]. A diagrammatic summary of the workflow is given
in Fig. 2. We see that in order to train, the GAN receives
as input a tensor with shape (Np, nf , xLHA), where Np
denotes the number of input replicas, nf the total number
of flavours, and xLHA the size of the grid in x.

The output of ganpdfs is a LHAPDF grid [40] at a
starting scale Q0 = 1.65 GeV which can then be evolved
using APFEL [41] to generate a full LHAPDF set of Ns

Input Latent
Space z

Input PDF
(Np, nf , xLHA)

xr ∼ pr

Generator
Gθ(z)

Synthetic Repl.
(Ns, nf , xGAN)

xg ∼ pθ

Discriminator
Dφ(xS , xR)

(Ns, nf , xGAN)

GAN

Enhanced PDF
(Np + Ns, nf , xLHA)

Interpolation

ganpdfs

Fig. 2: Flowchart describing the combined GANs and com-
pression framework. The ganpdfs code is interfaced with
the pyCompressor code from which input arguments re-
lated to the enhancement and compression are passed.

synthetic replicas. Physical constrains, such as the posi-
tivity of the PDFs or the normalization of the different
flavours, are not enforced but rather inferred from the un-
derlying distribution.

4 The GAN-enhanced compressor

Having introduced the concepts of PDF compression and
generative adversarial techniques, we present in Fig. 3 a
schematic diagram combining the two frameworks. The
workflow goes as follows: the input PDF grid is computed
for a given Monte Carlo PDF set containing Np replicas
at fixed Q0 and at some value of the Bjorken x. If GAN
enhancement is not required, the reduction strategy fol-
lows the standard compression introduced in Section 2. If,
on the other hand, the enhancement is required, the GAN
is used to generate Ns synthetic replicas. Notice that the
format of the x grid in which the GAN is trained does
not have to be the same as the LHAPDF. By default, the
xGAN is a grid of Nx = 500 points logarithmically spaced
in the small-x region [10−9, 10−1] and linearly spaced in
the large-x region [10−1, 1]. In such a scenario, an inter-
polation is required in order to represent the output of
the GAN in the LHAPDF format. The synthetic replicas
along with the prior (enhanced set henceforth) has a total
size Ne = Np + Ns. The combined sets then passed to
the pyCompressor code for compression. In the context of
GAN-enhanced compression, the samples of replicas that
will end up in the compressed set are drawn from the
enhanced set rather than from the prior. However, since
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Input PDF with
shape (Np, nf , xLHA)

Enhance

Np + Ns

replicas
Np

replicas

Reduced set
of replicas

Total ERF GA/CMA

Converges

Stop pyCompressor

GAN

Yes No

No

Yes

Fig. 3: Flowchart describing the combined GANs and com-
pression framework. The ganpdfs code is interfaced with
the pyCompressor code from which input arguments re-
lated to the enhancement and compression are passed.

we are still trying to reproduce the probability distribu-
tion of the original PDF set, the minimization has to be
performed w.r.t. the input Monte Carlo replicas. As a con-
sequence, the expression of the error function in Eq. 1 has
to be modified accordingly, i.e. computing the estimator C
using samples from the enhanced distribution. It is impor-
tant to emphasize that the expression of the normalization
factors does not change; that is, the random set of replicas
have to be extracted from the prior.

Performing a compression from an enhanced set, how-
ever, can be very challenging. Indeed, the factorial growth
of the number of replicas probes the limit of the Genetic
Algorithm and therefore spoils the minimization proce-
dure. In order to address this combinatorial problem, we
implemented in the compression code an adiabatic mini-
mization procedure (see App. B for details).

Throughout this paper, we always consider a PDF set
with a prior of Np = 1000 replicas generated using the
NNPDF3.1 methodology [2]. Plots and figures are gener-
ated using the ReportEngine-based validphys suite [42].
We use the ganpdfs to generateNs = 2000 synthetic repli-
cas for a total of Ne = 3000 replicas. In order to reduce
biases, the parameters of the GAN architecture are config-
ured according to the results of a hyper-parameter scan.
In Fig. 4, we plot an example of such a scan in which
we show a few selected hyper-parameters. For each hyper-
parameter, the values of the FID are plotted as a function
of different parameters. The violin shapes represent a vi-
sual illustration of how a given parameter behave during
the training. That is, violins with denser tails are con-
sidered better choices as they yield stable training. For
instance, we can see that 1000 epochs lead to more stable

results as opposed to 1500 or 2000. For a complete sum-
mary, the list of hyper-parameters with the correspond-
ing best values are shown in Table 1. It is important to

Generator Discriminator

Network depth 3 2

kernel initializer glorot uniform glorot uniform

weight clipping - 0.01

optimizer None RMSprop

activation leakyrelu leakyrelu

steps 1 4

batch size 70%

number of epochs 1000

Table 1: Parameters on which the hyper-parameter scan
was performed are shown in the first column. The resulting
best values are shown for both the generator and discrim-
inator in the second and third column.

emphasize that the training of the generator has to be
performed w.r.t. the discriminator’s predictions. This is
the reason why no optimizer is required when training the
generator. For illustration purposes, we show in Fig. 5 the
output of the GANs by comparing the synthetics with the
input Monte Carlo replicas.

We also verify that despite the fact that physical con-
straints such as sum rules and positivity of the PDFs are
not enforced when constructing the synthetic set, they are
automatically satisfied. In Table 2 we compare the values
of the sum rules between prior and synthetic replicas. We
notice that the resulting values from the synthetic PDFs
are very close to the ones from a real fit. Similar conclu-
sions can be inferred when looking at the positivity plots
in Fig. 6 from which we can see that not only the positiv-
ity of the PDFs are preserved in the synthetic PDFs, but
also the results are quite close to the real fit.

Prior mean std

momentum 0.9968 7.315× 10−4

uv 1.985 3.122× 10−2

dv 0.9888 3.764× 10−2

sv 3.249× 10−3 3.547× 10−2

Synthetic mean std

momentum 0.9954 1.907× 10−3

uv 1.992 3.788× 10−2

dv 0.9956 3.796× 10−2

sv 2.073× 10−4 4.833× 10−2

Table 2: Table comparing the values of the sum rules be-
tween the prior with Np = 1000 and synthetic PDF set
with Ns = 2000 generated from the prior using ganpdfs.
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Glorot Uniform Random Uniform
Disc. Kernel Initializer

1.0

1.5

2.0

2.5

3.0

3.5

FI
D

1000 1500 2000
Nb. Epochs

FI
D

Glorot Uniform Random Uniform
Gen. Kernel Initializer

FI
D

2 3 4
Disc. Steps

FI
D

1 2 3
Gen. Steps

FI
D

Fig. 4: Graphical representation of an hyper-parameter scan for a few selected parameters. On the y-axis is represented
the different values of the FID. The violin plots represent the behaviour of the training for a given hyper-parameter.
Violins with denser tails are considered better choices.

Fig. 5: Comparison of the prior Monte Carlo PDF replicas
with 1000 replicas and the synthetics with 2000 replicas
generated from the prior. The synthetic sample does not
(explicitly) contain replicas from the prior.

5 Results

In this section, we quantify the performance of the GAN-
enhanced compression methodology described in the pre-
vious section based on various statistical estimators. First,
as a validity check, we compare the central values and
luminosities of the GAN-enhanced compressed sets with
the results from the original PDF set and the standard
compression. Then, in order to estimate how good the
GAN-compressor framework is compared to the previous
methodology, we subject the compressed sets resulting
from both methodologies to more visual statistical estima-
tors such as correlations between different PDF flavours.
Here, we consider the same Monte Carlo PDF sets as the
ones mentioned in the previous section, namely a prior
set with Np = 1000 replicas which was enhanced using
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Fig. 6: Positivity constraint for the prior (green) and syn-
thetic (orange) PDF sets. These constraints corresponds
to the positivity observable Fu2 (x) introduced in Eq. (14)
of [43].

ganpdfs to Ne = 3000 replicas (i.e., Ns = 2000 synthetic
replicas). In all the cases, the compression of the PDF sets
are handled by the pyCompressor code.

5.1 Validation of the GAN-compressor

First, we would like to see, for a given compression from
the enhanced set, how many replicas are selected from
the synthetic set. We consider the compression of the en-
hanced set into subsets with smaller number of replicas.
In Fig. 7, we show the disparity rate between the standard
and GAN-enhanced compressed sets, i.e. the number of
replicas that are present in the GAN-enhanced compressed
sets (including synthetics) but not in the standard sets.
We also highlight the number of synthetic replicas that
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end up in the final set. The results are shown for various
sizes of the compressed set. For smaller sizes (smaller than
Nc = 200), the percentage of synthetic replicas exceeds
10% and this percentage decreases as Nc increases. This
is explained by the fact that as the size of the compressed
set approaches the size of the input PDF, the probability
distribution of the reduced real samples get closer to the
prior and fewer synthetics are required.
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Fig. 7: The histograms represent the number of disjoint
replicas that are present in the standard compressed set
but not in the GAN-enhanced for the NNPDF4.0 candi-
date. The results are shown as a function of the size of
the compressed set. The numbers of synthetic replicas are
included.

Now we turn to the validation of the GAN-enhanced
compression methodology by looking at the PDF central
values and luminosities. In Fig. 8, we plot the absolute
central values of the reduced sets resulting from the com-
pression of the GAN-enhanced Monte Carlo replicas at a
scale Q = 1.65 GeV. The results are presented for three
different sizes of compressed sets Nc = 50, 70, 100 and for
various PDF flavours (g, s, d̄, s̄). The results are normal-
ized to the central value of the prior Monte Carlo PDF
replicas. In order to quantify whether or not samples of
Nc = 50, 70, 100 are good representations of the proba-
bility distributions of the prior PDF replicas, we plot the
68% c.l. and the 1-sigma band. We see that the PDF un-
certainties are much larger than the fluctuations of the
central values, indicating that a compressed set with size
Nc = 50 captures the main statistical properties of the
prior. In Fig. 9 we plot the luminosities for the g-g, d-
ū combinations as a function of the invariant mass of
the parton pair Mx for two different compressed sizes:
Nc = 70, 100. The error bands represent the 1-sigma con-
fidence interval. At lower values of MX where PDFs are
known to be non-Gaussian, the Nc = 70 compressed set
slightly deviate from the underlying probability distribu-
tions. However, the deviations are very small compared to
the uncertainty bands. For Nc = 100, we see very good
agreement between the prior and the compressed set.

The above results confirm that compressed sets ex-
tracted from the GAN-enhanced compression framework
fully preserve the PDF central values and luminosities.
In particular, we conclude that about 50 replicas are suffi-
ciently enough to reproduce the main statistical properties
of an input with Np = 1000 replicas. Next, we quantity
how efficient the generative-based compressor strategy is
compared to the standard approach.

5.2 Performance of the GAN-enhanced compressor

In order to quantify how good the GAN-compressor frame-
work is compared to the previous methodology, we eval-
uate the compressed sets resulting from both methodolo-
gies on various statistical indicators. We consider the same
settings as in the previous sections, namely a prior with
Np = 1000 enhanced with the GAN to generate Ns = 2000
synthetic replicas. The results from the GAN-enhanced
compressor are then compared to the results from the
standard compression in which the subset of replicas are
selected directly from the prior.

In Fig. 10, for each compressed set, we show the con-
tribution of each statistical estimators (mean, standard
deviation, Kurtosis, Skewness, Kolmogorov distance, and
correlation) that contribute to the total value of the ERF
using the standard (green) and GAN-based (orange) ap-
proach as a function of the size of the compressed set.
For reference, we also show the mean (purple) and me-
dian (light blue) computed by taking the average ERF
values from Nr = 1000 random selections. The confidence
intervals (50%, 68%, 90%) computed from the random se-
lections are shown as error bars of varying colours and
provide an estimate of how representative of the prior dis-
tribution a given compressed set is.

First of all, we see from the plots that as the size of
the compressed set increases, the ERF values for all the
estimators tend to zero. On the other hand, it is clear that
both compression methodologies outperform quite signif-
icantly any random selection of replicas. But in addition,
by comparing the results from the standard and GAN-
enhanced compression we observe that the estimators for
the enhanced compression are, in all cases except for a
very few, below those of the standard compression. This
suggests that the GAN-enhanced approach will result in
a total value of ERF that is much smaller than the one
from the standard compression methodology.

In terms of efficiency, these results imply that the GAN-
enhanced methodology outperforms the standard compres-
sion approach by providing a more adequate represen-
tation of the probability distribution of the prior. This
is illustrated in Fig. 11 in which we plot in solid black
line the total ERF values for the standard compression as
a function of the size of the compressed set. The verti-
cal dashed lines represent the size of the compressed set
Nc = 70, 90, 100 while the horizontal solid lines represent
the respective ERF values for the generative-based com-
pression. The intersection between vertical dashed lines
and horizontal solid lines below the black line indicate that
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Fig. 8: Comparison of the PDF central values resulting from the GAN-enhanced compression for different values of
Nc = 50, 70, 100 and different PDF flavours (g, s, d̄, s̄). Results are normalized to the central value of the prior set.
The 68% c.l. is represented by the green hatched band while the 1-sigma is given by the dashed green curves. As a
reference, results from the standard compression for Nc = 100 are also shown.
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Fig. 10: Comparison of the best ERF values for the compression of a Monte Carlo PDF with Np = 1000 replicas. For
each compressed set, we show the contribution of each of the statistical estimators that contribute to the total ERF
using the standard compression (green) and the GAN-enhanced compression (orange) methodology. For illustration
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the GAN-based compression outperform the standard ap-
proach. For instance, we see that Nc = 70 from the en-
hanced compressed set is equivalent to about Nc = 110
from the standard compression, and Nc = 90 from the

enhanced compressed set provide slightly more statistics
than Nc = 150 from the standard compression.

In addition to the above checks, one can also verify that
correlations between PDFs are well preserved after the
compression. It is important to emphasize that one of the



S.C, J.C.M, T.R.R.: Compressing PDF sets using generative adversarial networks 11

60 80 100 120 140 160 180 200
Size of Compressed Set

0.14

0.15

0.16

0.17

0.18

0.19

ER
F

compressor vs. pyCompressor performance
Standard ERFs
Synth. Nc=70
Synth. Nc=90
Synth. Nc=100

Fig. 11: Comparison of the performance of the new
generative-based compression algorithm (synthetic) and
the the previous methodology (standard). The normalized
ERF values of the standard compression are plotted as a
function of the size Nc of the compressed set (solid black
line). The dashed blue, orange, and green lines represent
Nc = 70, 90, 100 respectively. The solid lines represent the
corresponding ERF values of the enhanced compression.

main differences between a fit with 100 and 1000 Monte
Carlo replicas is that correlations are reproduced more ac-
curately in the latter [6]. This is one of the main reasons
why the compression methodology is important. Here, we
show that for the same size of compressed set, the resulting
compression from the GAN-enhanced methodology also
reproduces more accurately the correlations from the prior
than the standard compression. One way of checking this
is to plot the correlations between two given PDFs as a
function of the Bjorken variable x. In Fig. 12, we show the
correlation between a few selected pairs of PDFs (g-u and
d-ū) for Nc = 50, 100 at an energy scale Q = 100 GeV. The
results from the GAN-enhanced compression (orange) are
compared to the ones from the standard approach (green).
For illustration purposes, we also show PDF correlations
from sets of randomly chosen replicas (dashed black lines).
We see that both compression methodologies capture very
well the PDF correlations of the prior distribution. Specif-
ically, in the case Nc = 100, we see small noticeable dif-
ferences between the old and new approach, with the new
approach approximating best the original. An analogous
way to verify that the compressed sets resulting from the
GAN-enhanced methodology reproduce more accurately
the correlations of the prior PDF replicas is to compute
the difference in correlation matrices. That is, compute the
correlation matrix for each set (prior, standard, enhanced)
and then compute the difference between the correlation
matrix of the prior and the standard (or enhanced respec-
tively). Such studies are shown in Fig. 13 where the matri-
ces are defined in a logarithmic x grid with size Nx = 70
points for each of the nf = 8 light partons. The first row
shows the difference between the correlation matrix of the
prior and the results from the standard compression, while
the second row shows the difference between the prior and

the results from the generative-based compression. From
the first to the third row, we present results for the com-
pressed set with size Nc = 50, 70, 100. As we go from left
to right, we see that the correlation matrix is becoming
lighter, indicating an increase in similarity between the
PDF correlations. This feature is seen on both compres-
sion strategies. However, as we look from top to bottom,
we can also see that the correlation matrices in the bot-
tom row are lighter than the ones on top. Although this is
barely seen in the case Nc = 50, a minor difference can be
seen at Nc = 70 while the difference is clearly significant
for Nc = 100. These confirm the results in Fig. 10. Such
a difference could be made more apparent by projecting
the values of the difference in correlation matrices into
a histograms and computing the mean and the standard
deviation. Fig. 14 shows the histogram projections of the
difference in correlations given in Fig. 13. The mean and
standard deviation values of the projected distributions
are shown in the table on the top-left of the plots.

We see that the resulting means from the GAN-enhanced
compression, for all sizes of the compressed sets, are closer
to zero. This confirms the previous results that GAN-
enhanced compression yields a more accurate representa-
tion of the correlations between the different partons. So
far, we only focused on the role that generative-based ad-
versarial models play in the improvement of the compres-
sion methodology. It was shown that, for all the statistical
estimators we considered (including lower and higher mo-
ments, various distance metrics, and correlations), the new
generative-based approach outperforms the standard com-
pression. However, a question still remains: Can the Gen-
erative Adversarial Neural Network truly replace partly
(or fully) the fitting procedure? In the next section, we
try to shed some light on this question, which we hope
may lie the ground to future studies.

6 Generalization capability of GANs for PDFs

Until this point, the usage of GAN has only been to re-
produce, after a compression, the statistical estimators of
a large set of replicas as accurately as possible. Instead,
now we pose ourselves the following question: can a GAN
generate synthetic replicas beyond the finite size effects of
the original ensemble?

The answer to this question could potentially open two
new ways of using the present framework. First, we can ar-
bitrarily augment the density of the replicas of an existing
large set in very little time. Indeed, even with the newest
NNPDF methodology [44], generating several thousand
replicas can take weeks of computational effort. Second,
once it is understood how finite-size effects affect synthetic
replicas, one could, by generating as many synthetic repli-
cas as necessary, compress a PDF set down to a minimal
set which is only limited by the target accuracy even when
the original set do not contain the appropriate discrete
replicas (as long as the relevant statistical information is
present in the prior).

As mentioned in the previous sections, the convergence
of the Monte Carlo PDF to the asymptotic result depends
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Fig. 12: Correlations between g-u and d-ū PDFs for compressed sets with size Nc = 50 (top) and Nc = 100 (bottom).
The energy scale Q has been chosen to be Q = 100 GeV. The correlation extracted from the results of the GAN-
compressor (orange) is compared to the results from the standard compressor (green).
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Fig. 14: Histogram projection of the difference in correlation matrices given in Fig. 13. The green and orange lines
represent the resulting differences for the standard and enhanced compression respectively, i.e the green lines represent
the projection of the matrices in the first row of Fig. 13 while the orange lines represent the projection of those in the
second row.

strongly on the number of replicas (of the order of thou-
sands). Such a large number of replicas might be feasible
in future releases of NNPDF, based on the methodology
presented in Ref. [44]. We limit ourselves here, however,
to official NNPDF releases [2].

We start by considering two disjoint sets of N fitted
replicas (S1 and S2), and a set of synthetic replicas (S3) of
the same size but determined from GANs using a starting
set of N0 < N fitted replicas. Then, based on the vari-
ous statistical estimators discussed previously, we measure
the distance between S1 and S3 and compare the result
with the distance between S1 and S2. In order to estimate
the uncertainty of the distance between two subsets of
replicas we need to repeat the exercise several times each
time generating different subsets Si (for i = 1, 2, 3). This
procedure is clearly computationally intractable. Instead,
we address the problem using two resampling strategies:
the (delete-1) jackknifing [45–48] and the logically simi-
lar (non-parametric) bootstrapping [49–51]. Both meth-
ods provide reliable estimates of the dispersion when the
statistical model is not adequately known.

In this study the three sets S1, S2 and S3 contain each
N = 500 replicas with the difference that S3 was deter-
mined using ganpdfs from a fit with N0 = 100 repli-

cas. The results from both resampling methodologies are
shown in Fig. 15. The histograms are constructed by mea-
suring the distance between the two subsets of original
replicas (S1-S2) and the distance between the synthetic
replicas and one of original subsets (S1-S3). The uncer-
tainty bars are estimated using the Jackknife resampling
and the bootstrap method. From the Jackknife results,
we observe that for most statistical estimators the syn-
thetic and “true” fits produce results which are compati-
ble within uncertainties. This is further confirmed by the
results obtained through bootstrap resampling where only
the error bands for the standard deviation of the two sets
do not overlap.

Given that inspecting Fig. 15 it is difficult to distin-
guish the two sets S2 and S3 we hypothesize that this
would also be the case for larger sets. If true, the present
framework could be used in any of the ways proposed at
the beginning of the section. We leave this for future work.

7 Conclusions

In this paper, we applied the generative adversarial strate-
gies to the study of Parton Distribution Functions. Specif-
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Fig. 15: Comparison of the real and synthetic fits for various statistical estimators. The histograms are constructed
by measuring the distance between S1-S2 (Reals) and S1-S3 (Synthetics). The error bars are computed by performing
the delete-1 Jackknife (left) and the bootstrap resampling (right). In the bootstrap resampling, the results have been
evaluated by performing NB = 100 bootstraps.

ically, we showed how such techniques could be used to im-
prove the efficiency of the compression methodology which
is used to reduce the number of replicas while preserv-
ing the same statistics. The implementation of the GAN
methodology required us to re-design the previously used
compressor code into a more efficient one.

It was shown that with the same size of compressed set,
the GAN-enhanced compression methodology achieves a
more accurate representation of the underlying probability
distribution than the standard compression. This is due
to the generation of synthetic replicas which increases the
density of the replicas for the compressor to choose from,
reducing finite size effects.

Finally, in Section 6 we entertain the idea of utilising
these techniques in order to generate larger PDF sets with
reduced finite size effects. We have compared real and syn-
thetic Monte Carlo replicas using two different resampling
techniques and found that a GAN-enhanced set of replicas
is statistically compatible with actual replicas. However,
further work is needed before synthetic PDFs can be used
for precision studies. This basically entails reproducing the
same studies done here but with much larger samples in
order to reduce statistical fluctuations.
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A Benchmark of pycompressor against
compressor

Among the benefits of the new code is the gain in perfor-
mance. For the purpose of quantifying this gain, we com-
press a Monte Carlo PDF set with Np = 1000 replicas into
sets with smaller sizes using the same GA in the new and
old codes. The tests were run on a consumer-grade CPU
(AMD Ryzen 5 2600 with 12 threads boosted at 3.4 GHz)
with 16 GB of memory. The results of the benchmark
are shown in Fig. 16. The plots show the required time
for both compressor and pyCompressor to complete the
same task. We see that the pyCompressor code is faster
than the previous implementation and that, as the size of
the compressed set grows, the difference in speed between
the two implementations also increases. This is mainly
due to the fact that the new code automatically takes
advantage of the multicore capabilities of most modern
computers.

On the flip side, parallelization comes at the expense
of a slightly higher memory usage (as shown in Table 3),
while not dramatic it can be a burden for very high num-
ber of replicas.

Nb. Threads RAM usage (GB)

compressor 1 1

pyCompressor 12 2.5

Table 3: Comparison of average computing resources be-
tween ours and the previous implementation when com-
pressing to Nc = 500 replicas from a prior with 1000
Monte Carlo PDF replicas.
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Fig. 16: Speed benchmark comparing the compresssor
and pyCompressor codes using the GA as a minimization
for 1500 iterations. For the purpose of this benchmarks,
the parameters that enter into the GA are chosen to be
exactly the same across both implementations.

B Adiabatic Minimization

Performing a compression from an enhanced set can be
challenging due to the limitation of the minimization al-
gorithm. However, if results from the standard compres-
sion are already provided, the compressor code provides a
more efficient compression procedure from the enhanced
set with the means of an adiabatic minimization. The adi-
abatic minimization for the enhanced compression consists
on taking as a starting point the space of replicas where
the best from the standard compression was generated.
Such a minimization not only yields faster convergence
(as shown in Fig. 17), but also prevent the minimization
algorithm to be trapped in some local minimum in case
the enhanced set contains statistical fluctuations.
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