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Abstract
The LHC collimation system is designed to provide pro-

tection against regular and abnormal losses in order to reduce
the risk of quenches of the superconducting magnets as well
as the background in the experiments. All Run 2 proton
and ion runs were successfully completed with no magnet
quenches from slow losses of the circulating beam. The
present contribution reviews the performance of the collim-
ation system in the 2018 run and gives an overview of the
performance during Run 2. This paper presents the cleaning
performance for protons and ions and the collimation system
availability. In addition, the improvements and experience
gained with the collimator controls and with the new collim-
ation hardware are discussed, together with the performance
of the collimation system during the special high-β∗ physics
runs. Finally, the new hardware to be installed during LS2
is described and the operational implications discussed.

INTRODUCTION
The Large Hadron Collider (LHC) [1] is equipped with

a multi-stage collimation system [2–6] that is designed to
handle the normal and the abnormal beam losses in order
to minimise the risk of quenches of the superconducting
(SC) magnets as well as to reduce the background in the
experimental regions. The LHC has two main collimation
insertions: the betatron cleaning insertion in Interaction Re-
gion 7 (IR7) and the off-momentum cleaning insertion in
IR3. The LHC multi-stage collimation system is organised
in a well-defined transverse hierarchy with different collim-
ator families. The preservation of the hierarchy between
families is a pre-requisite to ensure a good performance of
the system. In IR3 and IR7, the first collimators seen by the
beam are the primary collimators (TCPs). The TCP jaws are
made of Carbon Fiber Composite (CFC) and they are the
closest collimators to the beam. The secondary collimators
(TCSGs), also made of CFC, and the absorbers (TCLAs) are
placed to absorb particles out-scattered by the TCPs. The
tertiary collimators (TCTs) are installed close to the Interac-
tion Points (IPs) of the experiments in IP1/2/5/8. They are
made of Inermet-180 (heavy Tungsten-alloy) and they aim
to absorb the tertiary betatron beam halo. In addition, two
collimators per beam (TCSP, TCDQ) are installed in IR6

for dump protection and are made of CFC. These collim-
ators must ensure the protection of the machine in case of
asynchronous beam dump (ABD) failures. During the Long
Shutdown 1 (LS1), a total of 32 new collimators were in-
stalled to improve the Run 1 (2010-2012) collimation system
towards higher beam energies and intensities; these included
18 new collimators with embedded Beam Position Monit-
ors (BPMs) (16 TCTPs and 2 TCSPs), additional physics
debris collimators (TCLs) with jaws made of Cu, passive
absorbers and the re-installation or displacement of existing
collimators [7].

During Run 2 (2015-2018), the LHC collimation system
provided an excellent performance for all machine config-
urations including the luminosity levelling methods imple-
mented in 2017 and 2018 accommodating the experiment re-
quirements. Energies of stored proton beams above 300 MJ
were reached in 2017 and 2018 (see Fig. 1a). No magnet
quenches were recorded from slow circulating beam losses.
The good performance of the collimation system was a cru-
cial ingredient to achieve this result, as well as the good orbit
stability and beam lifetime achieved [8].

The stored energies reached with Pb ion beams in Run 2
are also shown in Fig. 1b. Also with ion beams no magnet
quenches were recorded due to slow losses from circulating
beams. However, in the 2018 run in which higher stored
energies were achieved, 7 out of 48 fills were dumped by high
losses in IR7 [9] caused by periodic orbit oscillations with a
frequency of around 10 Hz. The observed worsening by two
orders of magnitude of the cleaning inefficiency for ions with
respect to that of protons [10] made the ion operation more
difficult and limits the current maximum intensity reach.

In this paper, the performance and experience of the col-
limation system in the 2018 run and in Run 2 is reviewed. In
the first section the evolution of the collimator settings in Run
2 as well as those deployed in 2018 runs are briefly described.
In the second section, the cleaning performance for protons
and ions is presented, followed by the collimation-system
availability in the third section. In addition, the improve-
ments and the experience gained with the collimator controls
and with the new collimation hardware are presented in the
fourth and fifth sections, respectively. The performance of
the collimation system was also crucial during the special
runs. In 2018, the implementation of two novel collimation
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Figure 1: Overview of total stored beam energy in Run 2 for
Beam 1 during proton (a) and Pb ion (b) runs.

schemes were crucial during the special high-β∗ physics
run. The main results are described in the sixth section of
this paper. Finally, in the last section the new hardware to
be installed during LS2 is presented and the operational
implications are discussed.

EVOLUTION OF COLLIMATOR
SETTINGS

The choice of the collimator settings is a compromise
between the smallest protected machine aperture determin-
ing β∗ [11], the background in the detectors, and the TCP
cut that aims to clean the beam halo without introducing
intolerable levels of impedance (mainly induced by TCPs
and TCSGs). In addition, all the families must fit in between
the primary cut and the smallest protected aperture with
margins to take into account beam operational errors such
as beam offset, machine imperfections, etc.

All along Run 2, the β∗-function in the experiments has
been decreased in order to increase luminosity. In the 2018
proton run, the collimation system had to accommodate in
ATLAS and CMS, a β∗-function of 25 cm at the end of
the β∗-levelling. The margins between the TCTs and the
TCSPs had to be squeezed to unprecedented levels. This
was possible thanks to the experience gained during Run 2
on the control of the MKDs-TCTs phase advance [11], the
better knowledge on the real aperture bottleneck [12] and of
the beam orbit monitoring performed at the TCTs with the
embedded BPMs that were installed during LS1. For each
collimator family, in Fig. 2a the smallest collimator setting

in units of beam σ is shown for the proton runs. In 2018,
the same collimator settings in mm as in 2017 were used for
all the families, however as the β∗-function in ATLAS and
CMS was squeezed down from 30 to 25 cm a difference is
observed for the tertiary collimators (see Fig. 2a green and
red lines).

(a)

(b)

Figure 2: Overview of the collimator settings, for a normal-
ised emittance of εN=3.5 µm, for the cleaning hierarchy in
IR7, the dump protection in IR6, and the TCTs in IR1 and
IR5 during Run 2 for protons (a) and ions (b). For the proton
2018 TCTs settings only the last point of the β∗-levelling is
plotted.

The deployed collimator settings in the 2018 proton runs
are shown in more detail in Table 1 for the different points in
the cycle (injection, Flat Top (FT) and physics for different
values of the β∗-function), in which β∗-functions in ATLAS
and CMS are indicated. Notice that due to the use of the
Achromatic Telescopic Squeeze (ATS) [13] optics and the
fact that the TCDQ can not be moved at top energy due to
interlock constraints, the effective sigma setting varies in
IR6 as the β∗-function changes in the squeeze differently for
the two beams. In addition, the settings for the TCLs, for
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Table 1: Collimator settings of the 2018 standard operation proton run for a normalised emittance of εN=3.5 µm.

Collimator Beam IR Injection FT Physics Physics Physics
β∗=1 m β∗=30 cm β∗=27 cm β∗=25 cm

TCPs/TCSGs/TCLAs B1/2 7 5.7/6.7/10 5/6.5/10 5/6.5/10 5/6.5/10 5/6.5/10
TCPs/TCSGs/TCLAs B1/2 3 8/9.3/10 15/18/20 15/18/20 15/18/20 15/18/20
TCTs B1/2 1/5 13 15.0 8.5 8.1 7.8
TCDQ / TCSP B1 6 8/7 7.88 7.42 7.34 7.30
TCDQ / TCSP B2 6 8/7 7.36 7.24 7.28 7.30
TCL.4 B1/2 1/5 out out 16.4 15.6 15
TCL.5 (XRP out/in) B1/2 1/5 out out 16.4/38.3 15.6/36.4 15.0/35.0
TCL.6 (XRP out/in) B1/2 1/5 out out out out out

Table 2: 2018 ion run collimator settings for a normalised emittance of εN=3.5µm. L and R indicates the left and right jaw,
respectively.

Collimator Beam IR Injection FT (β∗=1 m) Physics (β∗=50 cm)
TCPs/TCSGs/TCLAs B1 7 5.7/6.7/10 5.5(L)-5.0(R)/6.5/10 5.5(L)-5.0(R)/6.5/10
TCPs/TCSGs/TCLAs B2 7 5.7/6.7/10 5/6.5/10 5/6.5/10
TCPs/TCSGs/TCLAs B1/2 3 8/9.3/10 15/18/20 15/18/20
Horizontal TCTs B1 1/2/5 13 15/15/15 11/9/9
Horizontal TCTs B2 1/2/5 13 15/15/15 9/9/9
Vertical TCTs B1/2 1/2/5 13 15/15/15 9/9/9
TCTs B1/2 8 13 15.0 15
TCDQ B1/2 6 8 7.4 7.4
TCSP B1 6 7 7.4 7.4
TCSP B2 6 7 7.4 7.4(L)-11.2(R)
TCL.4/5/6 B1/2 1/5 out out 15/15/out

when the Roman Pot detectors (XRP) for forward physics
are inserted, are also indicated.

An overview of the evolution of the collimator settings
during Run 2 during the ion runs is also shown in Fig. 2b.
The collimator settings for the ion runs are usually chosen
to be the same as for the proton runs in all IRs except in the
experimental areas to gain time in the set-up. In Table 2 the
collimator settings for the 2018 ion run are summarised for
the different points in the cycle.

In 2018 the collimation system has been operated with
tighter-than-designed settings for both proton and ion beams
achieving TCTs gaps as small as 7.8 σ. More details about
the different Run 2 machine configurations and collimator
settings can be found in [14].

COLLIMATION CLEANING
PERFORMANCE

Validation procedure
For a given choice of the collimator settings the cleaning

inefficiency and the hierarchy of the system are validated
by means of betatron and off-momentum beam Loss Maps
(LMs) before high-intensity beams are allowed. For the
betatron LMs, losses are induced by blowing-up the beam
in the transverse planes with the Transverse Damper (ADT)
that can inject band-limited white noise into the beam. For

the off-momentum LMs, off-momentum losses are induced
by shifting the synchronous phase of the Radio Frequency
(RF) system. The losses along the ring are recorded by
the Beam Loss Monitoring (BLM) system. The validation
for each set of collimator settings is completed by ABD
tests [15], in order to validate the protection of the machine
in such scenarios. These measurements are an essential part
of the beam commissioning of the machine after long periods
without beam or following relevant changes in the hardware
or in the machine configuration. In the commissioning, the
validation procedure consists of a complete set of betatron
and off-momentum (both signs of frequency shift) LMs and
ABD tests performed at each static point in the cycle. Along
the run this validation needs to be repeated for each machine
configuration involving a change of optics and/or collimator
settings, after each Technical Stop (TS) happening along
the year or every three months if the other two cases do not
happen before. In these cases, the number of LMs to be
performed is optimised, usually all betatron LMs have to be
performed, but only one off-momentum frequency sign is
repeated, which has to be alternated along the year. In addi-
tion, since 2016 continuous LMs are performed in dynamic
beam processes such as the energy ramp and the β∗-function
squeeze as part of the validation procedure. More detail on
the optimised strategy and procedure can be found in [16,17].
The number of LMs required in the validation process has
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increased along Run 2 due to the increased complexity of
the LHC cycle, changes of configuration, special runs re-
quested and the Machine Development (MD) tests requiring
special collimator settings. In particular, in 2017 and 2018
the LMs required for the standard run validation increased
due to the implementation of luminosity levelling methods.
Figure 3 shows a summary of the LMs and fills, required and
performed in 2018. Taking into account the LMs performed
during MD time, in total 482 LMs were performed in 2018.
Moreover continuous betatron LMs during the energy ramp
were performed.

Comm. protons TS1 TS2
Special runs

Comm. ions0

10

20

30

40

50

60

70

80

Co
un

ts

56

44
41 42

36

64

48
41 42

45

5 5 3
6 5

9 7
4

8 9

Required LMs
Performed LMs
Required number of fills
Performed number of fills

Figure 3: Summary of the number of LMs required (red),
LMs performed (green), fills required (yellow) and fills per-
formed (blue). The ABD tests are included in the counting
of the number of fills required and performed.

At the start of Run 2, one fill per off-momentum LM
was required. It was not possible to control the RF trim
timing and a shift in frequency of ± 500 Hz was needed
to have enough resolution, always causing the dump of the
beam. In 2016-2017 a new FESA class [18] and GUI were
developed to control the RF trim with a feedback loop based
on the readings of the 100 Hz stream of BLM data. Off-
momentum loss maps could be made in a more controlled
way, with real time RF trims around±150 Hz avoiding losing
the full beam and hence re-using it for the next validation
step. Still the FESA feedback was sometimes not able to
prevent beam dumps. In 2018, a new GUI with a different
implementation of the feedback was deployed which made
the off-momentum LM-data taking easier, more automatic
and in general the LM validation more efficient. The number
of dumps occurring during the off-momentum LMs have
been reduced in Run 2 and now the validation process is
almost determined by the ABD tests required by the LHC
Beam Dump System (LBDS) team.

Protons and ions cleaning
In Fig. 4, LMs for the full ring (left) and the zoom on

IR7 (right) are shown for protons (top) and Pb ions (bottom)
for Beam 1 in the horizontal plane and the 2018 physics
optics. The losses are classified as cold (blue), warm (red),
collimator (black) and XRP (green) losses. The cold losses
refer to losses in the aperture of SC magnets while the warm
losses refer to losses in normal conducting magnets and

other equipment at room temperature. The BLM signals
are normalised by the highest BLM signal, which is typic-
ally measured in IR7 where primary beam losses are inter-
cepted. The highest cold spikes are found in two clusters
downstream of the collimation system in the Dispersion Sup-
pressors (DS) indicated in Fig. 4 as DS1, DS2 and DS3. For
protons, good cleaning around the ring was observed, and
the system was stable and reproducible along the year with
only one collimator alignment campaign performed during
the commissioning. In Fig. 5a the maximum normalised
BLM signals measured in cold magnets for the two beams
and planes are shown at different points in the cycle from all
measurements performed in the commissioning, after TS1
and TS2. The points in the cycle considered in this plot are:
injection, FT, End of the Squeeze (EoS), and physics with the
XRP in and out. For the points in the cycle corresponding
to the physics configuration, the first number corresponds
to the β∗-function value and the second one to the crossing
angle. During the validation processes in the beam commis-
sioning, a hierarchy breakage in IR7 was observed for Beam
1 in the vertical plane at FT energy. Dedicated functions
for all collimators are set up to connect the settings in each
static point of the cycle to ensure a good performance of
the collimation system also during dynamic phases such as
the energy ramp and the optics squeeze. The problem was
solved by implementing in all the beam processes the meas-
ured tilt angle of the TCSG.D4L7.B1 of -400 µrad and 320
µrad for the left and right jaw, respectively. This was crucial
specially at FT energy. The point in Fig. 5a for Beam 1 in the
vertical plane at the EoS performed in the commissioning
corresponds to the LM performed without the secondary
collimator tilt angle implemented. As already mentioned,
continuous betatron loss maps are performed during the en-
ergy ramp and the squeeze beam processes as part of the
collimation system validation since 2016. In Fig. 5b, the
measured cleaning inefficiency in 2018 during the energy
ramp for different energies is shown for both beams and both
planes. An overview of the cleaning inefficiency in Run 2
at FT energy is shown for protons in Fig. 6a. The observed
improvement of the cleaning inefficiency along the years is
related to the tightening of the collimator settings in IR7 as
can be seen in Fig. 2b.

Furthermore, the losses at the TCTs were analysed during
the crossing-angle anti-levelling from 160 µm to 130 µm
and the β∗-function levelling from 30 cm to 25 cm. Figure 7a
and 7b shows an example of the measured normalised BLM
signal at the TCTs during these beam processes for Beam 1
and Beam 2, respectively. No increase in losses at the TCTs
is observed during the crossing angle changes as expected;
on the contrary during the β∗-levelling, losses increase by
up to a factor 2. The observed behavior was stable and
reproducible along the year.

During the Pb ion run validation in the commissioning
of 2018, some collimators had to be adjusted empirically
because of too high losses observed. This was the case for
the horizontal primary and tertiary collimators in IR1 for
Beam 1 and for the TCSP in IR6 for Beam 2, as can be seen
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(a) (b)

(c) (d)

Figure 4: Proton (top) and Pb ion (bottom) full ring (left) and IR7 zoom (right) loss map performed with colliding beams in
the horizontal plane for Beam 1.
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Figure 5: 2018 proton cleaning-inefficiency measurements at different static points in the cycle (a) and during the continuous
ramp and squeeze beam process (b) for both beams and both planes.
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(a)

(b)

Figure 6: Run 2 proton (a) and ion (b) cleaning inefficiency at FT energy measured during the commissioning and TSs.
The proton-proton physics runs were always operated at 6.5 TeV while the ion runs were operated with 6.37 Z TeV ion
beams in 2015 and 2018 for lead-lead physics, and with 4 Z TeV and 6.5 Z TeV ion beams in 2016, for proton-lead physics.

(a)

(b)

Figure 7: Normalised BLM signal at the TCTs measured
during the 2018 beam commissioning for Beam 1 (a) and
Beam 2 (b) during luminosity levelling beam processes.

in Table 2. For ions, a worsening of the cleaning inefficiency
in the DS in IR7 was observed by more than two orders of
magnitude with respect to protons, as can be seen in Fig. 4d.
This is due to the difference in the interaction mechanisms
in the collimators. Ions experience nuclear fragmentation,
and hence a substantial flux of off-rigidity particles escape
the collimation system. Moreover, an apparent breakage of
the hierarchy is observed in IR7 where the highest observed
BLM signal was of a TCSGs instead of the TCPs. This ob-
servation was further investigated experimentally to confirm
that the signal at the TCSGs was coming from showers or
secondary ion fragments and not from primary beam, mean-
ing that the hierarchy was indeed correct in spite of the BLM
pattern. Additional loss peaks were also observed in the arcs
between IR7 and IR1 in local maximum values of the disper-
sion function as well as more losses in the off-momentum
collimation cleaning insertion. The observed worsening in
the cleaning inefficiency stresses the need of optimising and
better understanding the collimation cleaning performance
for ions in view of higher-intensity runs. Figure 8, summar-
ises the maximum cleaning inefficiency in cold magnets for
different points in the cycle. In addition, an overview of the
cleaning inefficiency along Run 2 at FT energy is shown in
Fig. 6b. A similar level of cleaning inefficiency is observed
for the different ion runs, regardless change of energy and
collimator settings. Thus, indicating that the present system
is essentially working as a single stage collimation.

In 2018 a full program of tests were carried out with a
new collimation scheme based on bent crystals. For the state
of completeness, the measured cleaning inefficiency with
this new scheme for ions is included in Fig. 6b. In general,
the crystal-based collimation scheme was shown to improve
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Figure 8: 2018 measured ion-cleaning inefficiency during
the Pb ion beam commissioning for both beams in both
planes all along the cycle.

the cleaning efficiency. More information is given in the
fifth section of this paper.

SYSTEM AVAILABILITY AND FAULTS
The availability of the collimation system was high

throughout Run 2 with negligible machine downtime [19].
Figure 9 shows a summary of the collimation system re-
lated beam dumps in 2018. The causes of beam dumps
in operation have been classified as hardware/software re-
lated, collimator settings errors, and manual collimator op-
eration. The beam dumps at the different points of the cycle
are shown with different colours. The human factor is the
main collimator-related fault affecting primarily the com-
missioning and MD time, which reflects the complexity of
the system. Only one dump was registered in 2018 from
hardware/software issues [20] due to a wrong temperature
sensor reading during the ramp in the ion run. More details
on the occurrences in previous years are given in [7,21,22].

A detailed analysis of the collimator hardware-related
faults was performed and presented in [23]. Figure 10 shows
a summary focused on Run 2. The most frequent cause of
failures during Run 2 was wrong readings of the temper-
ature sensors. In order to improve this for future runs a
new algorithm will be implemented during LS2 to recognise
broken temperature sensors in real time. Moreover, at the
beginning of Run 2, a high number of failures occurred on
the Linear Variable Differential Transformer (LVDT) sensor
and resolvers transducers due to the oxidation of National
Instrument (NI) high-density cables. In order to solve this
problem, in 2017 it was decided to launch a cleaning cam-
paign of the cable connections in every year technical stop
(YETS). This action reduced significantly these failures in
2017.

The operational experience and preventive maintenance
have decreased the number of failures during the last years
of operation despite the increased number of collimators
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Figure 9: 2018 beam dumps related to the collimation system
from the Post Mortem (PM) data base browser [20].

Figure 10: Run 2 analysis of the collimator-hardware-related
faults [23]. The vertical axis in the chart shows the number
of encountered faults per year and the number on the top
of the bars corresponds to the current installed number of
units.

installed. The Run 1 and Run 2 down time is summarised in
Fig. 11. It was remarkably below 2 hours in 2017 and 2018.
Concerning mechanical issues, only one occurred in 2018,
related to a faulty attachment position of an LVDT sensor.

COLLIMATOR CONTROLS
Alignment

For the collimation system to work, the individual collim-
ator jaws are centered around the beam. Each collimator
has to be aligned at the extreme points of every beam pro-
cess along the cycle that implies a collimator movement. In
the 2018 proton commissioning a total of 199 collimator
alignments were performed: 79 collimators at injection, 75
collimators at flat top, 16 collimators at the end of squeeze,
and 29 collimators in physics.

The beam-based alignment (BBA) technique [24,25] is
the main method used to align the collimators. The jaws
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Figure 11: Run 1 and Run 2 down time caused by collimator-
related faults [23].

of the collimator that should be aligned are moved towards
the beam until they touch the halo of the circulating beam,
inducing local losses at the collimator BLM; exceeds a pre-
defined threshold such as the movement is stopped, and the
expert identifies the loss spike as a signature of the collimator
jaws touching the beam. This approach is time-consuming
and prone to human errors, especially when a large number
of collimators need to be aligned. As a result, the setup is not
performed frequently and margins must be included when
fixing the collimator settings to account for possible orbit
drifts during the year. However this has not been a source
of limitation so far, thanks to the good beam orbit stability.

During LS1, a total of 18 collimators were in-
stalled/replaced with collimators with BPMs embedded in
each jaw corner. These collimators are aligned using the
BPM signal of the 4 corners. Each collimator corner is
moved until left and right jaw signals are equal for upstream
and downstream corners, respectively [26]. Assets of the
BPM-based procedure: faster than the BLM-based method
since the time needed to align all collimators with BPMs
is reduced from approximately one hour to a few minutes;
moreover no beam particles are intercepted avoiding losses;
in addition the alignment can be done at larger collimator
gaps and the BPMs allow to reconstruct the beam-jaw angle.

Thanks to the use of the BPMs for the alignment of the
TCTs, the time required in the commissioning was reduced
as illustrated in Fig. 12. This was crucial in view of the in-
creased number of configuration changes in the IRs in Run 2,
requiring the alignment of the TCTs. In 2016, thanks to the
availability of the 100 Hz BLM data for the BBA-alignment
the time required was further reduced. Moreover, during
Run 2, a lot of work has been performed in order to develop
an automatic software for the BBA based method. In the
2018 commissioning, the first version of a fully-automatic
software was tested and all collimators were successfully
aligned in all cycles of the machine in 5 hours. The auto-
mation is based on machine learning to detect automatically
spikes corresponding to the collimator jaws touching the
beam. In addition, the software also includes an automatic
threshold selection algorithm based on real-time 100 Hz

BLM data. A summary of the 2018 results can be found
in [27, 28].

Figure 12: (a) Time required to align the full collimation
system during Run 1 and Run 2 alignment campaigns [27].

The first version of this software did not account for cross-
talk between the beams, therefore the two beams could not be
aligned in parallel during the 2018 proton run commission-
ing. After the commissioning, an initial cross-talk analysis
model was developed and integrated into the fully-automatic
software. The new parallel fully-automatic software was
tested during the MD 3343 [29]. All collimators on both
beams were successfully aligned at injection in 50 minutes.
Figure 13 shows the comparison of the time needed to align
all collimators at injection with the semi-automatic and the
fully-automatic software with and without parallelisation.
The cross-talk model used will be further upgraded based
on more in-depth cross-talk analysis studies [30].

During Run 1 and Run 2 the collimators were aligned
without taking into account the divergence of the beam, how-
ever, the tank misalignment and/or the large beam envelope
angles can introduce a tilt that could limit the collimation
system performance. A series of MDs were carried out in
2016 [31, 32] and 2017 [33] to asses the stability of the
alignment and the limit in the operational margins. These
MDs show a hierarchy breakage on Beam 1 in the vertical
plane when the TCP-TCSG retraction was set to 1 σ which
corresponds to the foreseen nominal LHC retraction. In
these MDs it was also observed that the hierarchy could
be restored by implementing the tilt angle of the jaws of
TCSG.D4L7.B1. Furthermore, in 2018 even with 1.5 σ re-
traction a breakage of the hierarchy was observed and the tilt
angle of TCSG.D4L7.B1 had to be implemented in normal
operation for a good preservation of the collimation system
hierarchy. The angular alignment is a key element for envis-
aged operation with tighter margins between the primary and
the secondary collimators. Three semi-automatic angular
alignment methods have been fully automated in 2018 and
they have been successfully tested during MD 3344. The
detailed description of the methods and the main results can
be found in [34, 35].
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Figure 13: Comparison of the time needed to align all collimators at injection with the semi-automatic and the fully-automatic
software with and without parallelization [27].

Collimator BPM performance
In 2018, the LHC layout contained a total of 22 collim-

ators with embedded BPMs (all TCTs, the TCSPs in IR6,
the TCLs with wires in IR1 and IR5 and the horizontal TCP
for Beam 1 and the TCSPM prototype in IR7), which are
very important for collimator alignment and monitoring.
Their importance for alignment has been already stressed
previously. The orbit monitoring at the collimators allows
checking the relative beam-jaw position, the fill-to-fill re-
producibility and to add interlocks to the machine. Orbit
interlocks at the collimators were implemented for the first
time in 2017 in the Software Interlocks System (SIS). In
addition, redundant BPM readings were added in 2018 in
order to make the interlock system more robust. For the
2018 operation the interlocks were set to 1 σ in IR1/5, 2.5
σ in IR8 and 1.5 σ in IR6. During the 2017 and 2018 oper-
ation runs the orbit monitoring and interlocking were very
important to protect the machine during the anti-levelling
crossing angle beam process and to allow the tightening of
the TCSP-TCT margins.

Good stability and reproducibility of the BPM readouts
have been observed all along the 2018 operation as well as
a good fill-to-fill reproducibility. Furthermore, no spurious
interlocks had been triggered provoking premature beam
dumps [36]. This is a very important achievement since
the system was not designed for this purpose. In Fig. 14 an
example of the BPM signal during the energy ramp beam
process for all 2018 proton fills is shown in comparison with
the MADX model in black. As can be seen, the behaviour
of the beam is well reproduced by the TCT function. Fig. 15
shows an example of the maximum orbit excursion in all IPs
for all 2018 proton run fills is shown for Beam 1 (top) and
for Beam 2 (bottom) at different points in the cycle (ramp,
squeeze, adjust and stable beams). In IR5 a degradation of

Figure 14: Example of 2018 BPM signal during the energy
ramp beam process for all the proton run fills in different
colours in comparison with the MADX model in black.

the centre in the horizontal TCT was observed increasing
during the year and along the LHC cycle. This behaviour
should be better understood in the future but it was still well
inside the interlock limit.

Stability of collimator jaw positions
The LVDT sensors are installed in the collimators to meas-

ure the jaw positions and gaps (6 units per collimator). The
readings of the LVDTs are regularly checked for all movable
collimators as a part of the Machine Protection (MP) check-
list during the intensity ramp up and the physics production.
Figure 16 shows the number of collimators exceeding a 30
µm threshold on the LVDT reading with respect to the motor
position for all the fills in 2018. In 2018 this monitoring
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Figure 15: Maximum orbit excursion in all the IPs for all proton run fills for different points in the cycle (ramp, squeeze,
adjust and stable beams) for Beam 1 (top) and for Beam 2 (bottom)

Figure 16: Number of collimators exceeding a 30 µm threshold of the LVDT reading with respect to the motor position for
all the 2018 fills. Notice that the MD periods have not being included in this analysis.

served to detect a few anomalies during operation spotting
the use of wrong settings after the MD period (see the two
highest spikes in Fig. 16). In general, for both proton and
ion runs the maximum drifts observed are about 200 µm,
and in the vast majority of the cases well below 100 µm. An
excellent reproducibility was attained from the mechanics
and electronics point of view.

EXPERIENCE WITH NEW COLLIMATOR
HARDWARE

New collimator hardware was installed in LS1 and during
each yearly stop for tests and design validation with beam
in the framework of the High Luminosity Large Hadron
Collider (HL-LHC) project [37] and to explore new collima-
tion system schemes. A complete crystal-based collimation
system was installed (one crystal per beam and per plane),
as well as a low-impedance TCSPM prototype, four col-
limators with embedded wires and a TCP with embedded
BPMs on Beam 1. The new hardware had no impact in the
availability and performance during standard operation and
tests were successfully performed. In the following para-

graphs the most relevant achievements with these devices
are summarised.

Crystal-based collimation system
In this new collimation scheme a bent crystal is used as a

primary collimator. The beam halo particles are channeled
between the crystal planes and deflected into a secondary
collimator. In LS1, two crystals were installed on Beam 1
and the system was finally completed in 2017 with two more
crystals on Beam 2. First tests were performed with proton
and Pb ion beams in 2015-2017 [38, 39]. In 2018 several
MDs were dedicated to study operational aspects of the full
system with proton (MD 3327 and MD 4168) [40,41] and ion
beams (MD 4167) [42]. All crystals have been characterised
and a complete loss map campaign was performed with
different settings to assess the efficiency of the system as a
function of the collimator settings. In addition, the crystals
were kept in channeling during dynamic operational phases
such as the energy ramp and the squeeze. Moreover, some
tests were performed as part of the intensity ramp up during
the Pb ion run commissioning and the crystals were inserted
with 640 bunches and operationally deployed for several
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hours at the end of the fill and more details on the tests
performed are given in [43, 44].

With the crystal-based collimation system, in general an
improvement of the cleaning inefficiency in the IR7 DS and
along the ring is observed with respect to the standard collim-
ation system cleaning. The improvement is more significant
for Pb ions due to the worsening observed with the standard
collimation system with respect to protons. Figure 17a and
17b shows the measured loss maps with the crystal-based
collimation and with the standard collimation system, re-
spectively, for Beam 1 in the horizontal plane. Detailed
analysis of all the data collected during the year is ongoing.

(a)

(b)

Figure 17: Crystal-based collimation system (a) and standard
collimation system (b) LM for Beam 1 in the horizontal
plane.

Furthermore, the performance of the system was invest-
igated by means of simulations and experimental tests to
asses the special high-β∗ physics run. The crystal-based
collimation system was used in operation successfully for
the first time in physics [43,44]. More details are given in
the next section.

TCSPM collimator prototype
In 2017, a TCSPM collimator prototype was installed

in the LHC on Beam 2 in a slot adjacent to the secondary
collimator TCSG.D4R7.B2 [45]. The jaws of the TCSPM
collimator prototype are made of MoGr and the surface of
the jaw is coated with three different materials (Mo, MoGr
and TiN) in separated stripes as can be seen in Fig. 18.

An extensive campaign of tune-shift measurements with
all TCSPM coating materials was performed during 2017

Figure 18: TCSPM prototype with the different coatings
materials indicated.

and 2018 to benchmark impedance models against meas-
urements. A reduction of the impedance was observed as
expected from the theoretical models for the MoGr coat-
ing [33], but some discrepancies were observed between
measurements and the theoretical models. Further investiga-
tions were performed and the source of the discrepancies was
found in the micro-structures of the coating. The experience
gained has been incorporated in to the design specification of
the TCSPM coating layer. These new secondary collimators
will be installed in LS2.

The TCSPM prototype has been used as an operational
collimator at nominal settings in 2018. The detailed analysis
of the performance of the TCSPM-prototype was reported
in [46]. For all the 2018 proton fills, the sum of the TCSPM
adjacent BLM signal divided by the time duration of the
particular point of the cycle (adjust, energy ramp, squeeze
and stable beams) is shown in Fig. 19a in comparison to
the BLM signal of the closest secondary collimator. No
significant differences were observed between the signals
at the TCSG and the TCSPM. Furthermore, the analysis of
the temperature of the two jaws for the different points in
the cycle is also shown in Fig. 19b for the proton run. The
temperature fluctuations observed along the year are within
one degree for protons and below half a degree for ions. The
jaw position reading from the LVDTs all along the ramp
were also monitored and were found to be very stable over
all the fills. The TCSPM prototype jaw movement was very
reproducible and no abnormal behaviors were observed. Al-
together, despite of some initial concerns about the vacuum
point of view the prototype worked very well in all aspects
relevant to operation.

Collimators with embedded wires
One tertiary collimator (TCTPH.4R5.B2) and a collimator

for physics debris (TCL.4L5.B2) were replaced on Beam 2 in
IR5 by tungsten collimators with in-jaw wires in 2016 [47].
The goal was to demonstrate that it is possible to compensate
or alleviate the long-range beam-beam effects by powering
the DC wires in the framework of the HL-LHC project. In
addition in 2017, two other collimators were replaced in
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(a)

(b)

Figure 19: (a) TCSPM and TCSG adjacent BLM signal sum
divided by the time duration of the particular point of the
cycle (adjust, energy ramp, squeeze and stable beams) for all
the 2018 proton fills. (b) TCSPM temperature monitoring at
the different points of the cycle for all the proton run fills. In
this plot the boxes extend from the lower to upper quartile
values of the data with a red line at the median. The whiskers
extend from the box to show the range of the data between
the maximum and minimum values.

Beam 2 in IR1 (TCTPV.4R1.B2 and TCLVW.AL5.B2). In
2017 and 2018 an extensive experimental campaign carried
out and the main results published in [48]. During the MDs
the collimators could be used reliably at high wire current.
The performance of these collimators was smooth and reli-
able all along the run and no impact was observed during
normal operation. These collimators will remain in the LHC
for Run 3 but they will be moved to different locations [49].

TCP.C6L7.B1 with embedded BPMs
The horizontal TCP for Beam 1 (TCP.C6L7.B1) was re-

placed in 2017 by a prototype equipped with BPMs [50]
in order to consolidate this collimator design for the future
LHC TCPs. These collimators are exposed to a high radi-
ation dose and it was important to test the performance of
the embedded BPMs with beam. A very good performance
of the prototype and the embedded BPMs was observed all
along the 2017 and 2018 operation.

COLLIMATION PERFORMANCE
DURING SPECIAL RUNS

The LHC collimation system is essential also for special
runs such as the van der Meer scans, for precise luminosity
calibrations, and the high-β∗ runs, for forward physics. In

particular, in 2018 the research and work performed on the
development of an optimum collimation scheme made it
possible to accomplish the goals of the high-β∗ run phys-
ics program experiments at injection. In this section we
will focus on the main achievements during the high-β∗ run
physics.

Collimation performance during high-β∗ runs
The LHC forward physics program of CMS-TOTEM and

ATLAS-ALFA requires special high-β∗ optics [51]. In this
configuration, the beam is de-squeezed (the β∗-function
at the collision point of the high luminosity experiments
ATLAS and CMS is increased) in order to minimise the
divergence at the IP to measure the proton-proton elastic-
scattering at small angles. In these low beam intensity runs,
the XRP detectors located at about 200 m from the IPs are
placed as close as possible to the beam. Special collim-
ator settings are needed in order to minimise the aperture
budget tighten by the collimation system while granting a
satisfactory performance. The main role of the collimation
system during the high-β∗ runs is to reduce experimental
background and not to protect the machine because the in-
tensity is very low.

In Run 1, a large amount of background was present at
the XRPs, which made the data analysis more difficult. In
Run 2, a different collimator configuration was proposed in
order to reduce the background at the XRPs. In the 2016
high-β∗ run at 6.5 TeV, a single-stage system was used with
a tungsten collimator as a primary stage [52]. This scheme
was not sufficient for the 2018 high-β∗ run at injection en-
ergy, where far too high backgrounds were observed at the
ALFA experiment in initial tests. Therefore, a new two-stage
cleaning system was developed, fitting both the primary and
secondary collimation stages (both made of tungsten collim-
ators), as well as the XRPs, within 0.5 σ. Figure 20 shows
the 2018 collimation system settings deployed in units of
beam size, σ.

In addition, the novel collimation crystal-based system
was investigated by means of simulations and experimental
tests. In this configuration, the crystals replace the primary
collimators and TCTs are used for the secondary collimation
stage. Promising results were obtained, and in the last 2018
special physics run the crystal-collimation scheme was used
in operation in combination with the standard collimation
system. The beam intensity during the last 2018 high-β∗ run
is shown in Fig. 21 where the fills operated with the standard
and crystal-based collimation system are indicated. The two
systems could be alternated in a very efficient way.

Very good results were obtained with both schemes
providing a reduction of the background in the ALFA ex-
periment by a factor 1000. The standard system worked
well for both experiments but an increase of the background
was observed with time due to the repopulation of the beam
halo. This problem was solved by performing beam halo
scrapings. With the crystal-based system there was no need
to perform the scrapings. The crystal-based system provided
excellent results for TOTEM for both background rate and
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Figure 20: High-β∗ run collimator settings in comparison to
the 2018 nominal settings for high-luminosity physics. Note
that for the high-β∗ run the gaps in mm are still larger than
for the nominal high luminosity physics ones.

distribution. For ALFA the background rate was improved
but a problematic distribution was observed. The latter, was
further investigated and the origin of the problematic spatial
background distribution identified. The data could be used
by applying some analysis and the settings can be optimised
in the future to improve also the background distribution of
the ALFA experiment [53].

RUN 3 COLLIMATION LAYOUT AND
OPERATIONAL IMPLICATIONS

In the framework of the HL-LHC consolidation project,
the LHC collimation system will undergo relevant upgrades
[54] during LS2 to deal with the brighter beams foreseen by
the upgrade of the injectors (LIU) [55].

The main upgrades aim to reduce the impedance induced
by the collimation system and to improve the beam halo
cleaning in IR7. In order to reduce the impedance, two
new primary collimators with jaws made of MoGr and four
secondary collimators with Mo-coated MoGr jaws will be
installed for each beam in IR7. All new collimators have
been designed with embedded BPMs. In order to improve
the cleaning one dipole magnet per side of IR7 will be re-
placed by two 11 T dipoles with a TCLD collimator in
between. In addition, a TCLD collimator per beam, without
the 11 T dipoles, will be installed in IR2 for the heavy-ion
runs. These collimators aim to absorb the Bound Free Pair
Production (BFPP) secondary beam produced in the lead
ion collisions [56–59]. The BFPP beam is lost in the DS
after the IP and such losses increase the quench risk in the
DS SC magnets and limits the achievable Pb luminosity.

For ATLAS and CMS a method based on orbit bumps was
implemented for the first time in 2015 to move the losses
from the SC magnets to the empty connection cryostat. In
2018, this method was also used and provided a very good
performance with a maximum peak luminosity reached in
ATLAS and CMS of 6×1027 cm−2 s−1 (the HL-LHC design
luminosity is 7×1027 cm−2 s−1). In IR2, this solution does
not work because of the different quadrupole polarities in
the different IRs and because of that the TCLDs will be
installed.

In addition, in IR7 the MQWA.E5[L,R]7 magnets will be
replaced by shielding and a passive absorber because of the
expected risk of failing since they are highly exposed to radi-
ation. The powering of the Q5 modules will be re-configured
to restore a proper optics. The change is necessary to limit
the dose to the first module and re-establish a sufficient pool
of spares.

From the operational point of view, after LS2, all the new
collimators, such as the TCPs and TCSPMs with embedded
BPMs and the TCLDs based in a new design, will have to
be commissioned without and with beam. The collimator
embedded BPM system will have to be validated for good
polarities and position measurements including the new sys-
tems. Furthermore, the new hardware logging variables will
have to be implemented in LSA and in the data base and the
performance of the collimator controls validated as well.

CONCLUSIONS
For both protons and Pb ions the performance of the col-

limation system was very good all along Run 2 accommod-
ating higher stored energies and many different machine
configurations as can be seen in Fig. 6. For protons, the
cleaning inefficiency was improved thanks to the tighter col-
limator settings implemented progressively. For Pb ions the
cleaning performance of the collimation system was similar
all along Run 2 but the stored beam energy was higher in
2018 and 7 out of 48 fills were dumped by high losses in the
betatron-cleaning insertion caused by orbit oscillations at
frequencies of about 10 Hz whose origin is under investiga-
tion. This underlines the need for a solution for future runs at
higher intensity. In the short heavy-ion runs, the availability
is crucial and every fill contributes significantly to the total
integrated luminosity. For both, proton and ion runs, the
stability, reproducibility and availability of the collimation
system was very good. In 2017 and 2018 the downtime
caused by collimator-related hardware was below 2 hours.
This was very important for operation and very remarkable
for a system in a high radioactive environment.

Relevant improvements have been made for speeding up
the commissioning activities especially concerning the align-
ment of the collimators. A fully-automatic parallel collim-
ator alignment software has been developed and validated as
well as a fully-automatic angular alignment software. This
could be crucial for tightening the hierarchy margins in fu-
ture operations.
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Figure 21: Beam intensity during the 2018 high-β∗ run where the fills operated with the standard (STD) and crystal-based
(CRY) collimation system are indicated.

New collimation hardware has been installed in Run 2 to
consolidate the design of collimator prototypes in view of
the HL-LHC project as well as to perform R&D towards
new collimation schemes. The crystal-based collimation
scheme provided in general an improvement of the cleaning
inefficiency and was used operationally for the first time in
the last 2018 high-β∗ physics run.

Part of the HL-LHC hardware upgrades will be installed
during LS2 and will contribute to dealing with brighter
beams in Run 3.
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