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Protons and heavy-ion beams at unprecedented energies are brought into collisions in the CERN Large
Hadron Collider (LHC) for high-energy experiments. The LHC multistage collimation system is designed
to provide protection against regular and abnormal losses in order to reduce the risk of quenches of the
superconducting magnets as well as keeping background in the experiments under control. Compared to
protons, beam collimation in the heavy-ion runs is more challenging despite the lower stored beam
energies, because the efficiency of cleaning with heavy ions has been observed to be 2 orders of magnitude
worse. This is due to the differences in the interaction mechanisms between the beams and the collimators.
Ion beams experience fragmentation and electromagnetic dissociation at the collimators that result in a
substantial flux of off-rigidity particles that escape the collimation system. These out-scattered nuclei might
be lost around the ring, eventually imposing a limit on the maximum achievable stored beam energy. The
more stringent limit comes from potential quenches of superconducting magnets. Accurate simulation tools
are crucial in order to understand and control these losses. A new simulation framework has been developed
for heavy-ion collimation based on the coupling of the SIXTRACK tracking code, which has been extended
to track arbitrary heavy-ion species, and the FLUKA Monte Carlo code that models the electromagnetic and
nuclear interactions of the heavy ions with the nuclei of the collimator material. In this paper, the
functionality of the new simulation tool is described. Furthermore, SIXTRACK-FLUKA coupling simulations
are presented and compared with measurements done with 208Pb82þ ions in the LHC. The agreement
between simulations and measurements is discussed and the results are used to understand and optimize
losses. The simulation tool is also applied to predict the performance of the collimation system for the high-
luminosity LHC. Based on the simulation results and the experience gained in past heavy-ion runs, some
conclusions are presented.
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I. INTRODUCTION

At the CERN Large Hadron Collider (LHC) [1], proton
and heavy-ion beams are brought into collision for high-
energy physics experiments. Unavoidable losses occur in
colliders due to the interaction of the main beam with
residual gas in the beam pipe, the collision of the beams at
the interaction points, instabilities, resonances, or due to
the diffusion mechanisms driven by electron cloud and
beam-beam interactions, just to name a few. The LHC

multistage collimation system [2–6] is designed to protect
the LHC hardware against regular and abnormal beam
losses. In particular, the collimation system has to protect
the superconducting magnets that risk quenching, changing
their state from superconducting to normal conducting,
reducing as a consequence the available time for physics
data acquisition. In addition, the collimation system also
has to keep the background in the experiments under
control [7,8]. For heavy-ion beams a degraded collimation
cleaning efficiency is expected. This is due to the nuclear
fragmentation and electromagnetic dissociation processes
occurring at the collimators that generate a large spectrum
of secondary nuclei with a different charge-to-mass ratio
with respect to the main beam. Some of these fragments can
escape the downstream collimation stages and be lost at
other locations around the ring [9–12]. In order to evaluate
the performance of the collimation system the collimation
cleaning efficiency is calculated as the sum of the energy

*nuria.fuster.martinez@cern.ch

Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license.
Further distribution of this work must maintain attribution to
the author(s) and the published article’s title, journal citation,
and DOI.

PHYSICAL REVIEW ACCELERATORS AND BEAMS 23, 111002 (2020)

2469-9888=20=23(11)=111002(23) 111002-1 Published by the American Physical Society

https://orcid.org/0000-0002-7001-944X
https://orcid.org/0000-0001-9045-7255
https://orcid.org/0000-0003-4764-771X
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevAccelBeams.23.111002&domain=pdf&date_stamp=2020-11-06
https://doi.org/10.1103/PhysRevAccelBeams.23.111002
https://doi.org/10.1103/PhysRevAccelBeams.23.111002
https://doi.org/10.1103/PhysRevAccelBeams.23.111002
https://doi.org/10.1103/PhysRevAccelBeams.23.111002
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


lost at a given location, s, per unit length, normalized by the
maximum energy lost in the ring within a distance Δs,
Emax, as

ηðsÞ ¼
P

iEiðsÞ
ΔsEmax

; ð1Þ

where Ei is the energy of the ion i lost within a distance Δs
around the position s. In the LHC heavy-ion runs, a
reduction by a factor 100 of the collimation cleaning
efficiency has been observed in comparison to protons,
which is not fully compensated by the lower stored beam
energies reached during these runs [13–16]. This makes the
collimation of heavy ions, which typically are operated
during one month per year, more challenging.
In 2018, 208Pb82þ ion beams were accelerated to an

energy of 6.37 Z TeV1 in the LHC [17]. The stored beam
energy reached by the ions was 13.3MJ, which is well
above the design value of 3.8 MJ [1] and what was
previously achieved at the LHC [15,18]. In the 2018
208Pb82þ ion run, no magnet quenches were recorded
due to collimation losses from circulating beams, but seven
out of 48 fills were dumped due to high losses in
collimators caused by orbit oscillations [19]. These beam
dumps could be avoided by a better collimation cleaning
efficiency. This underlines the need for a solution for future
runs where even higher intensities are envisaged by the
high-luminosity LHC project (HL-LHC) [20].
The development of accurate simulation tools is crucial

to understand and control the secondary fragments gen-
erated at the collimators, quantify possible limitations, and
elaborate mitigation strategies for future runs. Significant
progress has been made in the past years to improve the
accuracy of the heavy-ion collimation simulation tools. In
this paper, a new heavy-ion simulation tool developed

based on the coupling of the SIXTRACK tracking code
[21,22] and the FLUKA [23,24] Monte-Carlo program,
similar to the development of simulation tools for protons
[25,26] is presented. In addition, the performance of the
LHC collimation system, simulated with the SIXTRACK-
FLUKA coupling tool, is presented and compared to
measurements for different scenarios for a better under-
standing and optimization of losses in the LHC. Further-
more, using this new tool, the performance in future
configurations is predicted. The paper is organized as
follows. First, the LHC collimation system is described
in Sec. II as well as the measurements performed at the start
of every run to qualify the performance of the collimation
system. These measurements are later used for the com-
parison with simulations. In Sec. III the heavy-ion colli-
mation simulation state-of-the-art tools are presented and
the functionality of the SIXTRACK-FLUKA coupling frame-
work is described. In Sec. IV, the methodology followed to
perform the analysis of the simulations and the simulation
setup are described. In Sec. V, SIXTRACK-FLUKA coupling
simulations are presented and compared to measurements
from the 2018 208Pb82þ ion run, and operational applica-
tions are discussed. In addition, detailed simulations
performed with FLUKA and more complete geometries
are compared to measurements performed in the 2015
208Pb82þ ion run and the agreement is discussed. In the last
section, the simulation tool is used to predict the cleaning
performance of the collimation system for the future
upgraded HL-LHC configuration.

II. HEAVY-ION BEAM COLLIMATION
AT THE LHC

The LHC multistage collimation system is organized
in a well-defined hierarchy, based on their opening, with
different collimator families as illustrated in Fig. 1, where

FIG. 1. LHCmultistage collimation system scheme where the different collimator families are indicated. Normal conducting (NC) and
superconducting (SC) apertures are depicted in red and blue, respectively [12].

1Z is the charge number of the nuclei in the main beam.
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each individual collimator consists of two movable jaws
with the beam passing in the center. The preservation of the
hierarchy between families is a prerequisite to ensure a
good performance of the system.
The first family is made of primary collimators (TCPs),

which are the closest ones to the beams and have their jaws
made of carbon-fiber composite (CFC). The second family
is composed of secondary collimators (TCSGs), also made
of CFC, followed by the active absorbers (TCLAs), made
of Inermet-180 (heavy tungsten alloy), which are placed to
absorb particles out-scattered by the TCPs (secondary and
tertiary beam halo). These collimators are installed in two
insertion regions (IRs): IR7 for betatron cleaning and IR3
for off-momentum cleaning. Then, tertiary collimators
(TCTs) made of Inermet-180, are installed upstream of
the experimental IRs. These collimators aim to absorb the
tertiary betatron beam halo and to provide passive protec-
tion of the aperture of the triplet quadrupoles of the final
focusing system, as well as to control the experimental
backgrounds. Downstream of the experiments other tertiary
collimators are installed to absorb the debris from the
collisions (TCLs). Furthermore, two other CFC collimators
per beam (TCSP, TCDQ) are installed in the extraction
region (IR6) for beam dump protection. These collimators
must ensure the protection of the machine in case of beam
dump failures (BDFs) [27–30]. The full 2018 LHC
collimation layout is depicted in Fig. 2 for the two
counterrotating LHC beams called beam 1 (B1) in blue
and beam 2 (B2) in red.

The LHC operational cycle consists of different proc-
esses. The beam is injected into the ring with an energy of
450 ZGeV. During the “ramp and squeeze” the beam
energy is increased up to its maximum of the run while the
β functions at the collision points (β�) are decreased, which
is called “squeeze.” Once at top energy (this static point in
the cycle is referred to as “flattop” in the following) the
squeeze continues in a separate process to reach the
minimum β�, which is possibly different for the four
experimental points. Finally, in the last process that takes
place after the end of the squeeze, the beams are brought in
collision in the experiments in IR1=2=5=8 (see Fig. 2), the
end point of this process is called “physics.”
Before high-intensity beams are allowed in the machine,

the performance of the collimation system is validated. This
is done at each static point of the LHC cycle (injection,
flattop, end of squeeze, and physics) by deliberately
inducing losses using a safe, low-intensity beam and
observing the resulting loss pattern. For the betatron
cleaning, losses are induced by blowing up the beam in
the transverse planes with the transverse damper that can
inject bandlimited white noise in the beam [32]. For the off-
momentum cleaning validation, losses are induced by
shifting the frequency of the radio frequency (rf) system.
The losses occurring around the ring are recorded by beam
loss monitors (BLMs) [33,34]. Then, the BLM signals are
plotted as a function of the location in the ring, s, and the
losses are classified as cold (blue), warm (red) or collimator
(black). The cold losses refer to losses in the aperture of SC
magnets while the warm losses refer to losses in NC
magnets and other equipment at room temperature. For the
purpose of evaluating the collimation cleaning, the BLM
signals are normalized by the highest BLM signal mea-
sured in the ring, which is typically measured in IR7 where
primary beam losses are intercepted. The resulting loss
distribution is called a loss map. These loss maps have been
used to evaluate the agreement between measurements and
simulations performed with the new SIXTRACK-FLUKA
coupling simulation tool.
As an example, in Fig. 3 the 2018 full ring [3(a)] and IR7

[3(b)] horizontal betatron loss maps for B1 are shown for
protons (top) and 208Pb82þ ions (bottom). These loss maps
were performed with colliding beam optics. The highest
cold spikes are found in three clusters downstream of the
collimation system in the dispersion suppressors (DS)
indicated in Fig. 3 as DS1 (s ¼ 1150–1210 m), DS2
(s ¼ 1230–1300 m) and DS3 (s ¼ 1390–1410 m). As
can be seen in Fig. 3 the collimation cleaning efficiency
in the three cold clusters in IR7 worsens by 2 orders of
magnitude for 208Pb82þ ions as compared to protons. This
worsening in the DS clusters is dominated by the energy
lost by the heaviest ion fragments produced in the primary
collimators such as 207Pb and 206Pb, mainly because they
have among the highest production cross sections and a
total energy deviation with respect to the reference ion

FIG. 2. 2018 LHC collimation system layout [31] for B1 (in
blue) and B2 (in red). The names and locations of the different
IRs are also indicated.
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species that is small enough to reach the cold magnets in the
DS where the acceptance is expected to be about 1%.
In the LHC, the validation of the collimation system

performance is completed with asynchronous beam dump
failure (ABDF) tests, which is a type of BDF scenario, in
order to validate the protection of the machine by the
collimation system during such failures. This critical failure
occurs when there is a dump of the beam out of synchro-
nization with the abort gap [gap without beam that allows
the extraction kicker magnets (MKDs) to rise up to full
field]. Miskicked bunches could cause fast high losses with
consequent risk of damage of sensitive components. The
most exposed elements are the collimators made of
tungsten (TCTs and TCLAs) and the triplets that need to
stay sufficiently in the shadow of the TCDQ and the TCSP
collimators. These measurements are also an essential part
of the beam commissioning after long periods without
beam or following relevant changes in the hardware or in
the machine configuration. For these tests, a single bunch is
injected close to the abort gap and the orbit is bumped away
from the TCDQ to simulate the maximum allowed orbit
excursion in the extraction region. Then, the rf is switched
off, thus allowing the beam to debunch and drift into the
abort gap. This is monitored and when the beam fills the
abort gap the beam is dumped by the operators. The
resulting loss maps generated are analyzed to evaluate
the performance of the collimation system in such failure
scenarios. This type of loss map has also been used to
benchmark the simulation framework presented in
this paper.

Data from two different heavy-ion runs are used in this
work. The first set of data is from the most recent Pb-Pb run
in 2018 at the energy of 6.37 Z TeV [17]. The second set of
data used in the study is from a SC magnet quench test
performed on the 13th of December 2015 with 208Pb82þ
ions [14,35]. This test was performed in order to measure
the quench limit of the SC magnets in IR7, which are
expected to quench with an instantaneous power load of
15 kW. In such measurements, very high losses were
produced at the primary collimator using the transverse
damper, with the aim of quenching the IR7 DS magnets
with the collimator debris in a controlled manner. B2 and
the horizontal plane were used for the experiment in which,
for the first time in the LHC, a magnet quench was achieved
with beam losses from collimators in a controlled way. The
better understanding of the quench limit and agreement
with expectations allows pushing the maximum stored
beam energy in the machine and defines upgrade require-
ments for the LHC collimation system. These measure-
ments offered a unique opportunity to benchmark
simulations and measurements with very high resolution
as the high losses cause a high signal-to-noise ratio. The
main beam parameters and collimator settings for both runs
are summarized in Tables I and II.
To calculate the collimator settings in units of beam

size, σ, the normalized LHC design emittance for protons,
ϵPN ¼ 3.5 × 10−6 m rad is used. In order to define compa-
rable collimator settings for the ion beams the same
geometrical emittance has to be used. Therefore an equiv-
alent normalized ion emittance ϵIN is calculated taking into

(a) (b)

FIG. 3. Measured horizontal B1 full ring (a) and IR7 zoom (b) loss maps performed with colliding 6.5 TeV proton (top) and
6.37 Z TeV 208Pb82þ ion (bottom) beams. In the IR7 zoom, the three clusters in the DS in which the highest cold loss spikes around the
ring are observed, are indicated as DS1 (s ¼ 1150–1210 m), DS2 (s ¼ 1230–1300 m) and DS3 (s ¼ 1390–1410 m). Note that the
layout has been started in IR7 with the vertical TCP located at s ¼ 650 m. On the top of (b) the different layout elements are indicated:
dipoles (light blue), focusing quadrupoles (blue), defocusing quadrupoles (red), sextupoles (green) and collimators (black).
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account their corresponding relativistic factor, γI, such that
the following relation is satisfied:

ϵPN
γP

¼ ϵIN
γI

: ð2Þ

The normalized emittance value calculated using Eq. (2) for
208Pb82þ is shown in Table I and used to generate the
corresponding beams for the simulations presented in Sec. V.

III. HEAVY-ION COLLIMATION SIMULATIONS

Heavy-ion collimation simulations must include both a
high-precision particle tracking and (repetition) a good
modeling of the different nuclear interaction processes of
heavy ionswith the collimatormaterial, in particular electro-
magnetic dissociation and nuclear fragmentation, as well as
an accurate tracking of the nuclear beams and out-scattered,
off-rigidity fragments through the magnetic lattice.
A first software tool, ICOSIM [36] was developed in 2004.

The comparison of loss maps simulated with ICOSIM and
LHC BLM measurements showed that the approximated
physics models and optical tracking used in this software
are adequate to identify some collimation issues, but not
detailed enough to model accurately the collimation of
heavy ions in the LHC [10,14].

In this article, we present a new simulation tool that on
one hand can accurately track any heavy-ion species, and
on the other hand simulates the ion-matter interactions for
all tracked particles in all collimators. To achieve this, the
particle tracking is done by SIXTRACK, which provides a
six-dimensional tracking of relativistic beams in high-
energy synchrotrons over many turns based on symplectic
tracking maps. A more generic approach of computing the
heavy-ion trajectories was developed by including in
SIXTRACK new maps for the tracking of multi-isotopic
beams, as described in the Appendix A.
The ion-matter interactions are handled by the

Monte Carlo code FLUKA [37] that has the most up-to-
date heavy-ion physics [38]. FLUKA is used to simulate
particle transport and the particle-matter interactions in a
user-defined 3D geometry. Full online coupling between
SIXTRACK and FLUKA was used [25,26]. This is described
further in Sec. III A.

A. Coupling between SIXTRACK and FLUKA

The existing framework for coupling SIXTRACK and
FLUKA [25,26] for protons was expanded to incorporate
multi-isotopic tracking [14]. The two simulation codes are
run in parallel and the exchange of particles between them

TABLE I. B1 2015 and 2018 208Pb82þ main optics and beam run parameters at flattop and physics static points of the LHC cycle.

208Pb82þ 208Pb82þ 208Pb82þ

Units 2018 flattop 2018 physics 2015 quench test

β� IR1=2=5=8 [m] 1=1=1=1.5 0.5=0.5=0.5=1.5 1=1=1=3
Half-crossing angle IR1=2=5=8 [μrad] 160=200=160= − 170 160=137=160= − 170 −145=137=145= − 250
Beam separation IR1=2=5=8 [mm] 1.1=6=1.1=2 0=0=0=0 1.1=4=1.1=2
IP shift IR1=2=5=8 [mm] 0=0=0=0 0= − 2= − 1.8=0 0=0=0=0
E [Z TeV] 6.37 6.37 6.37
ϵN [×10−6 m rad] 1.39 1.39 1.39

TABLE II. 2015 and 2018 208Pb82þ ion runs collimator settings for ϵPN ¼ 3.5 μm. L and R indicates the left and right jaw, respectively.
H and V correspond to horizontal and vertical planes, respectively.

208Pb82þ 2018 flattop 208Pb82þ 2018 physics 208Pb82þ 2015 quench test

(β� ¼ 100 cm) (β� ¼ 50 cm) (β� ¼ 80 cm)

Collimator Beam IR Half gap [σ] Half gap [σ] Half gap [σ]

H TCP B1 7 5 5.5(L)-5.0(R) 5.5
V TCP B1 7 5 5 5.5
H/V TCPs B2 7 5 5 5.5
TCSGs=TCLAs B1=2 7 6.5=10 6.5=10 8=14
TCP/TCSGs/TCLAs B1=2 3 15=18=20 15=18=20 15=18=20
H TCTs B1 1=2=5 15=15=15 11=9=9 37=37=37
H TCTs B2 1=2=5 15=15=15 9=9=9 37=37=37
V TCTs B1=2 1=2=5 15=15=15 9=9=9 37=37=37
TCTs B1=2 8 15 15 37
TCDQ=TCSP B1 6 7.4=7.4 7.4=7.4 9.1=9.1
TCDQ=TCSP B2 6 7.4=7.4 7.4=7.4ðLÞ-11.2 ðRÞ 9.1=9.1
TCL 4/5/6 B1=2 1=5 out/out/out 15=15=out out/out/out
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is done through a network port and a C library to handle the
communication between the codes. This significantly short-
ens the required simulation time compared to a reinitial-
ization of each code after each particle exchange. The basic
principle is illustrated in Fig. 4. At the start of every
collimator there is an extraction marker (red dots in Fig. 4),
and at this position the particle coordinates are sent to
FLUKA where the interaction with the collimator is simu-
lated. The implementation is done in such a way that the
number of particles sent back to SIXTRACK from FLUKA can
be both larger or smaller than the number of incoming
particles, in order to cover for cases where ion fragments
(or other secondary particles, if requested) are created or
absorbed. When all input ions have been tracked through
the collimator, the output distribution of particles at the end
of the collimator is sent back to SIXTRACK and reinjected
into the lattice at the dedicated injection markers (green
dots in Fig. 4) from which the tracking is continued in
SIXTRACK. The markers are set at the beginning and at the
end of each collimator tank.
The user setup for the FLUKA simulation part is done

through the generation of a standard FLUKA input file where
the 3D geometry of each collimator or user-defined
insertion device is defined. In this file the user can adjust
the physics settings for the simulations, such as energy cuts
and transport thresholds to be applied, or switch off
unnecessary physical processes to optimize the computa-
tional time. The particle types sent back from FLUKA to
SIXTRACK are also defined by the user. Typically, for
heavy-ion collimation studies only nuclear fragments are
considered because the fraction of energy carried by other
particles is very small (see for more detail Sec. IV).

FLUKA handles only the losses at the collimators. In order
to record the losses that happen in other locations around
the ring an online aperture check module was developed
[25,26] and added to the framework. This module checks
the trajectories of all tracked particles against an aperture
model with a default longitudinal precision value of 10 cm,
which can be set to any other desired value by the user.
The tracking stops as soon as the aperture is crossed and

the impact point is recorded as well as the ion type and
energy carried.

IV. SIMULATION SETUP AND ANALYSIS

We discuss two different types of simulations in this
article: betatron beam halo collimation cleaning, and BDF
scenarios.
For halo cleaning studies, the number of simulated halo

particles is about 3–6 × 106 initial heavy ions depending on
the case. Our simulations have been performed with a
monochromatic beam since the energy spread, typically
about 10−4, is negligible compared to typical effective
energy offsets resulting from nuclear fragmentation in the
primary collimator. In our scenario the 208Pb82þ ion frag-
ment with the smallest change of magnetic rigidity will
already have an effective energy offset of about 10−3. In the
noncollimation transverse plane a Gaussian distribution in
the range 0 − 3σ is generated, while in the collimation
plane a beam halo distribution matching the phase space
ellipse at the primary collimator is generated following the
method outlined in [6]. In addition, only the heavy ions
with a given impact parameter, b, defined as the distance
between the heavy ions impacting the collimator and the
surface of the collimator are selected. This means that the
halo particles hit the collimator already on the first turn, and
the physical mechanisms for the slow diffusion to larger
amplitudes (e.g., electron cloud, beam-beam interactions,
and intrabeam scattering to name a few) are not simulated,
as this would require too much computing power and it is
not relevant to evaluate the collimation system cleaning
efficiency.
The actual value of b in the LHC depends on the beam

loss process and it is not well known and may even vary
between runs. Simulations were performed with different
impact parameters for the colliding 2018 208Pb82þ optics for
both beams and both planes. As an example, Fig. 5 shows

FIG. 4. SIXTRACK-FLUKA coupling principle.

FIG. 5. Energy lost in the DS1 cluster as a function of b for
6.37 Z TeV horizontal and vertical 208Pb82þ ion beams using the
2018 colliding optics.

N. FUSTER-MARTÍNEZ et al. PHYS. REV. ACCEL. BEAMS 23, 111002 (2020)

111002-6



the energy lost in the IR7 DS1 (defined between s ¼
1150–1210m in Fig. 3) as a function of the impact
parameter. The observed losses in this cluster are higher
for lower impact parameters with a maximum at about
1 μm, with the reason being that at larger impact param-
eters, the distance traversed inside the collimator material
increases due to the angle of the beam envelope. This gives
a higher probability for multiple interactions from which it
is very unlikely that a heavy fragment can survive with a
magnetic rigidity close enough to the main beam so that it
can reach the DS. A similar behavior is observed on the
losses in DS2. From this study we could conclude that for
b ¼ 1 μm, the energy lost in DS1 is maximized for all cases
studied. Because of that, all simulations presented in the
following have been performed with b ¼ 1 μm, in order to
stay on the pessimistic side. More detailed studies can be
found in [14]. This is therefore a conservative approach for
this study and for predictions of performance for future
configurations.
For the purpose of the cleaning studies performed with

the SIXTRACK-FLUKA coupling, which are different to local
energy deposition studies, no magnetic rigidity cut is
applied on the produced fragments, while a particle trans-
port threshold cut of 1 TeV per nucleon is considered. The
particles with an energy lower than the 1 TeV per nucleon
threshold are assumed to be lost at the collimator since a
15% or lower effective energy variation is required in order
to reach the cold magnets in the DS section. Particles below
1 TeV per nucleon will already have an effective energy
variation significantly higher than 15%. In addition, the
MULSOPT FLUKA command was activated in order to take
into account the single scattering process. This process can
have a small impact on the cleaning efficiency since,
together with other processes, such as ionization energy

loss, determines for particles that have not a pointlike
interaction and survive a given turn, the impact parameter
in the following turn, thus the probability of being lost.
The energy lost at the collimators can be calculated as the

difference between the energy of all incoming particles,
passed to FLUKA for the interaction, and the surviving
particles sent back to the tracking. However, in this case the
collimator losses are overestimated, since some energy is
carried by particles that exit the collimator, but are not sent
back to SIXTRACK. In order to correctly estimate the energy
deposited in the collimators, the energy carried by these
particles is saved in a file at the exit marker of the
collimator. Then, this information is used in the postpro-
cessing to correct the losses at the collimators. The two
major contributing particle types are neutrons and protons.
To illustrate this and understand the impact of including

or not the tracking of protons generated at the collimators,
simulations have been performed with an initial population
of 3 × 106 208Pb82þ ions and the 2018 collision optics. The
simulations presented in this paper have been performed
with the FLUKA2011.x.8 and SIXTRACK v5 versions.
From the simulation results, giving the loss positions

around the ring, the lossmaps are constructed calculating the
cleaning inefficiency, ηðsÞ, using Eq. (1). For losses in warm
and cold elements, we use Δs ¼ 10 cm, corresponding to
the chosen resolution of the online aperture check algorithm,
while for collimators it corresponds to the collimator
active length of 0.6 m for TCPs, 1 m for TCSPs, TCLAs,
TCTs, TCLs and TCSPs; and 9 m for the TCDQ.
In Fig. 6, the full ring (left) and IR7 zoom (right)

horizontal loss maps for B2 2018 208Pb82þ collision optics
are shown without (top) and with (bottom) the tracking of
the protons. Small variations in the losses at the first
secondary collimators in IR7 [see Fig. 6(b)] are observed as

(a) (b)

FIG. 6. B2 horizontal full ring (left) and IR7 zoom (right) loss map for 2018 208Pb82þ ion colliding optics without (top) and with
(bottom) the tracking of the protons generated at collimators.
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well as more warm losses (red) in IR7, IR6 and IR3 due to
the generation of protons in the collimators. In the IR7 TCP
made of CFC about 14 protons are produced per impacting
ion. These protons are lost close to the origin collimator in
warm elements as can be seen in IR7 due to the magnetic
rigidity difference with respect to the reference heavy ion
of more than 99%. The same happens to the protons
originated at the TCSP and at the TCP in IR6 and IR3,
respectively. The magnitude of the observed differences in
collimators and cold losses is not significant when the
simulation and beam measurements are benchmarked,
as shown in Sec. V. Note that despite the correction for
proton and neutron energies, the result is still not the real
energy deposited in the collimator since the energy can
escape in the form of electromagnetic and hadronic
showers (e.g., pions, kaons, electrons, etc.), which are
not simulated. In the following simulations presented in
this paper, particles lighter than deuterium are not sent back
to SIXTRACK as it is expected that losses are mainly local in
IR7 while the simulation and postprocessing time is
considerably increased.
The SIXTRACK-FLUKA coupling framework can also be

used to perform simulations of beam dump failure (BDF)
scenarios. For these simulations a special SIXTRACK
module [39,40] is used to change dynamically the field
of the extraction kicker magnets (MKDs) during the
simulation, using realistic time-dependent kicks based on
measured wave forms [41]. As in Ref. [30], where similar
studies were performed for proton beams, we simulate
several consecutive Gaussian bunches centered on the
nominal closed orbit, each encountering different MKD
strengths. For the results presented in this paper a 75 ns
bunch spacing is considered; this implies that 44 bunches
are kicked during the rise of the MKD fields. The first
bunches receive small kicks and pass through the whole
ring, later bunches receive large kicks and hit the dump
protection collimator or are extracted from the machine
while the intermediate bunches are the ones that risk hitting
the machine aperture and sensitive collimators. Because of
that, only a small range of intermediate bunches (between
5–25) are simulated using a separate three-turn simulation
for each bunch. In the first turn, no MKD kick is
implemented. In the second turn the simulated bunch is
affected by the intermediate MKD kicks, different for each
bunch. In the third turn the maximum MKD kick value is
applied and the particles remaining on this turn are lost in
the extraction point. Note that only the ring losses are
of interest in this study and not the losses in the extrac-
tion line.
Different BDF modes can occur [42]: the single module

prefire (SMPF), in which one MKD module spontaneously
fires first and the remaining MKDs are then automatically
triggered after a short delay, and the ABDF mode in which
all MKDs fire simultaneously but at the wrong time when
the beam is passing. This last mode is the one measured in

the machine and for which comparison studies with
simulations have been performed and presented in Sec. V.

V. APPLICATIONS AND COMPARISON OF
SIMULATIONS WITH MEASUREMENTS

In this section, we show examples of applications of our
simulation setup to the LHC operation during the 2015 and
2018 Pb-Pb runs. The simulations demonstrated to be a
very good guide to understand the origin of the losses
in various complex configurations and to optimize the
collimator settings and formulate mitigation strategies.
Simulated and measured loss maps for the betatron clean-
ing and ABDF scenarios are compared and the agreement is
discussed. It should be noted that quantitative discrepancies
up to at least a factor of 10 can be observed in the
comparison of simulated and measured loss maps [6].
This is because the simulated loss maps show the sum of
the energy of the lost particles impacting on the aperture
around the ring, while the measured losses are taken from
the BLM signals. Since the BLMs measure the secondary
particles created in the showers, the ratio between local
losses and BLM signal can vary significantly between
different locations, depending on the materials and local
geometry as well as the impact distribution.
A more quantitative comparison between simulation and

measurements can be obtained with energy deposition
simulations of the local showers at critical loss locations
(e.g., with FLUKA), including the local geometry and the
BLM and hence better representing the BLM response.
However, this is only possible for a few locations and not
for the full ring due to the required resources to prepare
detailed local geometries and to the computational time. In
order to illustrate the improved quantitative agreement
when performing detailed energy deposition simulations,
IR7 results obtained with the full simulation chain (i.e.,
tracking and showering) for the 2015 Pb-Pb collimation
quench test are presented in Sec. V B. For the purpose of
this paper, it will be shown that the comparison based on
loss maps is adequate.

A. 2018 208Pb82 + ion run

During the commissioning of the 2018 Pb-Pb run, losses
were observed at the horizontal TCT (TCTPH) in IR1 in the
physics configuration (see Table II) that could potentially
cause high background or beam dumps [43]. An effort was
made to decrease these losses and the SIXTRACK-FLUKA
simulations were then used to understand the loss sources
and to propose mitigation measures.
The simulations showed that the losses at the TCTPH

consisted mainly of 207Pb82þ ions, which were created
inside the left TCP jaw (while moving in the beam
direction) and then bypassed all other collimators. The
207Pb82þ ion is the fragment with the smallest rigidity offset
and it stays within the acceptance of the arcs, so it can travel
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far along the machine circumference. In Fig. 7 the tracks of
207Pb82þ ions originated on the left (blue) and right (green)
TCP jaw are shown from the TCP to IR1 together with the
aperture model and collimators with the TCTPH indicated
in red. Fragments emerging from the two TCP jaws are lost
at different locations, because the betatron motion is either
amplifying or compensating the dispersive offsets depend-
ing on the starting betatron phase. This was an important
result from simulations that was tested and applied in LHC
operation. Note that this could not be found out only
through measurements as it is not possible to test many
different collimator configurations during the commission-
ing phase due to time constraints. Therefore, accurate
simulation results are crucial to anticipate possible issues
and elaborate loss mitigation strategies.
We therefore proposed to decrease the TCTPH losses by

either slightly retracting the TCTPH jaws, which was

possible since there was significant margin to the triplet
aperture, or by concentrating the primary losses on the right
TCP jaw only. The latter option could be achieved by
retracting the left TCP jaw by a small amount. Figure 8
shows a comparison of the simulated (top) and measured
(bottom) horizontal loss maps for B1 with both TCP jaws
closed to 5σ [Fig. 8(a)], with only the right TCP jaw closed
to 5σ and the left jaw opened to 36σ [Fig. 8(b)] and with
only the left TCP jaw closed to 5σ and the right jaw opened
to 36σ [Fig. 8(c)].
A very good qualitative agreement between simulations

and measurements is observed on the losses at the colli-
mators. The losses at the TCTPH in IR1 (at s ≈ 7500 m)
are reduced by more than 3 orders of magnitude when the
left TCP jaw is opened in both simulated and measured loss
maps. In addition, when the left TCP jaw is opened, no
losses are observed at the TCTPH in IR5 and at the TCSP in

FIG. 7. 207Pb82þ ion orbit from the TCP to IR1 together with the aperture model and collimators with TCTPH.4L1.B1 at 9σ half gap
highlighted in red for the 2018 208Pb82þ ion run physics optics.

(a) (b) (c)

FIG. 8. Horizontal B1 simulated (top) and measured (bottom) loss map with both TCP jaws closed to 5σ (a), with only the right TCP
jaw closed to 5σ (b) and with only the left TCP jaw closed to 5σ (c).

SIMULATIONS OF HEAVY-ION HALO … PHYS. REV. ACCEL. BEAMS 23, 111002 (2020)

111002-9



IR6 while the losses in the TCP in IR3 slightly increase, in
both simulations and measurements. Quantitatively, dis-
crepancies up to 1 order of magnitude are observed, for
example on the level of losses in the TCTPH in IR1 when
only the left TCP jaw is considered. These levels of
discrepancies are in the order of what is expected due to
the difference in BLM response as discussed in the
introduction of this section. In addition, note that no orbit
and machine errors are taken into account in the simu-
lations which could also contribute to these observations.
Concerning cold losses, spikes between IR7 and IR1

when both TCP jaws are in place, as seen in Fig. 8(a), are
observed in both simulations and measurements. These
losses are mainly coming from the left TCP jaw. The
longitudinal location of these spikes is in some cases
shifted or even absent in one of the two (measured or
simulated). These differences could be explained by aper-
ture or orbit displacements in the real machine that are not
reproduced in simulations. However, the location with the
highest amount of cold losses is very well reproduced as
can be seen in Fig. 9, where the simulated (top) and
measured (bottom) IR7 loss maps are shown. The losses at
the three clusters, named in Sec. II as DS1, DS2, and DS3,
where the locally generated dispersion function from the
TCP is beating with amplitudes between 0–2.1 m, are very
well reproduced by the simulations. Concerning the losses
at the collimators in IR7, quite good agreement can be
observed on the hierarchy, however in measurements the
signals are higher at the secondary collimators than at the
primary collimators, but not in simulations. This difference
with respect to the simulations could be due to the fact that
IR7 BLMs intercept showers also from losses further
upstream and to the BLM response, accounted for by a
second step of additional energy deposition simulations
discussed in Sec. V B where the quantitative agreement is
significantly improved.

To illustrate the differences between the loss map
generated by only the left TCP jaw and only the right
TCP jaw at 5σ, Fig. 10 shows the ratio of losses obtained in
simulations (green) and measurements (blue) between the
two loss maps at different locations. In general, a very good
agreement is observed with the trend in all depicted
locations between simulations and measurements, in par-
ticular since the BLM response is not included. Note that
the data cover several orders of magnitude.
Simulations have also been performed with the flattop

machine configuration with the optics, beam, and collima-
tor settings summarized in Tables I and II. The comparison
of simulated (top) and measured (bottom) loss maps for B1
in the horizontal plane is shown in Fig. 11.

FIG. 9. IR7 horizontal B1 simulated (top) and measured
(bottom) loss map for both TCP jaws at 5σ.

FIG. 10. Simulated (green) and measured (blue) ratio of losses
generated by the left and right TCP jaws at 5σ at different
locations. Note that only collimators with BLM signals above the
noise level are considered.

FIG. 11. Simulated (top) and measured (bottom) FT B1
horizontal 208Pb82þ ion beam loss map.
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A quite good qualitative agreement can be observed in
the losses at the collimators except for the losses on the
TCT in IR2 that are present in measurements, but not in
simulations. This could potentially be explained by various
imperfections, but a more detailed study would be required
to verify this hypothesis. Cold spikes between IR7 and IR1
are observed in both simulations and measurements and the
highest losses in the DS of IR7 are again well reproduced.
In comparison to the simulations performed with the

small-β� optics, less losses are observed at the TCTs in IR1,
IR2, and IR5 while in IR7 no significant changes are
observed, as expected, since in IR7 the optics and colli-
mator settings are the same for both optics.
ABDF failure measurements performed during the 2018

208Pb82þ ion commissioning have also been used to
evaluate the SIXTRACK-FLUKA coupling framework. In
measurements only an event similar to the ABDF failures
can be caused intentionally. As explained in [30] the SMPF
is the most critical failure mode, since more bunches are
kicked at the most critical amplitudes. Because of that, in
simulations also the SMPF has to be considered to evaluate
the most pessimistic failure scenario in terms of beam
losses around the machine and evaluate the amount of
losses on the most sensitive components. The SIXTRACK-
FLUKA coupling was used to perform simulations of such
failure scenarios, for the first time with ion beams.
As an example, in Fig. 12 the simulated (top) and

measured (bottom) loss maps, resulting from a 2018
ABDF test performed with 208Pb82þ ions and collision
optics, is shown. It should be noted that in both plots,
data from the two beams are superimposed, since the
experimental procedure is performed for the two beams

simultaneously. In addition, the simulated loss map is given
in number of protons for comparison with collimator
damage limit calculations performed for 6.5 TeV protons
in [44]. For Pb ions, we look at the total impacting energy
on the collimator and compare with the total impacting
proton energy that would cause damage. This approxima-
tion holds since the peak power deposition for 6.37 Z TeV
Pb ions on tungsten is driven by the hadronic shower,
which is similar for protons and ions. The energy loss from
ionization of the Pb ions is for this particular case well in
the shadow of the hadronic shower. Good qualitative
agreement is observed, with the main losses occurring this
time in IR6, downstream of the extraction, with about 1
order of magnitude lower losses in IR7. Losses are
observed also at the TCTs for B1 in IR1, for both beams
in IR2, and at a lower level for B2 in IR5. Cold spikes are
also observed in the arcs between IR8 and IR1 in both
simulations and measurements. As discussed at the begin-
ning of this section, the observed shifts in the longitudinal
axis could be due to orbit and machine imperfections.
Serious damage can be caused to the TCTs if the primary

and focused beam is intercepted (see [44] for the case of
protons). In order to ensure the protection of these
collimators for the operation at small β� when tight
TCTs settings are required, the fractional phase advance
between the MKDs and these collimators has to be within
30° from 0° or 180° with proton beams [30]. In Table III a
summary of the phase advance between MKDs and TCTs
(ΔμMKD−TCT) for both beams in the 2018 208Pb82þ optics is
presented. As can be seen, the TCTs in IP2 do not satisfy
the requirements. Because of that, it was important to
quantify the expected impacts for 208Pb82þ ion beams, in
order to conclude whether the phase advance could be
accepted. However, the 208Pb82þ ion beams used at the
LHC have a smaller bunch intensity and larger bunch
spacing than the proton beams and the phase advance
tolerances in such failure scenarios can be larger than for
protons.
A sensitivity study was done, simulating the accidental

losses as a function of the TCT half gap. This allows
establishing the proper margins when defining the colli-
mator settings, accounting for possible orbit errors during
operation as in [29].
In Fig. 13 the results of these simulations are presented in

the form of scaled energy lost at the TCTs in the different
IRs as a function of the TCT half gap for B1 (top) and B2

FIG. 12. Simulated (top) and measured (bottom) loss map for
an ABDF test with colliding beams during the 2018 208Pb82þ ion
run commissioning.

TABLE III. 2018 208Pb82þ ion run optics ΔμMKD-TCT summary
for B1 and B2.

IR ΔμMKD-TCTPH
B1 ΔμMKD-TCTPH

B2

1 176° 151°
2 223° 212°
5 162° 176°
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(bottom), with all other collimators set according to the
2018 physics configuration in Table II. The losses have
been calculated as the sum over all simulated bunches
normalized to the total energy simulated and scaled to the
real beam intensity in the machine for the number of
bunches simulated. The resulting energy has been
expressed in Joules.
In Fig. 13, the losses at the tungsten TCTs are compared

with the estimated damage limits for protons [44] obtained
from detailed energy deposition and thermomechanical
studies. The proton damage limit can be used in fairly
good approximation, since the hadronic shower is very
similar to the 208Pb82þ ions. While ionization energy loss
scales with Z2 and is thus much higher for nuclear beams, it
means it can only cause the peak energy deposition at very
small spot sizes. The purple dashed line indicates the plastic
deformation limit for primary and focused beam losses,
while the dashed black line corresponds to the plastic
deformation limit for secondary spread-out beam.
A flat dependence of the losses on the TCT setting can be

observed for all the TCTs down to a minimum half gap of
5.5σ. Only for the horizontal TCT in IP2 we observe a steep
rise when closing from 5.5σ to 5σ. This means that up to

this point all intercepted particles are from secondary
spread-out beam, out-scattered at large amplitudes by the
dump protection, as in Ref. [30], and the values are well
below the damage limit from secondary beam halo.
Notice that the discontinuity observed in Fig. 13 for the
TCTPH in IR5 (in green) could be explained by statistical
limitations since a different initial beam distribution is
generated for each bunch with only 12 × 104 208Pb82þ ions.
This indicates nearly no losses as the energy lost in the
simulations by one primary 208Pb82þ ion of 6.37 Z TeV
corresponds to 9.3 × 108 GeV in this plot. As can be seen
in Fig. 13 (bottom) for B2 losses are observed on the TCT
in IR1.
From these studies we could conclude that the losses at

the TCTs were well below the plastic deformation limits
(indicated in black and purple in Fig. 13) with an opera-
tional margin of 3.5σ between the operational TCT setting
and the settings at which there is a risk for damage for
the 2018 208Pb82þ ion collision optics, corresponding to the
abrupt change on the slope of the curves of Fig. 13. The
results show that the optics requirements, e.g., in terms of
MKD-TCT phase advance, for 208Pb82þ ion beams are less
stringent than the ones for protons in Ref. [30]. This is
mainly due to the much lower bunch charge and larger
bunch spacing, which both contribute to the lowering of the
total impacting energy. Note that the phase advance
window is larger for 208Pb82þ ions but not irrelevant since
one typical 2018 208Pb82þ ion bunch of 2 × 108 ions carries
18.4 kJ, which is significantly above the plastic deforma-
tion limit (5.6 kJ) and close to the fragment ejection limit
for equivalent proton energies.

B. 2015 208Pb82 + quench test

In a “collimation quench test,” losses on the primary
collimator are intentionally increased in a controlled way,
causing losses in the cold DS magnets immediately down-
stream of the collimation insertion that could potentially
cause a quench. The level of losses at which the quench
occurs, or the largest losses without quench, can be
compared with the estimated quench limit [45]. These
measurements provide almost ideal conditions for bench-
marking simulations due to the resulting high signal-to-
noise ratio and the control of the loss source. In addition,
further information from the quench experiment performed
in 2015 such as the power deposition in the SC magnet
coils could be gathered by means of combining the
measured loss rates with simulations which is of great
importance to evaluate possible limitations in future runs
with envisaged higher intensities. Figure 14 shows the
SIXTRACK-FLUKA coupling simulated (top) and measured
(bottom) horizontal B2 208Pb82þ ion full ring [14(a)] and
IR7 zoom [14(b)] loss map for the 2015 quench test
configuration, shown in Table I. Good qualitative agree-
ment can be observed in the losses at the collimators except
for the small amount of losses (about 10−4) observed in the

FIG. 13. Losses at the TCTs at the higher luminosity experi-
ments from simulation results of a SMPF mode scenario as a
function of the TCTs half aperture for B1 (top) and B2 (bottom).
Note that the discontinuity observed on the top plot green line is
due to statistic limitations and indicates nearly no losses at this
collimator. The energy lost by one primary 208Pb82þ ion of 6.37 Z
TeV in the simulations after the applied normalization and scaling
as explained in the text, corresponds to 1.5 × 10−1 J in this plot.
For B2 no losses are observed in the TCT in IR1.
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measured loss map on the TCT in IR5 that are not present in
simulations. Cold spikes between IR7 and IR5 are observed
in both simulations and measurements and the highest
losses in the DS of IR7 are again well reproduced.
As anticipated in the introduction of this section, an

improved quantitative comparison can be achieved by a
two-step simulation combining tracking and detailed
energy deposition studies. A similar approach was already
adopted in Ref. [45] for benchmarking BLM response
simulations for proton collimation losses. In a first step, the
SIXTRACK-FLUKA coupling was used to generate the
impact distribution of 208Pb82þ ions at the primary colli-
mator in IR7. In the second step, this impact distribution at
the TCP was employed as initial distribution for the FLUKA

energy deposition simulation with a detailed model of the
IR7 geometry and including all magnetic fields of the warm
and cold magnets in the FLUKA model. In these simulations,
the interaction of the particles with the primary collimator
material and the subsequent propagation of residual frag-
ments and electromagnetic and hadronic showers in the
surrounding machine hardware is modeled. Secondary
particles were transported until their kinetic energy fell
below 1 MeV (electrons, positrons), 100 keV (photons,
hadrons, muons) or 10−5 eV (neutrons). Detailed models of
the loss monitors used in the LHC (nitrogen-filled ioniza-
tion chambers with a sensitive volume of about 1500 cm3)
were included in the simulation setup to perform a
quantitative comparison with the measured BLM signals.
Since only a small fraction of secondary particles leak to
superconducting magnets in the DS and arc, separate
FLUKA shower simulations were carried out for the room
temperature and the cold accelerator region. To enhance the

statistical convergence in the latter case, the FLUKA sim-
ulation was split into two steps. In the first step, the
transport of secondary particles and ion fragments emerg-
ing from interactions in collimators was suppressed if they
could not reach the DS because of their magnetic rigidity.
In this way, a representative distribution of secondary
particles leaking to the cold region could be obtained since
the computational time for simulating particle transport in
the insertion region was significantly reduced. In the
second step, the showers induced by the particles lost in
cold magnets were simulated using the low transport
thresholds mentioned above. More details about this
simulation approach can be found in [46]. The two steps
were not necessary for obtaining BLM signals in the
insertion region itself since a good statistical convergence
could be achieved in a single step.
Figure 15 compares simulated and experimental BLM

signals in IR7, the neighboring DS, and the first arc cell.
The position of the primary and secondary collimators,
tungsten absorbers and magnets is indicated on the top of
the graph. The BLM signals are expressed per 208Pb82þ ion
intercepted by the IR7 collimators and eventually lost in
the machine. The simulation results represent the dose
scored in the active gas volume of the BLM models. The
experimental BLM dose values were derived by time-
integrating BLM signals over the entire loss duration and
by dividing the results by the number of ions lost from the
beam. The latter was determined from beam current
measurements, which provided a good estimate of betatron
losses in IR7 since the contributions of other loss mech-
anisms were much smaller. In total, about 1.4 × 109

208Pb82þ ions were lost during the experiment. The

(a) (b)

FIG. 14. Simulated (top) and measured (bottom) horizontal B2 full ring (a) and IR7 zoom (b) loss map for the 2015 208Pb82þ ion beam
collimation quench test.
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measured BLM dose values were also corrected for the
noise pedestal, which was obtained from a reference period
without beam just after the experiment. The noise con-
tribution was less than 1% for the highest signals at primary
and secondary collimators, and between 1% and 10% for
the highest signals in the DS and arc.
In general, the simulated BLM pattern reproduces well

the measured pattern, which spans several orders of
magnitude in losses, over more than 600 m. Qualitative
features like elevated BLM signals downstream of colli-
mators and the two loss clusters in the DS are well
reproduced. A good quantitative agreement, better than a
factor of 2–3, can be observed for most BLMs at primary
and secondary collimators. The simulation systematically
underestimates, however, measured signals in the second
half of the insertion region and in the cold accelerator
region up to the Q11. The simulated signals in the DS are
on average about 4 to 5 times lower than the measured ones.
This can possibly be attributed to the assumed 208Pb82þ
impact distribution on TCPs and to machine imperfections
that are not taken into account in the model. As shown in
[14], the chosen maximum impact parameter of 208Pb82þ
ions on the TCPs influences the number of fragments
leaking to the DS. In the present study, the maximum
impact parameter was assumed to be 2 μm. If the actual
value was smaller, then this could have lead to a higher
leakage as can be seen in Fig. 5. In addition, machine
imperfections like collimator tilts can also affect the colli-
mation inefficiency. Imperfections could also be the main
reason why the leakage of single diffractive protons to the
DS was underestimated by about a factor of 3 in previous
proton benchmark studies [45,47]. As shown in [46], the
agreement for protons notably improved if primary colli-
mators were assumed to be tilted. Qualitatively, a similar
effect is expected for the leakage of 208Pb82þ fragments.
Despite the observed underestimation in Fig. 15 the results

are nevertheless considered remarkable, given the complex-
ity of the simulation chain and the large variation of BLM
signals, which span over many orders of magnitude.

VI. HL-LHC EXPECTED PERFORMANCE

The LHC run 1 (2010–2013) [48] and run 2 (2015–2018)
[15] collimation operation was very satisfactory, with no
collimation-induced quenches, however relevant upgrades
are necessary to cope with the beams foreseen by the
HL-LHC project [49,50], which aims at increasing the
integrated proton and heavy-ion luminosity collected by
the LHC experiments by a factor 10 over twelve years. To
reach this goal, it is, among others, foreseen to use a higher
proton-bunch population at injection of about 2.3 × 1011

and to increase the number of bunches in the heavy-ion
operation from 733, as used in 2018, to 1232, thanks to a
shorter 50 ns bunch spacing [51].
To cope with these high-intensity beams, some upgrades

are planned for the collimation system with the aim of
reducing the impedance contribution from the collimation
system, to improve the cleaning efficiency in IR7, and to
protect the experimental IRs from physics debris. The
planned upgrade to improve the cleaning in IR7 is
motivated mainly by predicted limitations in the HL-
LHC collimation performance with heavy-ion beams.
This limit is more constraining for 208Pb82þ ion beams
than for proton beams in spite of the factor 35 lower stored
beam energy carried by the 208Pb82þ ion beams, due to the
observed worsening of the IR7 cleaning performance (see
Fig. 3). Based on energy-deposition studies [52], the
observed heavy-ion losses in simulations in the DS down-
stream of IR7 (see Fig. 17 top graph) scaled up to HL-LHC
intensities are above the quench limit for beam lifetime
drops below the design value of 12 minutes. To overcome
this limitation, one new collimator per beam, called TCLD,
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will be installed in cell 9 on each side of IR7, as illustrated
in the layouts in Fig. 16. This collimator has an active
length of 0.6 m and the jaws made of Inermet-180. To make
room for the TCLDs, a standard main dipole will be
replaced by an assembly consisting of two shorter and
stronger 11 T dipoles [53] (in orange in Fig. 16) with the
TCLD in the space in the middle.
The performance of the collimation system for the new

layout has been simulated using the SIXTRACK-FLUKA
coupling for 208Pb82þ ion beams and the HL-LHC v1.2
optics. A 7 Z TeV 208Pb82þ ion beam with a normalized
emittance of 1.49 × 10−6 m rad has been generated follow-
ing the method described in Sec. IV. The collimator settings
considered in these simulations are summarized in
Table IV. Note that other collimator settings are being
considered, but it is not expected that they will affect the
conclusions of the studies presented in this paper.
In Figs. 17 and 18, the simulated horizontal LHC (top)

and HL-LHC (bottom) loss maps are shown for B1 and B2,
respectively. The full ring loss maps are presented in
Figs. 17(a) and 18(a) and a zoom of IR7 is shown in
Figs. 17(b) and 18(b) for B1 and B2, respectively. With the
TCLD in place in IR7, the cleaning all along the machine is
greatly improved, as can be seen in both Figs. 17 and 18.

For B1, collimator losses are localized in IR7, IR3 and at
the horizontal TCTPH in IR1. High losses in the TCTPH in
IR1 are expected at the same level as observed in the 2018
208Pb82þ ion run. In order to reduce the losses at this
collimator, as shown in Sec. V, one could in principle open
the TCP left jaw or the TCTPH jaws. For B2, losses at
collimators are only observed in IR7 and IR3. It should be
noted especially that cold spikes all along the ring are
almost fully suppressed, in particular, in IR7 where the
limiting cluster losses defined in Fig. 3 as DS2 and DS3 are
completely mitigated and in DS1 the losses are reduced by
more than a factor 10. This is because all these suppressed
losses were caused by ion fragments with a magnetic
rigidity different from the main beam. These fragments are
efficiently intercepted by the TCLD that is in a location
with a significant dispersion. Detailed energy deposition
studies have shown that the remaining cold losses occurring
upstream of the TCLD are not limiting the achievable beam
intensity [52]. In addition, the heat load on downstream
magnets from the secondary showers from the TCLD has
been shown in simulations to stay well below the quench
limit [20].

FIG. 16. Run 3 (top) and run 2 (bottom) layouts of the IR7 DS
for B1, with and without the new TCLD collimators.

(a)

TCLD

(b)

FIG. 17. Horizontal B1 full ring (a) and IR7 zoom (b) loss map for the 2018 LHC (top) and HL-LHC (bottom) 208Pb82þ ion operation
layout.

TABLE IV. HL-LHC 208Pb82þ ion physics collimator settings
for a normalized proton emittance of ϵPN ¼ 3.5 μm.

Collimator IR Half aperture [σ]

TCP/TCSG/TCLA 7 6=7=10
TCP/TCSG/TCLA 3 15=18=20
TCTs 1=2=5=8 10=10=10=15
TCDQ=TCSP 6 9=9
TCL 4=5=6 1=5 12
TCLD 7 14
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VII. CONCLUSIONS

A good understanding of heavy-ion collimation is
essential to devise collimator settings providing safe
operation, which is not interrupted by beam dumps or
magnet quenches. In the short heavy-ion runs, the machine
availability is crucial and every fill contributes significantly
to the total integrated luminosity. Moreover, the collimation
setup and validation should be done only once at the start of
the run to avoid interruptions of the operation for physics. It
is then very important to have accurate models to identify
potential performance bottlenecks beforehand and to be
able to react quickly in case of unexpected issues during the
operation.
In the past ten years, a big effort has been made to

improve the accuracy of the heavy-ion collimation simu-
lation tools, combining reliable fragmentation models and
precise tracking codes. This is a complex task because it
requires putting together different tools optimized for
different purposes. This effort has resulted in the develop-
ment of the SIXTRACK-FLUKA coupling framework for
heavy-ion beams, which has demonstrated its increasing
reliability as a guide to understanding the origin and
location of the losses in different scenarios such as standard
collimation cleaning or dump failure scenarios.
For the 2018 208Pb82þ ion run commissioning, the

simulations were applied to mitigate losses through opti-
mization of the collimator settings, and the results were
confirmed by experimental studies. In general, very good
qualitative agreement is observed in the losses at the
collimators between our simulations and the measurements.
The response of the BLMs could explain some of the
observed discrepancies as well as machine imperfections,
which are not taken into account in the simulations. In
addition, the bottleneck location of losses in cold magnets
is very well reproduced in the DS of IR7. Using these

developed tools, effective mitigation strategies can be for-
mulated and tested before implementation, given the pre-
dictive power of numerical simulations as shown for the 2018
208Pb82þ ion run. The qualitative agreement between mea-
surements and simulations is improved when detailed FLUKA

energy deposition studies of secondary and tertiary particles
are performed including the complete geometry of the
accelerator and BLMs, and a quantitative agreement is found
within a factor of a fewpGy toover several hundredsofmeters
throughout the whole IR7. Given the complexity of the
simulations, the fact that the losses span many orders of
magnitude, and themanyunknownerror sources,we consider
this a very good agreement. These results demonstrate the
maturity of the simulation chain and give confidence in the
simulations of future machine configurations.
The performance of the HL-LHC project collimation

layout has been evaluated with the coupling simulation
tool. The results show a very significant improvement with
respect to the current LHC layout and no limitations for the
heavy-ion run are predicted after the deployment of new DS
collimators, whose location was optimized with the new
tools described in this paper.
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APPENDIX A: ABBREVIATIONS

In Table V the abbreviations used throughout the paper
in alphabetic order are listed.

(a)

TCLD

(b)

FIG. 18. Horizontal B2 full ring (a) and IR7 zoom (b) loss map for the LHC (top) and HL-LHC (bottom) 208Pb82þ ion operation layout.
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APPENDIX B: TRACKING MAPS

In the following text, we describe a generalized
Hamiltonian for multi-isotopic particle beams used to
derive the thin-lens symplectic tracking maps implemented
in SIXTRACK.
Consider the trajectory of an arbitrary particle of rest

mass m and charge Ze (with the charge multiplicity Z and
elementary charge e) moving at the relative speed β ¼ v

c
through a dipolar magnetic field B. The trajectory is bent by
a bending radius ρ, which is related to the magnetic field,
the particle momentum, and charge as

Bρ ¼ P
Ze

: ðB1Þ

The particle momentum can be written as P ¼ mβcγ with γ
the relativistic Lorentz factor normalized energy. The
bending radius ρ0 of the reference particle, with its physical
properties defined by the parameters m0, Z0, β0, is related
to ρ as follows:

ρ

ρ0
¼ð1þδÞ

χ
; χ¼m0

m
Z
Z0

; ð1þδÞ¼ βγ

β0γ0
: ðB2Þ

The quantity χ defines the mass-to-charge ratio of the ion
relative to the reference particle and the quantity δ is the
relative offset of the normalized relativistic momentum.
Elementary transformations of Eq. (B2) show that δ in

the multi-isotopic case is not the well-known relative
momentum offset, but the relative momentum offset per
mass unit

δ ¼ P
m
m0

P0

− 1: ðB3Þ

For the case of heavy ions, the relative momentum offset of
Eq. (B3) can be larger than 2 orders of magnitude. Both χ
and δ quantify the dispersive offset of the particle trajectory
acquired after interaction with the collimator material. Note
that for the monoisotopic case when the same ions of the
main beam are produced, m → m0 and Z → Z0, the two
Eqs. (B2) and (B3) yield to the well-known expressions in
which δ is the relative offset of the full momentum.
Consider a physical system described by the canonical

coordinates p, q with p ¼ fpx; py; pzg and q ¼ fx; y; zg.
After the transformation of the independent variable from t to
the path length sðtÞ, the acceleratorHamiltonian for the set of
canonical variables ðx; pxÞ; ðy; pyÞ; ð−t; EÞ is given by [54]

H ¼ −pz ¼ −ZeAz −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðE − ZeϕÞ2

c2
−m2c2 − ðpx − ZeAxÞ2 − ðpy − ZeAyÞ2

s
; ðB4Þ

TABLE V. Summary of abbreviations used in this paper.

Abbreviations Description

ABDF Asynchronous beam dump failure
B1, B2 The two LHC counterrotating beams
BDF Beam dump failure
BLM Beam loss monitor
CFC Carbon-fiber composite
DS Dispersion suppressor
HL-LHC High-luminosity Large Hadron Collider
IR Insertion region. The LHC has eight IRs
LHC Large Hadron Collider
MKD Extraction kicker magnet in the beam dumping system
rf Radio frequency
SC Superconducting
SMPF Single-module prefire
TCDQ Large absorber used for beam dump protection in IR6
TCL Collimator for experiment debris in IR1, IR2, IR5 and IR8
TCLA Absorbers installed in IR7 and IR3
TCLD Dispersion suppressor collimator
TCP Primary collimator installed in IR7 and IR3
TCSG Secondary collimator installed in IR7 and IR3
TCSP Secondary collimator used for beam dump protection in IR6
TCTPH, TCTPV Horizontal (H) and vertical (V) tertiary collimators located in the experiment IRs
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where ϕ is the scalar potential, Ai the electromagnetic
vector potential, defining the magnetic field vector B ¼
∇ ×A and the canonical momenta pi are defined as

pi ¼ mγ _qi þ ZeAi: ðB5Þ

The total particle energy E in the square root of Eq. (B4) is
a very large quantity. In order to solve analytically
complicated vector potentials, the Hamiltonian should be
expanded and this requires the dynamic variables in the
square root to be small. The following substitutions of E,
pi, Ai and H serve the purpose of obtaining small dynamic
variables in the square root of Eq. (B4), while maintaining
the validity of Hamilton’s equations:

pi → p̃i ¼
pi

P0

m0

m
H → H̃ ¼ H

P0

m0

m
; ðB6Þ

ZeAi → χai ¼ χ
Z0eAi

P0

E → Ẽ ¼ E
P0

m0

m
: ðB7Þ

The normalization with respect to the mass is essential to
fulfill the requirement of obtaining small quantities in the
square root of Eq. (B4) because the masses of the different
ions produced by the interaction with collimators can differ
significantly from the mass of the main ion beam. Note that
the definition of the normalized vector potential ai is
identical to the definition for the monoisotopic case [55].
Instead of incorporating it into the definition of ai, the
magnetic rigidity change for isotopes different from the
reference particle is taken into account by the additional
factor χ. This allows the usage of well-known vector
potentials from the derivation of the monoisotopic tracking
maps [56,57].
Expressed in terms of the new coordinates, and assuming

that a gauge can be found, such that ϕ ¼ 0, and using the
relativistic energy-momentum relation and Eq. (B3), the
Hamiltonian can be written as

H̃ ¼ −χaz −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ δÞ2 − ðp̃x − χaxÞ2 − ðp̃y − χayÞ2

q
:

ðB8Þ

This equation is similar to the standard expression used in
[57]. It should, however, be kept in mind that the quantities
pi, H̃ and δ are defined differently.

In order to also describe the longitudinal particle
motion (e.g., the synchrotron motion) by small quan-
tities, another transformation is required that can be
obtained by means of a transformation of the canonical
variables provided by a generating function of second
type [55]

F2 ¼ xPx þ yPy þ ðs − β0ctÞ
�
pz þ

E0

β0P0c

�
: ðB9Þ

The old (p̃i, qi) and new (Pi, Qi) coordinates, as well as
the old (H̃) and new (K) Hamiltonian are related by the
following relations:

p̃i ¼
∂F2

∂qi Qi¼
∂F2

∂Pi
K¼ H̃þ∂F2

∂s ¼ H̃þpz: ðB10Þ

The transformed variables ðX;PxÞ; ðY; PyÞ; ðz; PzÞ are
then defined as follows:

X ¼ x; Y ¼ y; z ¼ s − β0ct; ðB11Þ

Px ¼ p̃x; Py ¼ p̃y; pz ¼
m0

m E − E0

β0P0c
: ðB12Þ

Including a last transformation for convenience Pi → pi,
K→H, the final multi-isotopic Hamiltonian in a straight
coordinate system yields

H ¼ pz −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ δÞ2 − ðpx − χaxÞ2 − ðpy − χayÞ2

q
− χaz:

ðB13Þ

The new coordinate z describes the difference in arrival
time with respect to the reference particle. The quantity
pz is the canonical conjugate of z.
To describe particle motion in an accelerator it is

convenient to transform the straight coordinate system
into a curved one, with the new set of variables ðX;PxÞ;
ðY; PyÞ; ðs; PsÞ. In a coordinate system horizontally bent by
a constant radius ρ0 ¼ 1=hx, the Hamiltonian becomes

H ¼ pz − ½1 − hxðsÞx�
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð1þ δÞ2 − ½px − χaxðsÞ�2 − ½py − χayðsÞ�2
q

þ χasðsÞ
�
; ðB14Þ

where as is the vector potential in the curvilinear reference coordinates. The full derivation can be found in [14]. In the
monoisotopic limit m → m0 and Z → Z0 the multi-isotopic Hamiltonian becomes the standard Hamiltonian presented in
[55,58].
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Depending on the complexity of the electromagnetic field of the beam line element and the corresponding boundary

conditions it is useful to expand the square root of the Hamiltonian in Eq. (B14) in ðpx−χaxÞ2þðpy−χayÞ2
ð1þδÞ2 to first order, as it is

done for monoisotopic beams in [54], and the Hamiltonian becomes

H ≈ pz − ½1 − hxðsÞx�
�
ð1þ δÞ

�
1 −

1

2

½px − χaxðsÞ�2 þ ½py − χayðsÞ�2
ð1þ δÞ2

�
þ χasðsÞ

�
: ðB15Þ

The accuracy of the tracking maps derived using the
expanded Hamiltonian in Eq. (B15) was studied for the
drift space in the monoisotopic case. The results using
the exact Hamiltonian are in very good agreement if px and
py are small and significant differences arise only if these
values are so large that the particles would be lost in the
magnet aperture after only a few meters [14]. For the drift-
space element, both tracking maps derived from the exact
and the expanded multi-isotopic accelerator Hamiltonian in
the thin-lens approximation were implemented in SIX-
TRACK. The user can chose which option should be used
depending on the requirements on the simulations precision
and time. No significant increase in CPU time is expected if
the number of simulated turns is smaller than 105 [59].
Based on simulation studies a value of 700 turns have been
defined and used in all cases presented in this paper, for
which all simulated particles are lost in the ring. For the
other beam line elements only the expanded Hamiltonian
tracking maps were implemented because under the thin-
lens approximation higher order terms cancel and the
resulting tracking maps from one or the other Hamiltonian
are equivalent. The symplecticity of the tracking maps was
demonstrated by the means of the Jacobian matrix and the
details of the derivation can be found in [14].
In the following, the developed tracking maps from the

approximated multi-isotopic Hamiltonian for the different
accelerator elements are described. Notice that in
SIXTRACK instead of the transverse canonical momenta
px and py the evolution of x0 and y0 is computed. As
examples, the tracking maps implemented in SIXTRACK for
a thin-lens kicker dipole and the quadrupole are also
presented. Further details on the implementation in
SIXTRACK are given in [14].

1. Drift space

A drift space is defined by the absence of electromag-
netic fields ai ¼ 0. The ideal trajectory is not bent, thus
hx ¼ 0 and the expanded Hamiltonian yields

H ≈ pσ − δþ 1

2

p2
x þ p2

y

ð1þ δÞ : ðB16Þ

The resulting tracking maps are independent of the ion
species and thus identical to the monoisotopic case. The
resulting tracking maps are

0
BB@

xF

yF

zF

1
CCA ¼

0
BBBBB@

xI þ pI
x

1þδL

yI þ pI
y

1þδL

zI − L β0
βz

�
1þ 1

2

ðpI
xÞ2þðpI

yÞ2
ð1þδÞ2

�

1
CCCCCA ðB17Þ

0
BB@

pF
x

pF
y

pF
z

1
CCA ¼

0
BB@

pI
x

pI
y

pI
z

1
CCA: ðB18Þ

2. Dipole magnet

a. Bending dipole

Using the vector potential of a bending dipole derived
in [56]

ax ¼ ay ¼ 0; as ¼ k0

�
xþ hxx2

2

�
; ðB19Þ

the expanded Hamiltonian for a horizontal bending dipole
magnet with the normalized strength k0 ¼ ByZ0e

P0
and hx ≠ 0

is given by

H ≈ pσ − ð1þ hxxÞð1þ δÞ

þ 1

2

p2
x þ p2

y

ð1þ δÞ þ χk0

�
xþ hxx2

2

�
: ðB20Þ

The tracking map for a dipole of length L in thin-lens
approximation k0L → 0 derived using Hamilton’s equa-
tions is 0

BB@
xF

yF

zF

1
CCA ¼

0
BB@

xI

yI

zI

1
CCA ðB21Þ

0
BB@
pF
x

pF
y

pF
z

1
CCA¼

0
BB@
pI
xþL½hxð1þδÞ−k0χð1þhxxIÞ�

pI
y

pI
z

1
CCA: ðB22Þ
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b. Kicker dipole

The magnetic kicker dipole provides a transverse mag-
netic field, similar to the bending dipole, but the reference
orbit is not bent (hx ¼ 0). Kicker dipoles are used to control
the orbit in a machine. From the Hamiltonian in Eq. (B20)
with hx ¼ 0, the resulting tracking maps are0

BB@
xF

yF

zF

1
CCA ¼

0
BB@

xI

yI

zI

1
CCA ðB23Þ

0
BB@

pF
x

pF
y

pF
z

1
CCA ¼

0
BB@

px − k0χL

pI
y

pI
z

1
CCA: ðB24Þ

Taking into account that x0 ¼ px
ð1þδÞ, the transformation of x0

yields

ðx0ÞF ¼ ðx0ÞI − k0L
χ

ð1þ δÞ : ðB25Þ

3. Quadrupole

The quadrupole magnets are used to provide focusing in
order to confine the transverse dimension of the beam. The
vector potential of a horizontal or vertical quadrupole
magnet in normalized coordinates is given by

ax ¼ 0; ay ¼ 0; as ¼ −
1

2
kðy2 − x2Þ; ðB26Þ

where k ¼ q0
P0
g is the normalized quadrupole gradient

which has the unit of m2 and g is the quadrupole gradient.
The following Hamiltonian can be derived to describe the
quadrupole in thin-lens approximation,

H ≈HD þ 1

2
δ̃ðs − s0ÞLχkðx2 − y2Þ; ðB27Þ

where HD is the approximated Hamiltonian for a drift
space. The tracking maps for a thin-lens quadrupole are
given by 0

BB@
xF

yF

zF

1
CCA ¼

0
BB@

xI

yI

zI

1
CCA ðB28Þ

0
BB@

pF
x

pF
y

pF
z

1
CCA ¼

0
BB@

pI
x − χkLxI

pI
y þ χkLyI

pI
z

1
CCA: ðB29Þ

This transfer map corresponds to a focusing lens in the
horizontal and defocusing lens in the vertical direction. The
transformation of x0 and y0 is given by

� ðx0ÞF
ðy0ÞF

�
¼

� ðx0ÞI − kLxI χ
1þδ

ðy0ÞI þ kLyI χ
1þδ

�
: ðB30Þ

4. Accelerating rf cavity

The energy gain ΔE of a particle in an accelerating
cavity with wave number k ¼ ω

c ¼ 2πf can be approxi-
mated by

ΔE ¼ ZeU sin

�
ϕ − k

σ

β0

�
; ðB31Þ

whereU is the average voltage during the particle’s passage
through the cavity [55]. In the approximation of a thin
cavity, the following vector potential can be derived:

Ax ¼ Ay ¼ 0 As ¼ −
U
ω
cos

�
ϕ − k

σ

β0

�
δ̃ðsÞ; ðB32Þ

where δ̃ðsÞ is the Dirac function. Using the substitution
Un ¼ Z0e

P0c
U, the transfer map for pz can be deduced.

The resulting expanded Hamiltonian for a thin cavity is
then given by

H ≈HD þ χq0
UC

β20E02πh
cos

�
2πh
C

σ þ ϕ

�
Lδ̃ðs − s0Þ:

ðB33Þ
The thin-lens tracking maps for the accelerating rf cavity

are the following: 0
BB@

xF

yF

zF

1
CCA ¼

0
BB@

xI

yI

zI

1
CCA ðB34Þ

0
BB@

pF
x

pF
y

pF
z

1
CCA ¼

0
BB@

pI
x

pI
y

pI
z þ χq0

1
β2
0

U
E0
L sin

�
2πh
C þ ϕ

�
1
CCA: ðB35Þ

The change in pσ is, as expected, proportional to q
m0

m by the
relation between pσ and E, the energy transfer by the rf
cavity of length L corresponds to the expression given in
Eq. (B31) and yields

δE ¼ qUL sin

�
2πh
C

þ ϕ

�
: ðB36Þ

5. Thin multipole

Higher order magnetic fields are described in a more
generic way as
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By þ iBx ¼
X∞
n¼1

ðbn þ ianÞ
�ðxþ iyÞn

rn−10

�
: ðB37Þ

In this context, n is the multiple order, bn, an are the
multiple coefficients, one component is for the upright
fields and the other one is for the slanted ones, which
describe the field orientation for the contribution of each
multiple order. The quantity r0 is a reference radius. The
magnetic field described in Eq. (B37) corresponds to the
following vector potential:

Ax ¼ 0; Ay ¼ 0; Az¼−Re
X∞
n¼1

ðbnþ ianÞ
�
xþ iy
r0

�
n−1

:

ðB38Þ

Inserting this vector potential into the Hamiltonian in thin-
lens approximation yields

H ≈HD −
q0
P0

χLδ̃ðs − s0ÞRe
X∞
n¼1

ðbn þ ianÞ
�
xþ iy
r0

�
n−1

:

ðB39Þ

The tracking maps for the thin multiple kick0
BB@

xF

yF

zF

1
CCA ¼

0
BB@

xI

yI

zI

1
CCA ðB40Þ

0
BB@

pF
x

pF
y

pF
z

1
CCA ¼ ðB41Þ

0
BBB@

pI
x − χLRe

hP∞
n¼1ðkn þ ik̂nÞðxþ iyÞn−1Þ

i
pI
y − χLRe

hP∞
n¼1ðkn þ ik̂nÞðxþ iyÞn−1Þ

i
pI
z

1
CCCA; ðB42Þ

where kn and k̂n are defined as

kn ¼
q0
P0

an
rn−10

and k̂n ¼
q0
P0

bn
rn−10

: ðB43Þ
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