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ATLAS@Home: Volunteer computing for ATLAS
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Expansion beyond traditional volunteers

CPU Consumption: Successful jobs in Seconds

:m Per-site backfilling added to
" official ATLAS monitoring
e ATLAS@Home is now also used as a backfilling 10,000 CPU days/day
platform
o Independent from batch system and grid jobs
o  Not affected by grid services downtime
o By design BOINC does backfilling o
o Up to 50% of work performed by Grid backfilling
P B
oo [
PR R

CPU consumption of ATLAS@Home jobs from Oct ‘18 to Oct ‘19.
From March ‘19 jobs running on grid worker nodes are accounted
under the corresponding site as sitename_BOINC.
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Backfilling trusted resources

e Backfilling resources (Grid worker nodes) are trustable
e |n addition scaling up could cause a data transfer bottleneck in the sandbox

O O O O O O

Current tasks are MC simulation

200 events per job, 5-30 mins per event (depending on physics and CPU power)
4000 - 20000 jobs per day

300MB input, 200MB output

Up to 10TB traffic per day (100MB/s)

Probably not feasible for scaling up one order of magnitude
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Backfilling trusted resources
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How it works

e A BOINC plugin was written for Harvester
o  Uses BOINC RPC (python wrapper around XML) to communicate with BOINC server
o Submits proxy and simple wrapper which downloads ATLAS pilot wrapper then runs it
o Queries status of jobs
o  Copy logs (pilot stdout) of finished jobs to harvester web area
e \Why not just run a “pilot launcher script”, vacuum model etc?
o It would require:
m A scheduling system to start processes on each worker node
m A way to control how they run alongside the real jobs from the batch system
m A secure means of getting the proxy
m A way for central operations to monitor these processes
o i.e.implementing something that looks a lot like BOINC
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Backfilling status

A test set up exists with a private BOINC server and a PanDA queue
BOINC_BACKFILL running event service jobs
Future plans:

o  Setting up on a real grid site

@ Dynamically adapting to the site running the job (data transfer to/from local storage)
o Possibly using other workflows than simulation (eg event generation)

Finished job: https://bigpanda.cern.ch/job?pandaid=4500811827

PanDA Event Service job details for job 4500811827

PandalD Owner WG TaskiD Mode Cores Status Substate Created

4500811827 mnegrini / AP_HIGG 19195544 1 finished es_wait 2019-10-03 06:20:07
Job type: simul Job transform: Sim_tf.py Dispatched event states: merged(224)

Datasets: In: mc16_13TeV:mc16_13TeV.345337 . PowhegPythia8EvtGen_NNPDF3_AZNLO_ZH125J_MINLO_IIWWiIviv.merge. EVNT.e5810_e5984_tid19195541_00
Out: mc16_13TeV.345337. PowhegPythia8EvtGen_NNPDF3_AZNLO_ZH125J_MINLO_IIWWivlv.simul. HITS.€5810_e5984 s3126_tid19195544_00

Dispatched event states & merged(224D

TaskBuffer return code 115

TaskBuffer message finished since an associated ES or merge job PandalD=4501641145 finished

ATLAS@Home, CHEP 2019


https://bigpanda.cern.ch/job?pandaid=4500811827

ATLAS@Work

A project at the University of Oslo to use idle office
desktops to boost local user analysis

Users submit regular PanDA tasks but specify
running on a special queue

Desktops are connected to a private BOINC server
which distributes tasks

Outputs are written directly to local Oslo grid disks
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IATLAS@Work: Boosting Research by
running ATLAS@Home on HEP
desktops and other opportunistic
computers

David Cameron, Farid Ould-Saada, Maiken Pedersen et al.

Summary

High Energy Physics (HEP) at UiO should be able to use idle CPU computing resources on
HEP office desktops for ATLAS data analysis and have the results stored on a shared HEP
disk storage space, all using the existing ATLAS distributed computing services.
ATLAS@home presents an attractive, generic, effective and scalable solution. The
infrastructure optimally and effectively fuifills the needs of students and researchers. It
accelerates the work of master and PhD students, thus getting rid of one of the most
important source of delay in their thesis.

The system we propose and the ideas behind can easily be adapted to non-HEP
applications (as well as to other ATLAS institutes), allowing other research groups in the UiO
Physics D to make use of isti thus boosting both research
and education.
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ATLAS@Work: Data management using
Macaroons

e Student desktops are a “semi-trusted” resource
o  Allowed to read input data and write output data
o But not allowed production grid proxies with full powers

e Macaroons are a simple way of providing time- and resource-limited access to a storage resource
through “caveats”
o  “With this macaroon you can upload to http://storage.org/data/filel for the next 24 hours”
o ATLAS@Work macaroons are requested like this:

auth="-E $userProxy --cacert $userProxy --capath /etc/grid-security/certificates”
caveats_boinc={\"caveats\":[\"activity:LIST,UPLOAD,DOWNLOAD,UPDATE_METADATA\"],\"validity\":\"PT24H\"}
curl $auth -sH 'Content-Type:application/macaroon-request’' -X POST -d '$caveats_boinc' $output_file

e “Give me a 24h token to upload to this filename and modify metadata (for setting checksum)”
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Macaroon Implementation in ATLAS@Work
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Macaroons are enabled on NDGF-T1
dCache WebDAV door

ARC CE uses the proxy to request
macaroons for the job output files

It passes the macaroons to BOINC
along with the job description

The BOINC client downloads the job
and macaroons

At the end of the job it uploads the
output files using the macaroons
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ATLAS@Work status

ATLAS PanDA  Dash - Tasks - Jobs

A queue in PanDA
ANALY_BOINC sends jobs to
the private BOINC server for
Oslo users

Some desktop machines in Oslo

are connected to this server
Real analysis tasks have been
completed successfully
Future plans:

o Increase the pool of resources
o  Try the macaroon concept with

real volunteers

18218727 task: user.egramsta.ttbar 410470.66337_s3126 ri0201_p3703 TEST2 LGD_noSys 12/

18218727 task: user.egramsta.tthar410470.e6337_s3126_r10201_p3703_TEST2_LGD_noSys_t2/

HS06"sec
Expected
TaskID Jobset | Type | Working Group User Destination Task status Nevents | used Total Ninputiles | finished | failed Created Modified
done
failed
15093370
13009440
18218727 109464 analy Eirk Gramstad TOMERGE 15093370 | 15093370 (100%) 11510060 | 5081506 (100%) 2019-05-29 192441 2019-06-03 20:06:19
1190180
Memory & walltime
usage
States of jobs in this task (merge jobs excluded) Show alljobs Switch to nodrop mode
defined waiting pending assigned activated ting transferring finished failed
25
States of pmerge jobs in this task Show jobs.
defined waiting pending assigned activated l ferring finished failed
8
site ANALY_BOINC
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Conclusions

The expansion of ATLAS@Home beyond its traditional “@home” base has driven some
new developments and optimisations

Running in a “Grid pilot-like” way on fully trusted resources like worker nodes relieves
potential data management bottlenecks

Macaroons provide a useful mechanism to allow restricted access to Grid storage, and
could potentially be used by the real @home volunteers
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