
Dario Barberis: ATLAS ADC Monitoring

NEC2019 – Budva (ME) 30 September 2019

1

Monitoring and Accounting 
for the Distributed Computing System 

of the ATLAS Experiment
Dario Barberis1, Alberto Aimar2, Aleksandr Alekseev3, Pedro Andrade2, 

Thomas Beermann4, Robert Gardner5, Borja Garrido Bear2, 
Tatiana Korchuganova3, Luca Magnoni2, Siarhei Padolski6, Eric Schanet7,

Nikolay Tsvetkov2, Ilija Vukotić5, Torre Wenaus6

1) Genoa Univ./INFN, 2) CERN-IT, 3) Moscow State Univ. & Plekhanov Russian Univ. of Economics, 
4) Wuppertal Univ., 5) Univ. of Chicago, 6) Brookhaven National Laboratory, 7) LMU Munich



Dario Barberis: ATLAS ADC Monitoring

NEC2019 – Budva (ME) 30 September 2019

Introduction
l ATLAS used during LHC Run 1 and Run 2 a monitoring and accounting infrastructure for the 

Distributed Computing (ADC) applications developed ~10 years ago by CERN-IT together with 
ATLAS members
n These “old dashboards” started showing aging effects in the last few years:

Ø Slowness of data retrieval due to the massive amount of data in Oracle databases
Ø Lack of in-depth knowledge for maintenance as original developers left long ago
Ø Lack of flexibility and impossibility to develop new views and/or data correlations 

across different data sources
n This system worked well enough for general monitoring till the end of Run 2 last year but 

was evidently in need of a good refurbishing
l Since 2016 the CERN-IT MonIT group started developing a new infrastructure and environment 

for monitoring and accounting applications base on modern Open Source components
n ATLAS started implementing “new” dashboards using this infrastructure, for data and 

workload accounting and global monitoring
l In the meantime the BigPandaMon application was developed for user and task oriented 

monitoring of the jobs submitted to the ATLAS Grid/Cloud/HPC resources through PanDA
n This is now the workhorse of user-level job monitoring

l In the recent years many Analytics tools appeared on the market. They can be used for more 
detailed investigations and to correlate data from different sources
n The Analytics cluster provided by the University of Chicago allows a more interactive use 

of monitoring data
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Entry page for ADC Monitoring:
https://atlas-adc-

monitoring.web.cern.ch
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The MonIT Infrastructure
l Monitoring Mission:

n Provide Monitoring as a Service for CERN Data Centre (DC), IT Services and the 
WLCG collaboration 

Ø e.g. Dashboards, Alarms, Search, Archive 

n Collect, transport, store and process metrics and logs for applications and 
infrastructure 

l Challenges:
n Rate & Volume 

Ø from ~ 40k machines 
Ø > 3 TB/day 
Ø ~ 100 kHz 

n Variety

Ø > 150 producers 

n Reliability

Ø spikes in rate and volume 
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The MonIT Infrastructure
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ATLAS Dashboards
l “MonIT Dashboards” for Data and Job monitoring and accounting (and a number of 

other applications too)
n Collect data from the Rucio and PanDA databases in Oracle and other sources

n Transfer to BigData infrastructure using Kafka – possibility of data enrichment 
and correlations with other sources of information 
Ø (e.g. AGIS for the relation between PanDA queues, sites, federations, countries, 

pledges etc.)

n Storage in HDFS with aggregation in InfluxDB

n Display with Grafana 
Ø Still far from perfect as display tool for us but usable
Ø Used by ADC shifters and site admins (monitoring) and computing managers 

(accounting)

l Three groups of dashboards:
n Production

n Development (pre-production)
n Playground (free for all)
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Data Management (DDM) Dashboards
l Traces and events reported constantly by Rucio

to the message brokers and further processed 
in the MonIT infrastructure

l Rucio data are dumped periodically from Oracle 
to HDFS for site accounting views
n Then used from there to fill InfluxDB

l Many many views available
n Historical views and snapshots
n Data storage volumes
n Transfer rates and efficiencies
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Job Dashboard
l Data collected from the PanDA DB every 10 

minutes and grouped in 1-hour bins
l Transient job stats:

n Pending, running, finalising jobs
l Permanent job stats:

n Submitted and completed jobs
l All job parameters on submission and completion

n Plus site info from AGIS
n All available for selections and display

l Data imported from start of Run 1
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2019: Cores  by Activity

2019: Cores by Site
2019: HS06-sec Power vs Pledges
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Other Dashboards

l Several lighter dashboards have been 

implemented for service monitoring

l Also for short-term site oriented job 

monitoring
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EventIndex

ADC Central 
Service Availability
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Live Page
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l Derived collection of statistics and plots
n Jobs, data storage, transfers, services
n Inputs from different dashboards
n Also directly from services and Elogs

l Contains links to information sources for 
deeper investigations

l Used by shifters and managers for daily 
monitoring
n Refreshed hourly
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BigPandaMon
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● A window into the PanDA system 
● > 100 different views
● From production dashboards to logs
● Covers scope in range 1...1011 events
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Architecture & current usage
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17000 json requests a day

● 6.5 (+3%) user queries a day
● From 1 to 626 pages a day per 

user
● 1110 monthly active users
● 342 daily users

Is a primary tool ATLAS wide for shifters, experts and ADC in general

MONIT
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BigPandaMon Data-flow diagram

DB Cache

MONIT
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User & task page

• User page: all tasks
• Task page:

• All jobs
• Exec CPU & memory plots 
• Task exec time
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Jobs Page

specified parameters 

total number of jobs 
matched to specified 

parameters 
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Analytics Cluster at UC

l It provides an interactive 
environment to: 
n Develop additional or alternative 

dashboards 
n Investigate correlations between 

several data sources
l Complementary to the monitoring and 

accounting infrastructure at CERN
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Outlook

l ATLAS Distributed Computing has a coherent set of monitoring and 
accounting dashboards and interactive tools

l Technologies evolve all the time – we follow them

n Trying to use Open Source solutions as much as possible

n Even if at times some home-made parts are inevitable

Ø See the low number of display options in Grafana

l The future is in more interactive environments providing the possibility 
to correlate information from many different sources

n This is real BigData in action 

Ø Not just tens of billions of statistically equivalent event records!

l Any way we are quite well set for the start of LHC Run 3
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Thank you!
Thank you for listening

Thanks to all authors of this work

This work was funded in part by the Russian Science Foundation 
under contract No. 19-71-30008 

(research is conducted in the Plekhanov Russian University of Economics)
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