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The beam-gas vertex (BGV) detector is an innovative instrument measuring noninvasively the transverse
beam size in the Large Hadron Collider (LHC) using reconstructed tracks from beam-gas interactions.
The BGV detector was installed in 2016 as part of the R&D for the High-Luminosity LHC project. It allows
beam size measurements throughout the LHC acceleration cycle with high-intensity physics beams.
A precision better than 2% with an integration time of less than 30 s is obtained on the average beam size
measured, while the transverse size of individual proton bunches is measured with a resolution of 5%
within 5 min. Particles emerging from beam-gas interactions in a specially developed gas volume along the
beam direction are recorded by two tracking stations made of scintillating fibers. A scintillator trigger
system selects, on-line, events with tracks originating from the interaction region. All the detector elements
are located outside the beam vacuum pipe to simplify the design and minimize interference with the
accelerated particle beam. The beam size measurement results presented here are based on the correlation

between tracks originating from the same beam-gas interaction vertex.
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I. INTRODUCTION

The LHC beam-gas vertex (BGV) detector is a noninva-
sive transverse beam profile monitor developed for the
high-luminosity upgrade of the LHC (HL-LHC) [1]. The
BGV system reconstructs the transverse beam size by
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detecting particles from inelastic beam-gas interactions.
A gas target chamber is installed in the path of the circulating
beam with neon gas injected to create a homogeneous gas
volume with which the beam can interact. Particles emerging
from the beam-gas interactions are detected by several planes
of scintillating fiber detectors (SciFi) to enable high-
precision track reconstruction. The transverse beam size is
determined using the correlation of the impact parameters
(IPs) between the tracks emerging from the same beam-gas
interaction. Alternatively, the reconstructed tracks could also
be used to estimate the vertex position of each interaction,
building up a picture of the transverse beam profile [2,3].
This method was originally developed for the LHCb experi-
ment [4], with, however, the limitation that data could be
acquired only during stable beam conditions.

Up to now, noninvasive gas-based beam profile monitors
have been based on either gas ionization or fluorescence
due to the passage of a particle beam. Residual gas
ionization profile monitors (IPMs) reconstruct the beam
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(b) A 3-D view of the SciFi BGV tracker around the LHC beam pipe downstream the Gas target chamber.

FIG. 1.

profile by detecting electrons and/or ions produced from
the ionization of the residual gas by the passing accelerated
beam particles (see, for example, Ref. [5]). Electric and
magnetic fields are used to direct ionization products to the
corresponding detectors. On the other hand, beam-induced
fluorescence (BIF) monitors detect the image from the
fluorescence light emitted after the excitation of the gas by
the passing particle beam (see, for example, Ref. [6]).
Fluorescence cross sections are relatively small, and, in
addition, fluorescence photons are emitted in all directions;
the solid angle coverage of a fluorescence detector is of
the order of 10™*. Local pressure bumps may be used to
increase the signal strength for either [IPMs or BIFs [7]. The
method presented here is based on detecting the products of
beam-gas nuclear inelastic scattering using a transversely
uniform gas target. It is, therefore, complementary to the
existing ones. It provides fast beam size measurements
without introducing any field (electric or magnetic) along
the beam path.

The gas pressure in the interaction volume is low enough
so as not to perturb the circulating LHC beam but sufficient
to allow enough interactions for real-time measurements. In
less than 30 s, the transverse beam size can be measured
with a precision better than 2%. The gas used and its
pressure can be selected to accommodate a large range of
beam energies and intensities. Higher pressure and/or
longer integration times also allow measurement of the
transverse size of individual bunches. Based on the beam
size measured, and knowing the f function and dispersion

A schematic drawing of the BGV detector.

at the location of the BGYV, the transverse beam emittance &
can be calculated. Furthermore, relative bunch populations
and ghost charges (beam population in nominally empty
bunch slots) can be quickly estimated using the BGV
trigger system, as for these measurements no precise
tracking or vertex reconstruction is required.

The BGV demonstrator system is installed at point 4 of
the LHC on the counterclockwise (beam 2) ring. It is placed
at a point where the f functions in the two transverse
dimensions are roughly equal. This allows a circular,
reduced-diameter beam pipe to be used, such that the
BGV tracker can be as close as possible to the beam line
and the interaction region. At the BGV location, for the
nominal LHC normalized emittance (¢, = 2.5 um), the
6.5 TeV proton beam is expected to have a transverse size
rms of o, , & 220 pm.

The BGV system is composed of three independent
objects, described in detail in the next sections: the gas
target where beam-gas interactions occur (Sec. II), the
trigger system that selects interactions originating from
the beam-gas interaction region (Sec. III), and the SciFi
precision tracking system (Sec. IV) used to reconstruct
tracks and vertices (see Fig. 1). Following these descrip-
tions, the data acquisition and on-line event processing
system are presented (Sec. V). The exact analysis method
used is described in Sec. VII. Section VIII presents beam
size measurements obtained at the end of the 2017 and
during the 2018 LHC operation periods. Further develop-
ments and conclusions are outlines in Secs. IX and X.
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II. GAS TARGET

A dedicated gas target system is used to generate the
inelastic beam-gas interactions needed for the BGV oper-
ation. It comprises a 3-mm-thin, 1873-mm-long enlarged
aperture vacuum chamber containing the gas volume, a gas
injection and evacuation system, a very thin exit window,
and a 1-m-long reduced aperture vacuum chamber along
the LHC beam 2 direction.

The gas target system is designed according to the
following requirements: (i) fairly uniform longitudinal
gas density over a length of at least 1 m, (ii) uniform
transverse gas density over the transverse size of the beam
(=1 mm), (iii) controllable gas pressure (i.e., beam-gas
interaction rate), by tuning the gas flow, (iv) no impact on
the LHC operation: negligible beam losses and no beam
instabilities and no movable parts inside the LHC vacuum,
(v) low-mass, large-acceptance exit window for the gen-
erated beam-gas interaction particles (thickness corre-
sponding to a radiation length of 1% or less, polar angle
range 10—100 mrad), and (vi) thin, reduced-diameter beam
pipe diameter in the BGV tracker region, for optimal IP and
vertex resolution. A summary of the gas target design and
implementation is given in the following sections. Further
details can be found in Ref. [8].

A. Design considerations

The target gas in the BGV system needed to fulfil the
following criteria: have a large beam-gas interaction rate,
be compatible with the nonevaporable getter (NEG) used in
the LHC, and avoid saturation of the ion pumps. Neon was
therefore selected as the target gas.

The gas target thickness (i.e., target density integrated
over the useful length) determines the inelastic beam-gas
interaction rate. The rate of inelastic proton-nucleus colli-
sions per bunch can be calculated from

R= tANfrevopAv (1)

where 74 is the total target thickness (number of scattering
centers per unit area), N is the number of protons per
bunch, fy, is the LHC revolution frequency, and ¢, is
the inelastic proton-nucleus cross section. The latter can
be approximated with o,4 = 6,,A%3, where ¢, is the
inelastic proton-proton cross section [9] (at the equivalent
nucleon-nucleon center of mass energy) and A is the mass
number of the target gas [10]. The inelastic scattering cross
section is substantial for proton energies above 10 GeV.
In the energy range from 0.45 to 7 TeV, o, ranges from
about 240 to 300 mb.

The operational pressure in the gas target is typically
1 x 1077 mbar. This results in a gas target thickness giving
an inelastic p-Ne interaction rate of 165 Hz per bunch of
10" protons. In this configuration, the BGV gas target has
no impact on the accelerator operation. For comparison, the
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FIG. 2. Simulated longitudinal pressure profile along the BGV
vacuum sector.

nominal LHC vacuum is of the order of 1 x 1071 mbar
(mainly hydrogen) [11].

B. Implementation

Gas is injected into the gas target chamber using a
remotely controlled flow valve to maintain the pressure
level required (nominally 1 x 1077 mbar). Ion pumps
upstream and downstream evacuate the injected gas.
A simulation of the resulting longitudinal pressure profile
in the BGV vacuum sector is shown in Fig. 2.

The gas target chamber is 1873 mm long and made out
of 3-mm-thick stainless steel (316N). Its effective longi-
tudinal and transverse impedance remain in the back-
ground to that of the rest of the accelerator [8]. A 5° taper
angle was introduced to minimize wakefield effects on
the proton beam.

The exit window of the gas target chamber serves as a low
multiple scattering interface for the beam-gas interaction
products. This conical exit window reduces in size from an
inner diameter of 212 mm to an inner diameter of 52 mm (the
minimum allowed by the LHC aperture restrictions [8]).
At the same time, the wall thickness decreases linearly from
3.2 (3.6% of a radiation length) to 0.9 mm (1.0% of a
radiation length) [12].

The exit window chamber comes with the detector
chamber, a 925-mm-long, 58-mm-inner-diameter vacuum
tube.

In order to minimize the multiple scattering of emerging
particles, both the window and detector chambers are made
of the aluminum alloy AA2219. This alloy has a similar
yield strength to steel but an approximately 5 times higher
radiation length.

Upstream of the gas target chamber, an additional
stainless-steel, 53-mm-inner-diameter vacuum tube (the
upstream chamber) provides the necessary restriction for
efficient gas evacuation. In addition, this reduced diameter
gives a better acceptance to the veto scintillators of the
trigger system that are placed in this location.

All the BGV vacuum chambers are coated with NEG,
which is activated in situ [13].
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III. THE TRIGGER SYSTEM

A. Scintillator design, placement, and readout

Identification of beam-gas interactions is provided by a
dedicated trigger system (L0). This trigger system is
composed of three scintillator stations (see Fig. 1). Each
station consists of two 30 cm x 30 cm 1-cm-thick scintil-
lator plates, placed above and below the beam pipe. The
first trigger station (veto) is located upstream of the beam-
gas interaction region and is used to reject events with
particles originating upstream of the interaction region. The
second station (trigger) is placed right after the far BGV
tracking station with the third station (confirm) placed 3 m
further downstream. The time difference between the
signals coming from the trigger and confirm stations is
used to select particles crossing the BGV detector in the
correct direction.

Each scintillator is connected to a 60 mm photomultiplier
tube assembly and read out through a constant fraction
discriminator. The digital signals are then passed to a
programmable logic unit. There they are aligned in time
with a precision of better than 1 ns. A decision algorithm
provides the output trigger signal. During normal BGV
operation, an event is triggered and read out when a
coincidence of the trigger and confirm stations is observed
in the absence of a signal from the veto station.

B. Trigger performance

Several qualification measurements and a measurement
of the relative bunch populations of the LHC beam 2 are
performed with the LO trigger system. The time resolution
of the trigger detectors is estimated by comparing the
arrival time of the signal from the trigger and confirm
stations [Fig. 3(a)]. This time difference has an rms of 3 ns,
which implies a time resolution per station of approxi-
mately 2 ns. Such a good timing performance allows for
bunch by bunch beam quality measurements.

Another test of the L0 trigger system is performed by
measuring the L0 trigger rate while varying the pressure
inside the gas target chamber. The data collected during a
6.5 TeV LHC fill are shown in Fig. 3(b). The expected
linear dependence is observed.

The BGV LO trigger system can be used to perform
measurements of the relative bunch populations by exploit-
ing the direct proportionality between the inelastic collision
rate and the number of protons per bunch [Eq. (1)]. As an
example, Fig. 4 shows the results of one such measurement,
performed at a beam energy of 6.5 TeV. To achieve a
statistical precision of better than 1% with a gas pressure of
1.3 x 1077 mbar, the L0 trigger rate per bunch is averaged
over 61 s. As shown in Fig. 4, the BGV measurement is in
good agreement with the relative bunch population esti-
mates obtained with the LHC beam current transformer
(BCT), indicating that the BGV L0 trigger rate can be used
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(a) The time difference between the TRIGGER and
CONFIRM stations signals (after correcting for the time of
flight between the two stations).

160

Hz)

(
IS
N B
o o

| |

=

o

o
L

0
o
L

60

40 0

LO Rate per 10'p bunch
[ ]

20

o
0 T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0 1.2
Gas Pressure (mbar) x1077

(b) Dependence of the L0 trigger rate on the pressure
inside the gas target chamber.

FIG. 3. Trigger system performance.

as an independent, stand-alone measurement of the relative
bunch intensity.

The ghost charge fraction (the fraction of protons in LHC
bunch slots that are nominally empty) can also be measured
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FIG.4. The BGV L0 trigger rate per bunch for an LHC fill with
13 bunches (circles) and an independent measurement of the
bunch populations made with the LHC BCT system (rectangles,
with values referring to the scale on the right).

042801-4



NONINVASIVE LHC TRANSVERSE BEAM SIZE ...

PHYS. REV. ACCEL. BEAMS 22, 042801 (2019)

by performing similar rate measurements both with and
without injecting gas. From such data, the total ghost
charge fraction for a typical LHC fill is measured to be
around (1.0 +0.1)%. Through such measurements, the
background contamination of the L0 trigger is measured to
be at the level of 0.1%.

IV. SCINTILLATING FIBER TRACKING
DETECTOR

A. Detector design and construction

The BGV tracking detector is located outside the LHC
beam vacuum and has no movable parts (see Fig. 1). The
detector design is optimized for the (i) maximal geometric
acceptance, (ii) minimal distance to the beam line, in
order to reduce the track extrapolation uncertainty to the
beam-gas interaction vertex, (iii) sufficient granularity for
adequate pattern recognition in the LHC environment
while minimizing the number of readout channels (for
simplicity and cost reasons), and (iv) minimal number of
tracking planes to reduce costs.

The BGV tracking detectors are large scintillating fiber
planes providing a hit resolution of better than 100 ym, that
are read out using silicon photomultipliers (SiPMs). Taking
into account the kinematic properties of the beam-gas
interaction products, the detector is designed to cover polar
angles in the range from 10 to 100 mrad over more than 1 m
in length (along the z axis) of the interaction region.

The detector system comprises two tracking stations,
the near and far stations as shown in Fig. 1. Both stations
consist of four double-sided scintillating fiber modules,
with each module providing two one-dimensional mea-
surements of the particle position. On the front face of each
module, the fibers are oriented vertically (X plane), while
on the back face the fibers are inclined by 2° (X’ plane) to
facilitate the pattern recognition. Each SciFi module has an
active area of 260 mm x 340 mm with a 97 mm x 97 mm
cutout at one corner, which allows a better azimuthal
acceptance to be achieved.

The modules consist of two detection planes, each
made of four or five layers of scintillating fibers. Four-
layer mats are used in the near station to minimize the
radiation length and, therefore, the multiple scattering
caused by the modules. Two consecutive modules are
placed with a relative angle of 90° in each top and bottom
part of a station. A four-coordinate measurement (X, X’
and Y, Y) is therefore made per passing particle.

In order to get the maximum polar angle coverage given
the constraints imposed by the adjacent LHC beam 1
vacuum tube, the BGV detector is built out of two sets
of SciFi modules, one above (top) and one below
(bottom) the LHC beam vacuum pipe. The overlap region
between the top and bottom modules (an area of about
20 mm x 20 mm) can be used to improve the relative
alignment of the modules.

The fiber mats for the BGV detector were produced
following the procedure used for the LHCb SciFi tracker
upgrade [14]. The active material is a round, double-
cladded 0.25-mm-diameter plastic scintillating fiber, pro-
duced by Kuraray (Japan). Consecutive fibers and fiber
layers are interleaved with epoxy glue for mechanical
stability, with the optical cross talk between the fibers
eliminated by adding TiO, powder to the glue mixture.
Four or five fiber layers, each 65 mm wide, form one fiber
mat, corresponding to one active plane.

A mirror foil is glued at the extremity of the fibers (edge
of the module) in order to maximize the light collection.
The scintillation light is detected by 128-channel SiPM
arrays of type Hamamatsu H2014 [15], containing 104 pix-
els per channel. Each fiber plane is read out by eight SiPM
arrays (1024 channels), such that the full detector system
comprises 128 SiPM arrays (16 384 channels).

All elements of a SciFi module (fiber mats, Rohacel
support, cooling enclosure, front-end electronics, and
alignment references) are attached to a solid plastic plate.
The material budget of a module is (in radiation lengths,
x/Xo) 0.94% and 1.05% for four- and five-layer mats,
respectively, with the fibers accounting for 0.56% and
0.67%.

B. BGV operation in the LHC radiation
environment

The BGV sensors and front-end electronics are exposed
to background radiation generated by beam losses and
beam-gas interactions. Radiation damage leads to an
increase in the optical attenuation of the scintillating fibers,
but the effect on the detector performance is insignificant
due to the small size of the modules. On the other hand, the
neutron fluence increases the SiPM dark count rate [14],
which necessitates cooling of the SiPMs in order to
maintain an acceptable noise cluster rate [16,17].

The expected radiation fluence and dose can be esti-
mated from the predicted rate of beam-gas interactions,
giving a yearly charged particle fluence of 4 x 10'° cm™2
in the region of the BGV tracker. This is the integrated
fluence at radii between 22 and 26 cm around the LHC
beam pipe, where the BGV tracker sensors are located.
Since most charged particles are highly energetic (more
than 1 GeV), this fluence can be translated into about
2% 10", cm™ (where n, stands for “1 MeV neutron
equivalent”) and to a dose of the order of 1 Gy/yr.

A single phase cooling system is installed to cool down
the SiPMs. A brief overview of the system is given
here, while a more detailed description can be found in
Refs. [16,17]. The cooling system is composed of a
commercial refrigerator unit located in the service tunnel
and cooled by ambient air. This is operated in a closed loop
with CgF 4 fed into a pair of 25-m-long transfer lines
before reaching the main manifold located inside the LHC
tunnel. The manifold provides four parallel output loops for
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detector cooling, each individually tunable by a manual
needle valve. C¢F'4 is chosen for both its thermal proper-
ties and radiation resistance. The power dissipation per
module has been measured to be approximately 20 W
(dominated by heat leaks).

A typical flow of 20 1min~! with a supply temperature
of —15°C at the refrigerator is used to achieve a detector
temperature of approximately —10°C. The refrigerator’s
control system keeps the cooling fluid temperature stable
within less than 0.1°C. Temperature variations between
different SiPMs are also measured to be less than 0.1 °C.
The SiPM cold boxes as well as the main manifold are
flushed with dry air in order to prevent water vapor
condensation.

C. Detector metrology and alignment

Care has been taken to accurately position the BGV
detector modules in order to provide a good starting point
for the software track reconstruction. The detector align-
ment steps are summarized in this section, while further
details can be found in Refs. [16,18].

1. Single-module metrology

Measurements were performed in the laboratory for
each detector module in order to determine the actual
dimensions and exact position of the active detector
planes and the alignment targets installed on each module.
The results showed that the module geometry was in good
conformity to the design [16]. The angle between the two
active planes in each module was measured to be in the
range 1.9°-2.1°.

2. Two-module assemblies

The modules were paired and assembled together in the
lab using a common “detector plate” and assembled using
the single-module metrology data to adjust their positions.
Alignment targets fixed on the detector plates could then be
used in the tunnel for final alignment of the two-module
assemblies. Using the available metrology data, a mechani-
cal model was constructed to allow the position of the
module edges to be estimated from these alignment targets.

3. Installation and alignment of two-module
assemblies in the LHC tunnel

The two-module assemblies were fixed onto the detec-
tor support frame in the LHC tunnel using prealigned
fixation plates. Survey measurements of the alignment
targets of the two-module assemblies were used to adjust
the angular position of the detector modules. In parallel,
the two-module assemblies were translated such that the
detector modules approached the vacuum chamber wall to
within 0.3 mm.

V. DATA ACQUISITION, CONTROL, AND
ON-LINE PROCESSING SYSTEM

The control and readout system of the BGV detector is
largely based on that of the LHCb vertex locator (VELO)
detector [19] and is described in detail in Ref. [20].

The detector is configured and monitored through
dedicated control computers, using software based on
the LHCD detector control system [21,22]. The fast signals
(LO trigger, clock, and test pulse trigger) are orchestrated by
the LHCb readout supervisor board (ODIN), which dis-
tributes the necessary signals to the front-end electronics,
while the high-level trigger (HLT) runs on a dedicated CPU
farm that performs the event filtering and reconstruction.
This farm performs as well on-line data analysis for real-
time beam size measurements.

A. Readout electronics chain

The SiPM output signals are read out with the radiation-
tolerant Beetle front-end chip developed for LHCb [23].
In each Beetle chip, 128 channels are sampled synchro-
nously with the 40 MHz LHC bunch arrival clock.
On reception of a trigger, each Beetle chip sends the
analogue data of the corresponding clock cycle on four
output ports. There are 32 channels per port, time multi-
plexed at 40 MHz. Analogue front-end BGV data can thus
be transmitted for digitization at a maximum rate of
1.1 million events per second.

Since the Beetle chip is designed to operate with
relatively small input signals [on the order of 10* electrons
per minimum ionizing particle (MIP)] from silicon strip
detectors, the BGV front-end electronics contain an attenu-
ator for each channel in order to adapt the SiPM signals
(on the order of 107 electrons per MIP) to the Beetle
dynamic range. This is based on an RC circuit providing
an attenuation factor of about 300. The analogue, time-
multiplexed data of a SciFi module are read out by 16
Beetle chips and sent to a repeater board (RPT), situated a
few meters away from the detector. There is one RPT per
module. The RPTs buffer the Beetle data and drive them
over 60 m of cable to the BGV readout boards (TELLI,
developed for LHCb [24]) situated in the LHC service
tunnel, away from radiation.

The low-voltage and SiPM bias-voltage systems are built
from commercial components. A single mainframe houses
five low-voltage and one bias-voltage supply cards. The 32
bias-voltage channels available are used to set a common
voltage on groups of four SiPM arrays.

B. On-line zero suppression

Zero suppression is achieved in two steps. First, the
raw signals are corrected for noise introduced in the
readout chain, and then a threshold-based algorithm is
applied to combine signals from adjacent channels to
suppress the dark counts from SiPMs and so reduce the
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data rate. These operations are performed on-line in the
TELLI1 readout boards. This section gives an overview of
this process, with more details available in Refs. [25,26].

1. Raw data corrections

Extensive studies of all noise and signal distortions
introduced in the readout chain have been performed for
the LHCb VELO detector [27,28]. The VELO correction
algorithms implemented in the data processing field-
programmable gate array of the TELL1 were adapted for
use by the BGV. The noise is dominated by three sources:
pedestal fluctuation from random electronic noise, header
cross talk (cross talk in the multiplexed Beetle output
ports), and common mode noise (baseline shift on an event-
per-event basis for all channels of an analogue link).

A channel correlation correction is applied which mit-
igates cross talk between channels that originates in the
front-end board (signal routing between SiPMs and Beetle
chips). For a given channel i, the signal amplitude A(i) is
corrected by subtracting a fraction x;_; of the signal
amplitude of a neighboring channel j. Laboratory mea-
surements have shown that the most significant correlations
(above 10%) come from channels j =i+ 3 and j =i+ 5,
and, therefore, only those are corrected for:

Acorrected(i) = Araw(i) - xi+3—>iAraw(i + 3)
— Xiysoilrw (i +5). (2)

2. Clustering

A threshold-based algorithm is implemented after the
raw data corrections that combines neighboring channels
to form clusters. The algorithm comprises three steps [29]
and is illustrated in Fig. 5: (i) Identify channels with a
signal amplitude above a seed threshold (seed channels),
(i1) identify channels with a signal amplitude above a
neighbor threshold (neighbor channels), and (iii) form
clusters from adjacent seed channels and, at most, one
neighbor channel on the left and one on the right (total size
limited to four channels). Retain only the clusters with
total signal amplitude above a given sum threshold.

The cluster position is encoded in 14 bits: 11 bits that
identify the reference channel of the cluster within the
module and a relative offset encoded in three bits, corre-
sponding to a precision of 31 ym.

The clustering thresholds are optimized to provide a
high detection efficiency while keeping the noise rate at
an acceptable level. To obtain a uniform response, the
seed and neighbor thresholds can be adjusted for each
channel separately, while the sum threshold can be
adjusted for groups of 64 channels. We chose to adjust
the thresholds per SiPM array (128 channels) to provide a
uniform distribution of noise clusters from the SiPM dark
counts. Under the nominal 2017 operating conditions
(SiPMs at T = —10°C and overvoltage AV = 3.5 V), the
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FIG. 5. Left: Signal formation in a SciFi module. Scintillation

photons are detected by several SciFi fibers, triggering pixels of
the SiPM. Only the sum of signals from the 104 pixels within a
SiPM channel is read out. A weighted average is used to measure
the exact coordinate of a cluster. Right: Illustration of the
clustering algorithm and thresholds.

seed thresholds were set in the range 1.5-2 photoelectrons
in order to obtain a cluster detection efficiency above
98% and, on average, only 1.5 noise clusters per module
per event.

The correction algorithm is calibrated in the laboratory,
tested on non-zero-suppressed data and implemented in the
BGV TELLI1 boards [30].

C. BGYV control system

The BGV detector control system is described in detail in
Ref. [20]. It is based on the WinCC SCADA (supervisory
control and data acquisition) software. On this base soft-
ware layer, a CERN-wide framework (the Joint Controls
Project) is added. It runs on a dedicated Linux computer
in the LHC service tunnel. An additional computer, the
CAN router, is used for CAN (controlled area network) bus
communication with components that use the open plat-
form communications protocol. This is used to control the
voltage supply to the SiPM arrays and Beetle readout chips
and to acquire data from the SiPM temperature sensors.

The ODIN readout supervisor board [31] receives the
LHC clock and LO trigger decision and coordinates the
overall data acquisition. The clock, which is received by all
readout components, serves as a metronome and can be
adjusted in several places to allow for corrections due to the
different signal propagation times in the system.

D. High-level trigger

The detector front-end boards send analogue data to
the TELL1 readout boards for digitization and clustering.
The data processing time on the TELL1s depends on the
number of clusters found. Hence, the buffer is protected by
a trigger rate control network that moderates the readout
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sequence. The TELL1 boards are connected to a CPU farm
through a network with a bandwidth of approximately
200 MB s~ !, which can sustain an event transfer rate of
up to 500 kHz. The BGV readout system uses the LHCb
VELO data format [30].

The BGV HLT system currently consists of five servers
hosted in an HP Blade system. First, a quick selection is
made based on the cluster multiplicity per detector module
(two detector planes). At least two clusters per module are
required, corresponding to a minimum of two detected
tracks. An upper limit of 50 clusters per module is used to
limit the subsequent processing time. This simple selection
enhances the fraction of events processed with at least two
reconstructed tracks from 7% to 56%. Subsequently, a track
reconstruction algorithm is run on the events passing the
cluster multiplicity selection. The flexibility of the HLT
allows additional event selection criteria to be applied and a
choice of the fraction of events to be stored for further
analysis. Events are stored off-line at a maximum rate of
10 kHz. They are analysed by the HLT system at the same
rate to provide real-time beam size measurements.

VI. SCIFI DETECTOR PERFORMANCE

A four-layer BGV fiber module was tested in the
experimental setup of the LHCb SciFi tracker test beam
at the CERN Super Proton Synchrotron. The setup
included a telescope, placed approximately 20 cm
upstream of the BGV module, used to reconstruct the
tracks of particles. It consisted of five tracking stations
made of short scintillating fiber mats, where each station
provided a two-dimensional position measurement in the
transverse plane. The cluster resolution of each detection
plane of the telescope was 33 ym, which resulted in a
resolution of the impact point on the BGV module, after
extrapolation, oy, = 45 ym. This section describes the
measurement of the most important module performance
characteristics. More details can be found in Refs. [26,32].

A. Light yield

The total amount of light detected from a crossing
particle is the main parameter that influences the cluster
detection efficiency. Random fluctuations associated with
the energy deposition of charged particles in matter
(Landau distributed for a thin layer) give rise to a spread
in the intensity of the detected light signals. In addition,
the energy deposited by a particle in the fiber mat can be
distributed over several readout channels which need to
be combined to form clusters using the threshold-based
algorithm described above. The cluster sum is the total
amount of signal per cluster.

The distribution of the cluster sum measured for each
detection plane at the nominal SiPM bias overvoltage
(AV =3.5 V) is shown in Fig. 6. The result is expressed
in photoelectron (PE) units which represent the amount of
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FIG. 6. Cluster sum distribution in the two detection planes of a
four-layer BGV SciFi module. The measurement was performed
with the nominal SiPM overvoltage AV = 3.5 V.

signal produced by a single photon. The light yield, defined
as the most probable value of the distribution, is found to be
15.6 and 14.6 PE, respectively, for the X and X’ planes of
the module.

Depending on the beam spot position, the light yield was
seen to vary between 13 and 18 PE. These variations were
attributed to the longitudinal position of the hit in the fiber
(10% light yield difference from attenuation between the
top and bottom of the fibers), the nonuniformity in the fiber
mat quality, and the temperature of the SiPMs (which for
the test was not stabilized, leading to a 10% effect on the
photon detection efficiency). However, these variations do
not impact the hit detection efficiency, as the amount of
signal remains above the clustering thresholds.

For five-layer modules, the low light signals (below
10 PE) have amplitudes that are higher by 20% due to the
additional light collected in the extra fiber layer. As a
consequence, the cluster detection efficiency is higher for
these modules. The expected improvement is smaller for
hits with a high signal amplitude, due to signal saturation in
the front-end board.

B. Cluster detection efficiency

The cluster detection efficiency &, 1S calculated as the
ratio of the number of events with a cluster detected at a
small distance (seed distance) from the actual impact point
of the track (as determined by the telescope) to the total
number of events. A seed distance of 1.25 mm is used in
order to include tracks with large scattering angles. The
average module cluster detection efficiency is & yser =
(98.0 £ 0.4)% using clustering thresholds (seed/neighbor/
sum) of 2.5/1.5/4.5PE and (98.7+£0.4)% with the
threshold lowered to 1.5/0.5/2.5 PE. Approximately 2%
of the nominally sensitive area of the SciFi modules is
inefficient due to construction constraints (space between
adjacent SiPMs, imperfect positioning, or longitudinal cuts
fiber mats, etc.).
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C. Single-cluster spatial resolution

The spatial resolution o, 1s calculated from the
residual between the cluster detected on the module and
the impact point of the track. The distribution of residuals is
the convolution of the cluster and track position resolutions
(02 iqual = Ouster T Ooact)- Using the nominal seed, neigh-
bor, and sum thresholds of 2.5, 1.5, and 4.5 PE, respec-
tively, the cluster resolution o, 1S estimated to be
(38+3) um for the X and (43+4) yum for the X’
detection plane, given the performance of the tracking
telescope used.

VII. TRANSVERSE BEAM SIZE MEASUREMENT
METHOD

The transverse beam profiles may be obtained by
producing distributions of beam-gas interaction vertex
positions, each vertex being reconstructed from several
tracks of the triggered event. However, this method
requires a stand-alone precise estimation of the tracker
performance, in particular, of the vertex position reso-
lution. For the sake of simplicity, rapidity, and cost, the
BGYV system comprises only the minimum set of detector
planes required to reconstruct tracks (i.e., two for each
coordinate). An alternative method to measure only the
beam size (the standard deviation of the transverse beam
profile), without relying on vertex distributions, is pre-
sented here. This makes use of only reconstructed tracks,
by exploiting correlations in their impact parameter
(IP, defined in Sec. VII D) relative to the primary vertex.
All results presented here are obtained using this IP
correlation method.

A. Track reconstruction and event selection

High-energy particles emerging from the beam-gas
interaction region travel straight through the BGV detec-
tor as there is no sizable magnetic field in the vicinity
of the setup. Their trajectories can therefore be recon-
structed as straight lines using the one-dimensional
position of reconstructed clusters in all the SciFi planes.
As the detector has two identical parts (top and bottom),
the track reconstruction can be performed separately for
each of them. Special care is taken to avoid double
counting of tracks that go through the overlap region
between the top and bottom parts.

The track pattern recognition algorithm starts from a
seed in the first plane of the far SciFi detector station from
which searches are made for suitable combinations in the
other modules along the possible particle direction (by
defining appropriate search windows). Given the track
multiplicity expected per beam-gas interaction (up to
about ten tracks) and the fact that the SciFi detectors
perform one-dimensional measurements, the number of
possible tracks exceeds the number of real particles. All
reasonable cluster combinations are evaluated in order to

select good quality tracks that point to the interaction
region. The reconstruction step sequence is as follows.

Track seed.—A cluster is selected in the first plane of the
far station and combined with a cluster in the corresponding
plane of the near station to form a seed track. If the seed
track does not point to the gas target volume, the cluster
combination is rejected.

Pattern recognition.—The pattern recognition algorithm
used is a process that scans sequentially through all detector
planes (downstream to upstream) for clusters that might be
associated together to form a track. Initially, the seed track
clusters are used to define a search window in the second
downstream detector plane (the first one being already used
for the definition of the track seed). If in that window there
is an available cluster (not associated with another track), it
is included in the cluster list of the track under study. The
search is then repeated for the next detector plane. Each
time, the full current cluster list is used to define the search
window. This procedure is terminated when a track with a
cluster in each of the eight planes is identified.

Track fit.—A linear fit is performed using the coordi-
nates of the eight clusters of a given track. If the y? of the fit
is below a certain limit, the clusters found are grouped into
a cluster set (corresponding to a track) and marked as
“used” (not available for any other possible cluster set).
The procedure then restarts with the next cluster available at
the first plane of the far station.

Once a full list of cluster sets is established, a linear fit to
each of them provides the corresponding final track
parameters (point of closest approach to the z axis, direc-
tional vector, )(2, and covariance matrix).

Simulation studies show that up to 30% of reconstructed
tracks may not correspond to real particles traversing the
detector. This is mainly due to background cluster combi-
nations that cannot be eliminated due to the limited number
of tracking planes. Figure 7(a) shows the multiplicity of
reconstructed tracks for real data and Monte Carlo (MC)
simulated p-Ne interactions. Figure 7(b) shows the tracking
efficiency and purity from the simulation. Efficiency is
defined as the fraction of reconstructed tracks generated
from particles leaving one MC hit in each of the eight
planes of one BGV detector half, top or bottom (recon-
structible tracks). Purity is defined as the fraction of
reconstructed tracks that are associated with a reconstruc-
tible particle.

B. Alignment of detector elements

In order to obtain precise results from the track fit
procedure described above, the exact position of the various
detector elements needs to be known. Even though all
detector planes are installed very close to their nominal
position, some corrections still need to be introduced in the
off-line analysis.

Once track fit results are obtained for a given data
sample, the mean value per plane of the cluster residuals
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FIG. 7. Performance of the track reconstruction algorithm.

(distance between clusters and the fitted line) indicates
systematic shifts. For offsets within individual modules
of the detector, the corresponding corrections are directly
inserted in the relevant database used for track fitting.

In order to select a subsample of reconstructed tracks
that point to the interaction region, a simple vertex finding
algorithm is used. Using the fact that the beam-gas
interaction region is over a meter long along the z axis,
a relative transverse misalignment between BGV SciFi
modules results in a slope of the reconstructed vertex
position along the z axis. Such slopes are then corrected by
introducing relative shifts between the detector modules. In
that way, the top and bottom modules are independently
aligned. As a final step, the complete detector is shifted in
order to reconstruct a beam spot centered around the beam
axis. All these alignment corrections are used for the results
presented here.

C. Estimation of the transverse beam position

The signed IP d is defined here as the distance of closest
approach between a track projected in the x-y plane and
(0,0). It is given by

Track 1

Track 2 Y4
¢2

------ Yv

FIG. 8. Two tracks from the same vertex (red lines), with their
corresponding d and projected azimuth angle. The arrows
indicate the direction of particles emerging from the beam-gas
interaction vertex through the BGV detector.

d = xsing — ycos ¢, (3)

where (x, y) is any point along the track and ¢ its azimuth
angle (Fig. 8). Assuming all tracks share a common vertex
point (x,,y,), Eq. (3) can be used to determine the
transverse position of the beam, by fitting the distribution
of d, for all angles. This is shown for a typical data sample
in Fig. 9. A fit using (x,,y,) as free parameters then
provides the transverse position of the beam with respect
to the center of the BGV. Figure 9(a) shows the distri-
bution before any alignment correction is applied, while
the distribution for the same data sample, after the
alignment corrections, is shown in Fig. 9(b). The plots
presented are for 100 000 events (the number of entries
indicated corresponds to the number of reconstructed
tracks in each case). Applying the alignment correction,
the number of reconstructed tracks is increased by
15%. The beam spot is reconstructed at (x,,y,) =
[0.015(3) mm, —0.025(3) mm]|, demonstrating the effec-
tiveness of this alignment procedure.

D. Impact parameter correlation method

The IP of tracks from particles generated by beam-gas
interactions can also be used to measure the transverse
beam size of a beam centered around the z axis. For
previous applications of this method, see Refs. [33,34].

For each interaction vertex, the IPs of the emerging
tracks are correlated. Using Eq. (3) at (x,,y,), this
correlation can be written as

d]d2 = (xv Sin¢1 — Y COS¢])(-XU Sin¢2 — W COS¢2)

(x7 + v7) cos(y = ¢,)
- % (x2 = y2) cos(¢p; + ¢»)

— XYy Sin(¢1 + ¢2) (4)

| =
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FIG.9. Estimation of the transverse beam spot position with the
BGV detector. Red lines are the result of a fit with Eq. (3)
estimating the beam spot position (x,,y,).

For any given value (¢; — ¢,), the average correlation
(d\d,) can be, using Eq. (4), written as

() —g =5 (1) + O3 sl = ). (5

assuming uncorrelated vertex coordinates (i.e., (x,y,) = 0)
and uniformly distributed ¢; and ¢, [i.e., (cos(¢;+
¢,)) = 0]. Brackets indicate an average over many track
pairs. Track pairs are formed within the same triggered
event and accumulated over many triggers.

Given that {x,) = 0 and (y,) = 0, (x2) and (y?) are the
variances oy and o3 of the transverse beam spot, in the x
and y direction, respectively. Equation (5) can then be
rewritten as

1
(dido)|(p,-py) = 3 (0% +03) cos(py — ). (6)

Similarly, by expanding Eq. (4) for a fixed (¢, + ¢, ) value,
one gets

1
(dida)|(p,+4,) = 3 (ox —o3)cos(py +¢r).  (7)

It should be noted that the average IP correlation is
independent of the IP measurement resolution. By adding a
random error € to each measurement, one gets

((di+e€)(dy +ey)) =(didr) +(d €3) + (dr€1) + (€1€62).

Assuming statistical independence between errors and
measurements, (d;e;) = (d;)(e;) and (e €;) = (e1)(ea),
giving ((d; + €;)(d, + €3)) = (d;d,) (provided the mea-
surements do not introduce any systematic bias, (¢) = 0).
Therefore, by using Eqgs. (6) and (7), the transverse beam
size can be directly measured, without having to correct it
for the IP (i.e., tracking) resolution. This is valid only for
tracks originating from the primary vertex. The achievable
transverse beam size measurement precision still depends
on the IP resolution, as this determines the number of
background tracks that are wrongly identified as originating
from the primary vertex.

VIII. LHC BEAM 2 SIZE MEASUREMENTS

The impact parameter correlation method can be used to
measure the transverse size of the LHC beam. During the
2018 LHC operation period, several beam size measure-
ment campaigns were performed using the BGV detector.
Events were first selected using the following criteria:
(i) 2 < number of clusters per detector plane <50,
(i1) reconstructed tracks with a hit in each of the eight
detector planes, (iii) track fit y> < 100 per track, (iv) tracks
with a reconstructed point of closest approach to the z axis
(beam direction) inside the BGV gas target volume, and
(v) correlations calculated only for track pairs with their
points of closest approach closer than 40 mm along the
Z axis.

Figure 10 shows the distribution of the IP correlation as a
function of cos(¢; — ¢,) (a) and cos(¢; + ¢,) (b) for a
sample of 500 000 tracks recorded during stable operation
period at 450 GeV. Each of these two distributions is fitted
with a straight line. Based on Eqgs. (6) and (7), the line slope
in Fig. 10(a) is an estimator of 1 (0% + 02) and that of
Fig. 10(b) of % (o% — 62), from which the horizontal and
vertical beam size, o, and o, respectively, can be obtained.

A. Beam size estimation and simulation-based
correction

The transverse beam size measurement method described
above was first studied with MC events. The detector
simulation was derived from the LHCb simulation frame-
work using GEANT4 [35]. Itis based on a detailed description
of all the detector elements and on the heavy ion jet
interaction generator (HIJING) model for generating p-Ne
interactions [36]. Real data and MC predictions are com-
pared in Figs. 11 and 12. The fine structure of the
distributions is well described by the BGV simulation.
The real data excess at z <0 in Fig. 12 comes from
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(b). From the two line slopes and Eqgs. (6) and (7), one gets for the
transverse beam size o, = 660 ym and ¢, = 492 um.

interactions upstream that miss the veto trigger scintillator
and are not considered in the BGV simulation.

Several MC datasets were studied, each with a different
simulated beam size. For each sample, tracks were recon-
structed in the same way as for real data. Each recon-
structed beam size 6™ is compared with the original, used
for the generation of the MC data, o™C.

The reconstructed beam size always underestimates the
true beam size. Furthermore, this underestimation is not the
same for the measurement along the x and y axes. These
effects are attributed to two main factors. First, the detector
coverage is not z-axial symmetric. Second, background
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FIG. 12. The distribution of the point of closest approach of

reconstructed tracks along the z axis (beam direction), for real
data and MC simulation predictions.

hits induce a number of wrongly reconstructed tracks due
to the limited number of tracking planes. These wrongly
reconstructed tracks have no correlation between the IP
and azimuth angle. This results in the corresponding data
points in the IP correlation distribution as a function of
cos(¢py — ¢h,) or cos(¢p; + ¢p,) being evenly distributed
around O for both variables. Their use in the linear fits
in Fig. 10 therefore produces a line with a smaller slope,
resulting in a smaller reconstructed beam size. Figure 13
shows 6MC vs 6™ for both the horizontal and vertical
transverse beam sizes. By fitting a second-order polyno-
mial to these data, a correction function is obtained that
converts the raw reconstructed measurements to a final,
corrected beam size estimations (6°°"):

o = 0.81(6%°)% + 0.536"° + 0.07 and

05" = 1.39(0%)? + 0.726%¢ + 0.06.

(8)

These parameters are used to obtain beam sizes from
real data.
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SciFi cluster distribution along a SciFi module.
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corresponding MC generated beam size 6™C. The red line is a
quadratic fit to the data. The two green squares are beam size
estimations for two additional MC samples that were not used in
the line fit.
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B. Beam size measurements at stable energies

During stable LHC operation at collision energy with
protons, the beam emittance and, hence, beam size remain
practically constant. These are ideal conditions to study
the BGV detector performance. Acquiring data for an
extended period (of the order of 30 min) allows a
straightforward estimation of the statistical error of the
BGV measurements.

Using all the events within a time slice of a given duration
(integration time), an IP correlation vs cos(¢; — ¢,) [and
cos(¢p; + ¢,)] distribution is obtained, and the correspond-
ing beam size is estimated [using Eq. (8)]. Consecutive
time slices provide independent measurements of the same,
stable, beam size.

During the LHC fill no. 7314 (2556 proton bunches per
beam, 1.2 x 10" protons per bunch, 4.3 x 10~ mbar Ne
pressure in the BGV target chamber, and 4.9 kHz BGV
readout rate, 17 October 2018), such a dataset was acquired
with the results presented below.

Figure 14 shows the distribution of the transverse beam
size for two integration times. The measurements are seen
to be normally distributed; hence, the statistical error of
the BGV measurement for each integration time can be
estimated from the width of the corresponding normal
distribution. The resulting errors scale with the number of
analyzed events as N~'/2. This allows the statistical error
of a BGV measurement to be calculated based on the
integration time (or, equivalently, the number of events
used). Typical BGV beam size measurements with their
corresponding errors are presented in Table 1.

Figure 15 shows a comparison of the transverse beam
size measured by the BGV and that using the LHC
synchrotron radiation telescope (BSRT) [37] for various
beam energies. It should be noted that the BSRT is located
at a different position in the accelerator than the BGV.
Hence, a good knowledge of the beta functions (f,, f,) is
required to scale the beam size from one location to the
other. These are typically known with a precision of better
than 5% [38].
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FIG. 14. Distribution of independent beam size measurements
for two integration times. Black lines are fits with a normal
distribution, whose width reflects the statistical error of the BGV
beam size measurement.

TABLEI. BGYV transverse beam size measurements for various
LHC beam energies (i.e., beam sizes) and integration times.
For each energy, all estimates for the various integration times use
the same data sample.

Integration Beam energy

time (s) (TeV) o, (upm) o, (um)
5 0.45 814 £ 15 772 £ 15
20 0.45 815+8 772 £8
80 0.45 815+ 4 772+ 4
5 2.50 419+ 13 420+ 13
20 2.50 419+7 4207
80 2.50 419+£3 421 £3
5 6.50 242+ 10 223+ 10
20 6.50 242 +5 223 £5
80 6.50 242 +£2 223+2

C. Measurements during the LHC proton
acceleration phase

As shown in the previous section, accurate transverse
beam size measurements can be obtained with relatively
short integration times (10-20 s). The BGV detector can
therefore also be used to measure the beam size as it
evolves during the acceleration phase of the LHC cycle,
which typically lasts about 20 min. Figure 16 shows the
results for one LHC cycle (fill no. 6428, 28 November
2017). Here, the measured beam size from the BGV is

0.9
08 ® BSRTg,
W BGVo,
T 0.7 *
Eos
=
5,5/ 450 Gev
£ 04
o3 L 6.5 TeV
0.2 2.5 Tev 9o 90 [ ]
0.1
FIG. 15. Transverse beam size measurements for the BGV

(blue squares) and BSRT extrapolated to the BGV location (red
circles) for three different beam energies.
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FIG. 16. BGV measurement of transverse beam size during the
LHC acceleration phase. The expected beam size evolution given
by Eq. (9) is also drawn. For clarity, the symbols used per data
point are larger than the error bars of the measurements.
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individual LHC proton bunches. Data were taken during a special
calibration run at 6.5 TeV.

determined during the acceleration from 0.45 to 6.5 TeV
and plotted as a function of time (20 s integration time
per data point). Both 6{°" and o} are shown in the same
figure. For comparison, the solid lines in Fig. 16 show the
expected beam size time evolution, assuming no change in
the normalized beam emittance. This is given by

U(E) = Ginj\/Einj/E7 )

where Ej; and o, are the energy and beam size, respec-
tively, at injection. The error on the beam size estimation is
estimated from the number of events analyzed per data
point as explained in the previous section.

D. Measurements per LHC proton bunch

Given the current BGV readout rate, only a few hundred
of the 2556 LHC proton bunches can be measured con-
currently. While the number of events per bunch for a given
integration window is clearly reduced, the expected error in
the beam size measurement can still be extrapolated from
that presented in the previous section. As an example,
Fig. 17 shows measurements during a special calibration
run where there were only 12 proton bunches injected in the
LHC. The BGV measurements (60 s integration time) are
shown together with the corresponding wire scanner (WS);
a detailed description of the WS performance can be found
in Ref. [39]. The WS measurements are scaled taking into
account the accelerator optics functions at the WS and
BGYV locations.

IX. FUTURE DEVELOPMENTS

The present BGV system has demonstrated its capability
to accurately measure beam size at the LHC throughout the

acceleration cycle. In order to allow for measurements of
smaller beam sizes and/or with greater precision, a series of
improvements is foreseen.

Changing the target gas from neon (20.2 atomic mass) to
argon (39.9 atomic mass) will increase the trigger rate by
approximately 50% with a similar increase in event track
multiplicity. The combination of these two factors will
considerably reduce the integration time required for
precise measurements. In order to be able to provide on-
line beam size measurements with such an increased trigger
rate, the BGV system would require a faster data acquis-
ition system and a more powerful HLT computer farm.

The spatial resolution of the reconstructed IP and vertex
is directly affected by any multiple scattering of the
detected particles between the beam-gas interaction vertex
and the detection planes. In the BGV system, the exit
window is the main contributor to multiple scattering.
A redesign to maintain its thickness to less than 1 mm over
its full surface would result in a 30%-50% reduction in
multiple scattering effects. A further reduction, by a factor
of 2, can be achieved if the aluminum window is replaced
by beryllium. New, low-mass, particle detectors could also
be considered to further reduce multiple scattering effects
in the BGV system.

The addition of a fine timing detector would also allow
the BGV system to measure the longitudinal beam size.
Given that the LHC bunch length has an rms of 300 ps, a
timing resolution of about 50 ps would be sufficient to
obtain the longitudinal profile.

X. CONCLUSIONS

An innovative transverse beam size measurement instru-
ment has been presented. Installed in the LHC, both the
x and y sizes of the beam can be measured independently,
with a precision of better than 2% for an integration time of
less than 30 s. The current BGV system can measure sizes
varying from about 100 to 1000 ym. This fact, together
with the relatively short integration times required, allows
beam size monitoring during all operational phases, includ-
ing the energy ramp. Intensity variations are just reflected
in the rate of beam-gas interactions and affect only the
integration time needed for a given precision. Higher
accelerator energies result in smaller beam sizes that can
be easily accommodated by selecting track detectors with
an appropriate spatial resolution. The BGV instrument has
therefore been demonstrated to provide a novel and
effective alternative for beam size monitoring in high-
energy colliders, with possible application in a variety of
current and future hadron accelerators.
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