F Berghaus for the SIm@P1 team

on behalf of the ATLAS Collaboration



= Definition: What is Sim@P1
= Status: Current operation

= Plan: Integration of Cloudscheduler
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~1.5 Gbyte

10 July 2018

1-4, 6-13, 94, 95 ~24 Gbyte
64-69 40 16
16-26, 75-77 32 48 ~64 Gbyte
70-74, 79-90 40 48
44-54 40 56 64 Gbyte
Total: 58

Sim@P1 = Simulation at point one
CHEP2018

~1.3 Gbyte

~1.1 GByte

64K

74K



= Dedicated VLAN for offline access to list of hosts in CERN General
Purpose Network

= Compute resources isolated by virtualization

Control Network

Core Routers
(modular, multiple-

line cards)

| | OpenStack Controller | |

Glance Service

GPN Uplink
Non-modular

Glance Service

DHCP + Ganglia

DHCP + Ganglia

CVMFS + Frontier

2x GbE

Squid Proxy

CVMEFS + Frontier
Squid Proxy

Rack

32 or 40

1x GbE ||

1x GbE

—
HLT Server |

10 July 2018 CHEP2018

4x GbE

2x GbE

Castor Router
(modular, multiple-
line cards

GPN
8x 10 Gbps
Up to 40 Gbps
available



30k

@Yidasnb e Running jobs

] B O O't : 2,000 . 533 Da}:s from Week 01 of ,:_?017 to Week 24 01‘.2018
= Puppet launches nova on -
worker nodes
= Puppet executes scripts to
launch instances o

= |nstances connect to condor o0 |
= CM+ 2 Schedin GPN

= APF submits to each Sched

5000 fm

0 1
Jan 2017 Apr 2017 i 2017 Oct 2017 Jan 2018

" S h u t d O W n : m MC S\Ah’on m MC Reconstruction LIData Pmc::::mcwgmgw W Group Production 1 Others T
= Puppet kills nova on worker  j3n 2017 Jun 2018
nodes

= Puppet calls cleanup scripts

10 July 2018 CHEP2018



1.0

—Proxy 1 —Proxy 2 = Hosts

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.7

Outbount Traffic [Gbps]

.0
Jun 11

= 20MB CernVM3 micro-kernel distributed from glance
= CernVM3 caches in ATLAS software and operating system

= Two SQUID servers in P1 are sufficient to provide software

10 July 2018

Jun 12

Jun 13

Jun 14 Jun 15

CHEP2018

Jun 16

Jun 17

2500

2000

1500

1000

500

Number of hosts



= Hard to maintain:

= Many undocumented scripts

= Scripts spread over many servers in P1 and in GPN

= No error handling for running instances

= Hard to update or modify
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Proposal for Sim@P1
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= Batch system on distributed
cloud infrastructure

= |n production for offline
processing for

= ATLAS (2012 - present)

r/::::QCICISh ] Completed jobs
12728 Hours from Week 01 of 2017 to Week 23 of 2018 UTC
T T T

1500,000 =

1000,000 fm

500,000 f=

Il
Oct 2017
Htpificern chiga/8067

W MC Simulation (947,104) W Group Production 1403,426) B MC Reconstruction (335,401} I Others {196,213)

Total: 1893487 . Average Rate 0.04 /s

10 July 2018

{ ----- Cloud Scheduler ]

——mmm e —m

Scheduler Status Communication

P
-t
: Ll
HE
R
Ll
1
1
. Ll
P
" Ll
H 1
o
HE
- 1

i Cloud Interface Cloud Interface

E . (Nova, Boto, GLJ (Nova, Boto,

i O OCCl) +— OCCl)

1 — [%)]

i 9. =4

S OF

PO =

! >N — — O'— —

! 2| © © 3. © ©

i wni| U ) ikl RS D
o 2% .| 23 3l 2g...| 28
S| £ 0 £ O =il 20 e
:C): < E: 9 9

Cloud Interface

(Amazon, Google,
Microsoft)

Commercial Cloud

Job Scheduler

(HTCondor, Torque, etc.)

}— User

CHEP2018



* Proposal for long shutdown two [LS2)]:

= Cloudscheduler & OpenStack run in P1 Network
= Polling thread and HTCondor run in CERN GPN

= Cloudscheduler and polling thread interact with database

OpenStack Controller |--------:

DHCP + Ganglia |——

Cloudscheduler

HTCondor

MariaSQL and '
HTCondor Poller

GPN

Racks
32 or 40

[———1
HLT Server | I

10 July 2018 CHEP2018 10




= Communication flow for Cloudscheduler

= Requires channel to database between P1 & GPN

—— P1 Control Network

—>

TPU |CernVM

Puppet

OpenStack

Cloudscheduler

10 July 2018

—— P1 Data Network — CERN GPN
Negotiator
Collector
Sched Sched Sched
A

CHEP2018

Cloudscheduler

Poller

MySQL

o 0’3&\0(\
Q‘OQge‘Qa
OO
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= Harvester pull mechanism allows job-specific resource request

= Condor reports resources availability to Harvester to improve

PanDA job brokering

= Condor job router balance jobs across multiple schedulers

-

B

. | Negotiator

> TPU |CernVM

Collector

Job Router

Puppet Sched

Sched

Sched

A

OpenStack

A

»Cloudscheduler

,,,,,,,,,,,,,, > MySQL

Cloudscheduler

Poller

10 July 2018 CHEP2018
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= Sim@P1 is successfully operating

= Cloudscheduler setup to ease operation under
evaluation

= PanDA Harvester setup for job more flexible job
submission

10 July 2018 CHEP2018 13



Cloudscheduler Team

K Casteels, C Driemel,

M Ebert, C Leavett-Brown,
M Paterson, R Seuster,

R Sobie, R P Taylor, T Weiss-
Gibbons

10 July 2018

SIM@P1 Team

A Di Girolamo, C Lee, P Love,
J Schovancova, R Walker

TDAQ Team

F Brasolin, D A Scannicchio,
M E Pozo Astigarraga

CHEP2018
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Tentative future

MySQL RabbltMQ

| |— | Follow the ™ Castor Router
Control Network . | IOpenStack Controller | rest of P1 :
Core Routers : 2x 10GbE I : network

=3 @ |/l. i
| | OpensStack Controller | | ::

Glance Service

GPN Uplink
Non-modular
Switch

Glance Service

R R I

DHCP + Ganglia

Point 1
Gateways

DHCP + Ganglia

CVMES + Frontier
Squid Proxy

CVMFS + Frontier
Squid Proxy

--------------------------------------------------------------------------------------------------

Data and control

: YHLT Server .
. . 1 2x 10GbE u share one link
Hiding some heterogeneity . X : | I 2 0o ss |

Re—————————
M e e —————————————————————— e I R I R IR
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