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1. Introduction

For each affine Lie algebra g(k) of rank n, a classically integrable field theory in two

dimensions can be defined via the Lagrangian

L =
1

2
(∂φ)2 − V (φ) ;

V (φ) =
m2

β2

n
∑

i=0

nie
βαi·φ.

(1.1)

The n-dimensional vectors {α0, . . . αn} together make up an (extended) set of simple roots,

their inner products being encoded in the affine Dynkin diagram of g(k). The number m

sets the overall mass scale, while β is the coupling constant, taken to be real below. The

relative values of the ni can be changed by a shift in the field φ; it is convenient to impose
∑

niαi=0 – so that φ=0 minimises the potential – and conventional to choose n0=1.

The ni then agree with the labelling of the affine diagrams in the book by Kac [1]. The

resulting model is known as the affine Toda field theory based on g(k), and its integrability

is reflected in the presence of infinitely many conserved quantities, at spins given by the

exponents of the affine algebra. If these conservation laws survive quantisation, then (1.1)

should also define a quantum integrable field theory, and its scattering amplitudes should

factorise into products of two-particle S-matrices. As part of the general programme to

understand two-dimensional quantum field theories, it is rather natural to ask what these

two-particle S-matrix elements might be [2–8].

A straightforward way to approach this question starts by expanding the potential

V (φ) in β, as follows:

V (φ) =
m2

β2

n
∑

i=0

ni +
(M2)ab

2
φaφb +

Cabc

3!
φaφbφc + . . . (1.2)

The leading non-trivial terms to appear are the classical (mass)2 matrix, and a collection

of classical three-point couplings:

(M2)ab = m2
n

∑

i=0

αa
i αb

i ; Cabc = m2β

n
∑

i=0

αa
i αb

iα
c
i . (1.3)

These objects have a number of remarkable ‘universal’ properties [3–5]. If g(k) is untwisted

(that is, if k=1), then the set of classical masses (m1, m2, . . .mn) forms a right eigenvector

of the Cartan matrix of the corresponding non-affine algebra G (taking Cab = 2αa ·αb/α2
b ;

a, b=1 . . . n). For the couplings, there is a simple rule determining when they are non-

vanishing, relying on the action of a Coxeter element in the relevant (finite) root system [9]
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(a twisted Coxeter element if k>1 [10]). The magnitudes of the non-vanishing couplings

are given by the ‘area law’

|Cabc| = λabc 2β√
h(k)

mamb sin U c
ab , (1.4)

where the fusing angle U c
ab is defined via the relation

m2
c = m2

a + m2
b + 2mamb cos U c

ab . (1.5)

The factor λabc is included both to take into account the normalisation of the roots αi,

and to allow for certain adjustments necessary in the untwisted non simply-laced cases; it

will be reviewed in more detail later. The so-called ‘kth Coxeter number’ h(k) is defined

as follows [1] : if the usual Coxeter number of g(k) is h=
∑r

0 ni, then h(k)=k.h (table 1

reproduces some of the relevant data from [1] ). This quantity is relevant to the classical

theory in one further way: all the fusing angles U c
ab turn out to be integer multiples of

π/h(k). General proofs of these classical results now exist [11].

g(k) k h(k) h(k)∨ h h∨

b
(1)
n 1 2n 4n−2 2n 2n−1

a
(2)
2n−1 2 4n−2 2n 2n−1 2n

c
(1)
n 1 2n 2n+2 2n n+1

d
(2)
n+1 2 2n+2 2n n+1 2n

f
(1)
4 1 12 18 12 9

e
(2)
6 2 18 12 9 12

g
(1)
2 1 6 12 6 4

d
(3)
4 3 12 6 4 6

a
(2)
2n 2 4n+2 4n+2 2n+1 2n+1

Table 1 : Lie algebra data

Armed with this information, the quantum theory can be examined. A combination

of perturbation theory, based on (1.2), and general (non-perturbative) principles [12,13],

has led to conjectures for the exact S-matrices for all of the affine Toda models [2–8,14].
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In the cases where g(k) is simply-laced, so that all of the αa have the same length, the

story seems to be particularly simple [2–7]. At least to one loop, the mass ratios do not

renormalise, and so the classical fusing angles can be assumed to be directly relevant to

the quantum theory as well. This allows the positions of both simple and higher poles in

the S-matrix elements to be predicted, the latter via an analysis of the on-shell diagrams

responsible for Landau singularities. Add in some zeroes (at coupling-constant dependent

positions) to ensure that the S-matrix tends to the identity as β → 0, demand agreement

to lowest order in perturbation theory, and a surprisingly uniform collection of ansätze

emerges, each S-matrix element being written as a product of elementary building blocks

{x},
{x} =

(x−1)(x+1)

(x−1+B)(x+1−B)
; (x) =

sinh (θ/2 + iπx/2h(k))

sinh (θ/2 − iπx/2h(k))
. (1.6a, b)

It is important to note here that, essentially on account of the earlier observation that

all the fusing angles are integer multiples of π/h(k), the parameters x for these blocks

are always integers. Expressed in terms of such blocks, the β-dependence of the S-matrix

elements is completely hidden: even inside the blocks it only appears via the function

B(β). Tree-level perturbation theory dictates that B(β) = β2/2π + . . . , and a natural

conjecture, now backed up by higher-order perturbative calculations [15], has

B(β) = 2β2/(β2 + 4π) . (1.7)

The combination of (1.6a) and (1.7) implies a strong-weak coupling duality for the simply-

laced models, in that the S-matrix is unchanged on replacing β by 4π/β : the operation

simply sends B to 2−B and leaves all the blocks {x} unchanged.

Excepting the theory based on a
(2)
2n [4], the picture for the non simply-laced cases

is more complicated. The mass ratios do not remain fixed; rather, one-loop corrections

can already be seen to give them a non-trivial dependence on the coupling β. At first,

this seemed to be an insurmountable obstacle to the construction of a consistent diagonal

S-matrix for any of these models. However, more recent proposals by Delius et al have

shown that this is not necessarily the case [8]. The physical-strip poles no longer have fixed

positions, but move as the coupling constant varies. The price paid for this extra flexibility

is that some of the expected bootstrap relations [13] are no longer obeyed, corresponding

to certain poles in the S-matrix elements which are not at their expected positions even

after the renormalisations of the mass ratios have been taken into account. Exactly in

these situations, Delius et al were able to identify collections of Landau singularities which

modify initial expectations in a delicate way (a similar phenomenon in the sine-Gordon

model between the one- and two- breather thresholds had also been observed by Smirnov

[16]). Furthermore, these poles can also be understood within a pure S-matrix context, by

means of a particular generalisation of the Coleman-Thun mechanism [14]. While subtleties
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remain, enough supporting evidence now exists to leave little doubt that the S-matrices

presented in [8] are correct.

One especially interesting feature is the way that the strong-weak coupling duality

appears to extend [8,17]. On general grounds, one might expect that a fuller statement

of the simply-laced duality is that the S-matrix should be unchanged under the simulta-

neous transformations β → 4π/β ; αi → α∨
i = 2

α2
i

αi . Since the simply-laced roots were

implicitly assumed to have had (length)2 two, this duality reduces to the previous version

in these cases. It groups the non simply-laced theories into the pairs indicated in table 1,

corresponding to mutually dual affine Dynkin diagrams – with the exception of a
(2)
2n , whose

diagram is self-dual (throughout, the addition of ∨ to a symbol indicates the correspond-

ing dual object). For example, the large-β mass spectrum of one member of such a pair

should reproduce the small-β mass spectrum of its partner, a property that has now been

checked numerically for the g
(1)
2 /d

(3)
4 pair [18]. But beyond this, the S-matrices should also

be pairwise equivalent under the replacement β → 4π/β. The fact that the S-matrices

proposed by Delius et al did indeed turn out to have this property – it had not been fed

in at the start – provided further support for their conjectures.

The aims of this note are twofold: on the one hand, to systematise previous results

with a ‘naturally dual’ notation applicable to both simply- and non simply- laced cases, in

the process observing the simple generalisation of (1.7); and on the other to illustrate this

with some features of the f
(1)
4 /e

(2)
6 S-matrix.

2. A general block notation for all affine Toda theories

In [8], the coupling dependence of the pole positions was incorporated in two ways:

first, by allowing h(k) to wander away from its ‘classical’ (kth Coxeter number) value,

replacing it in (1.6b) by H(β), the ‘renormalised Coxeter number’; and second, by using

parameters x in the blocks defined by (1.6a) that were no longer always integers, but rather

could depend on β via H(β) , and sometimes also via B(β). Most, though not in fact quite

all, of the S-matrix elements were then written in terms of such blocks alone.

The alternative to be advocated here starts by dropping the idea that B(β) should

always be given by the expression (1.7). (With standard normalisations for the roots, this

is in any case impossible to enforce: cf. [18] for the g
(1)
2 case.) Instead, for the theory based

on g(k), define B[g(k)](β) to be that function of β which satisfies

(a) B[g(k)](0)=0 , B[g(k)](∞)=2 ;

(b) The positions of the zeroes and poles in the S-matrix elements of g(k) depend linearly

on B[g(k)] .

Given the S-matrix, this specifies B[g(k)] uniquely, and it reproduces (1.7) in the simply-

laced cases. Strictly speaking, just a single mobile pole or zero is enough to pin B[g(k)]
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down, so part (b) relies on the observation that all poles and zeroes can be linearised by

a single function. If this seems surprising, it should be no more so than the fact that a

single function B(β) sufficed in each of the simply-laced models; the underlying reason is

that the bootstrap relations, binding the different S-matrix elements together in a set of

overdetermined equations, forces the coupling-dependence to enter in a coherent way.

An example: in the a
(2)
2n−1 theory, Delius et al found that Snn(θ) had (amongst others)

a pole at 2/(2n−1+B/2), when B(β) is given by (1.7). So, this B fails on count (b). But

2

2n−1+B/2
=

2

2n−1
+

−B

(2n−1)(2n−1+B/2)
, (2.1)

and the second term on the RHS does satisfy (b) above, along with the first half of (a);

multiplying it by −2n(2n−1) to give it the desired limiting value of 2 as β→∞, and

substituting for B using (1.7), yields B[a
(2)
2n−1

](β) = 2β2/(β2+4π 2n−1
2n ) . Comparing with

the data in table 1 then suggests the following modification to (1.7):

B[g(k)](β) = 2β2/(β2+4π h
h∨ ) . (2.2)

This does indeed turn out to be the case, and will be discussed further below.

To continue, it is convenient to set

〈x〉 =
sinh (θ/2 + iπx/2)

sinh (θ/2 − iπx/2)
; (2.3)

the same as (x), but without the h(k). Assuming duality, two kth Coxeter numbers will be

relevant to each non simply-laced theory, h(k) and h(k)∨. At weak coupling, pole positions

should approach integer multiples of iπ/h(k) ; at strong coupling (weak dual coupling),

integer multiples of iπ/h(k)∨ . It is therefore natural to define an interpolating block 〈x, y〉 ,

to replace (x) , now depending on two integers rather than just one:

〈x, y〉 = 〈(2−B)x/2h(k) + By/2h(k)∨〉 (2.4)

The first index will ‘see’ the classical data of g(k), the second that of g(k)∨. Now a gener-

alisation of (1.6a) can be given:

{x, y} =
〈x − 1, y − 1〉〈x + 1, y + 1〉
〈x − 1, y + 1〉〈x + 1, y − 1〉 . (2.5)

Even for g(k) simply-laced, this provides quite a succinct way to write the basic block,

the correspondence being {x} = {x, x} for these (self-dual) cases. However, one feature

of the non simply-laced S-matrices has yet to be captured: ‘extra’ cancellations between

physical-strip poles and zeroes. These never happen in the simply-laced cases – the poles
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and zeroes go through the bootstrap independently, allowing minimal parts of these S-

matrices to be defined – but is crucial for g(k) non simply-laced (excepting the self-dual

a
(2)
2n theory, for which an – albeit not one-particle unitary – minimal S-matrix can indeed

be defined [19]). The extra freedom given by the pair of indices entering (2.5) permits

the product of two blocks to have fewer zeroes and poles than expected, owing to cross-

cancellations. There are precisely two ways in which a product of two blocks (2.5) can

have a such a ‘partial’ cancellation, one involving shifts of the left index, and one shifts of

the right. This motivates the definitions

{x, y}
2

= {x, y−1}{x, y+1}

2
{x, y} = {x−1, y}{x+1, y}

(2.6)

Each has the same number of poles and zeroes as {x}, owing to cancellations which are

easily spotted by using the definition (2.5). Going further, products of more blocks can

also have cancellations; for example

{x, y}
3

= {x, y−2}{x, y}{x, y+2}

2
{x, y}

2
=

2
{x, y−1}

2
{x, y+1} = {x−1, y}

2
{x+1, y}

2
.

(2.7)

The most general object that can be constructed in this way, with no more poles or zeroes

than the basic block, is, after cancellations,

a
{x, y}

b
=

〈x − a, y − b〉〈x + a, y + b〉
〈x − a, y + b〉〈x + a, y − b〉 . (2.8)

(It is convenient to omit any subscripts equal to 1.) All of the S-matrix elements listed

in [8] can be rewritten, either as a product of the ‘elementary’ blocks {x, y} alone, or,

after fusings, in terms of the more elaborate objects (2.8). The resulting notation may be

viewed as a further refinement of the ‘single index’ scheme used in [14]: the correspondence

between the two involves sending blocks of the form {,}
b

above into the blocks {}
(b−1)/2

of [14] in all cases but b
(1)
n /a

(2)
2n−1, where they become {}

(b−2)/4
instead.

To see how the duality works, note from (2.2) that B[g(k)](4π/β) = 2−B[g(k)∨](β), and

so from (2.4) it follows that expressions for the dual theory are obtained just by swapping

over the integers x and y in each block, along with any subscripts present – that is, read

the formulae from right to left instead of left to right. Some ‘universal’ features of the pole

residues can also be derived. Consider a single block
a
{x, y}

b
, in the weak-coupling limit.

This has two poles, which approach iπ(x±a)/h(k) as β → 0 . To leading order in β (and

with B(β) = κβ2/2π + . . . ) their residues are

R±
(

a
{x, y}

b

)

= ± iβ2κC

2h(k)∨ , with C = b . (2.9)
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(This is a little delicate, as the position of the pole may also depend on β ; the residue

given here corresponds to a simultaneous expansion, near the pole, in β and θ−θ0, with θ0

the (mobile) pole position. Following [8], this seems to be the appropriate prescription for

comparison with perturbation theory based on the renormalised masses.) The new feature

compared to the simply-laced cases is the correction factor C – the ‘fusing’ of blocks

changes their residues. There is another mechanism by which a simple pole residue can

be modified: other poles and zeroes, from other blocks, which also approach the location

of the pole in question as β → 0. While these do not change the order of the pole (for

β 6= 0, they are not in the same place), they do change its residue, even to leading order

in β. The general formula for this change is a little unwieldy; one example should suffice.

Consider the product {x, y}
b
{x+2, y+p}

b′
. For small β, there are two simple poles near

to iπ(x+1)/h(k) , one from each block. Without the presence of the other block, their

residues would be given by (2.9) with C = b, b′. Including this extra effect then multiplies

C by the additional factors of

p+b′−b

p−b′−b
,

p+b−b′

p−b−b′
(2.10)

respectively. These two new phenomena – the fusing and the interference of blocks –

mesh with another extra feature of the non simply-laced theories: the already-mentioned

occurrence of varying λabc factors correcting the area law (1.4). This is illustrated in the

next section by means of the f
(1)
4 /e

(2)
6 S-matrix.

3. An example: the S-matrix for f
(1)
4 and e

(2)
6

This S-matrix has been presented in [14], but will be developed from scratch here both

to demonstrate the approach just outlined, and to highlight aspects of the comparison with

perturbation theory. To start with, the classical Lagrangian will be taken to be that of

the f
(1)
4 theory; however, an a priori assumption of duality allows data from both algebras

of the pair to be used as input. The two classical theories both involve 4 non-degenerate

masses, m1 . . .m4. (The e
(2)
6 masses are, via the folding idea [20,5], found as the masses of

particles 2,4,5 and 7 of the e
(1)
7 model.) The full sets of couplings can be found in [5], but

as an empirical rule the only ‘good’ three-point couplings, that survive to have bootstrap

implications in the quantum theory, are those which are found in both classical theories

of a dual pair. In terms of the generalised bootstrap principle put forward in [14], this

means that the corresponding S-matrix poles will turn out to be ‘positive definite’, their

residues being positive multiples of i thoughout the entire range of β. For the case in hand,

this selects the couplings C111, C222, C333, C444, C112, C113, C224, C123, and C134. (It
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is interesting to note that, apart from the four φ3-type couplings, the couplings listed are

those having depth [6] one in the e
(1)
7 theory.) Their classical fusing angles are:

U1
11 = U2

22 = U3
33 = U4

44 = (8, 12) U2
11 = (6, 8) ; U1

12 = (9, 14)

U3
11 = (2, 2) ; U1

13 = (11, 17) U4
22 = (2, 4) ; U2

24 = (11, 16)

U1
23 = (10, 15) ; U2

31 = (9, 13) ; U3
12 = (5, 8)

U1
34 = (11, 17) ; U3

41 = (10, 16) ; U4
13 = (3, 3)

(3.1)

In this list, the first number of each pair, multiplied by π/12, is the fusing angle for f
(1)
4

(that is, the angle that emerges from (1.5) when the classical f
(1)
4 masses are used for

m1 . . .m4 ), while the second, multiplied by π/18, is that for e
(2)
6 (12 and 18 are the kth

Coxeter numbers for f
(1)
4 and e

(2)
6 ). These two fusing angles will be written as Ua

bc(0) and

Ua
bc(2) respectively. If it is assumed that for the f

(1)
4 /e

(2)
6 theory there is again a linearising

B-function B[f
(1)
4 ]≡B, then the general fusing angle must be

Ua
bc(B) = 2−B

2
Ua

bc(0) + B
2
Ua

bc(2) . (3.2)

This is enough to postulate the ratios of the conserved charges, via the bootstrap re-

lations. For example, using the couplings C123 and C224 leads to the quadruplet

(sin 2θs, sin(3+B/6)θs, sin(7−B/6)θs, sin 2θs+sin(4+B/3)θs) , where θs=πs/12. The spin

s runs over all integers coprime to 6, the set of exponents of f
(1)
4 . At B=0 , these are the

‘classical’ conserved charges of f
(1)
4 , forming eigenvectors of the Cartan matrix of the non-

affine algebra. Next, combining the implications of (3.1) and (3.2) for pole structure with

the hypothesis that the S-matrix can be written in terms of the blocks {x, y} introduced

in the last section selects S11 uniquely: S11 = {1, 1}{5, 7}{7, 11}{11, 17}. The bootstrap

can now be followed through, a process which is simplified by the linear notation. Note

first that if U c
ab is specified by the pair of integers (m, n) in (3.1), then U

c

ab = π−U c
ab is

(m, n) with m = 12−m, n = 18−n. Now to find Sdb(θ + iU
c

ab), say, first dismember the

constituent blocks {x, y} as {x, y}+/{−x,−y}+, where {x, y}+ is defined as in the earlier

sequence of definitions (2.3) – (2.5), but now starting from 〈x〉+ = sinh(θ/2 + iπx/2). Such

blocks preserve their forms under shifts in θ (cf. the discussion in [9] ), and for any B,

{x, y}+(θ+iU
c

ab(B)) ≡ (Tm,n{x, y}+) (θ) = {x+m, y+n}+(θ) , (3.3)

owing to the linear natures of (3.2) and (2.5). The shift operator Tm,n thus defined manages

to hide away all θ- and B- dependence, making for more elegant calculations. With such
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tools to hand, the complete S-matrix emerges as follows:

S11 = {1, 1}{5, 7} × crossing

S12 = {4, 6}
2
× crossing

S13 =
(

{2, 2}{4, 6} × crossing
)

{6, 9}
2

S14 = {3, 4}
2
{5, 8}

2
× crossing

S22 = {1, 2}
2
{5, 8}

2
× crossing

S23 = {3, 5}
2
{5, 7}

2
× crossing

S24 = {2, 4}2{4, 6}2{6, 8}2 × crossing

S33 = {1, 1}{3, 4}
2
{5, 8}

2
{5, 7} × crossing

S34 = {2, 3}
2
{4, 5}

2
{4, 7}

2
{6, 9}

2
× crossing

S44 = {1, 2}
2
{3, 4}

2
(
2
{4, 6}

2
)({5, 8}

2
)2 × crossing (3.4)

All the S-matrix elements are crossing-symmetric: the omitted blocks can be restored using

the general relation
a
{x, y}

b
(iπ−θ) =

a
{h(k)−x, h(k)∨−y}

b
(θ).

The dual form of this S-matrix, describing the situation for which the classi-

cal theory is based on e
(2)
6 , can be found by reading (3.4) backwards: for exam-

ple, S12 =
2
{6, 4} × crossing, now with h(k)=18 and h(k)∨=12. The dual conserved

charges emerge on substituting 2−B for B in the previous expressions: this yields

(sin 3θs, sin(5−B/4)θs, sin(10−B/4)θs, sin 3θs+sin(7−B/4)θs) , with θs =πs/18. The spin

s takes the same values as before, the exponents of e
(2)
6 being equal to those of f

(1)
4 , but

setting B=0 now reveals the classical e
(2)
6 charges, the subset (q

(s)
2 , q

(s)
4 , q

(s)
5 , q

(s)
7 ) from the

e
(1)
7 theory. While e

(1)
7 has extra exponents over e

(2)
6 , at integers equal to 9 modulo 18, the

corresponding conserved charges are identically zero for the particles 2, 4, 5 and 7 which

survive the fold to e
(2)
6 . This can be understood in the spirit of [9] via the alternative

characterisation of twisted Coxeter elements described in [10]: within the E7 root system,

those roots annihilated by projection onto the spin-9 eigenplane of a Coxeter element w –

the w-orbits for particles 2, 4, 5 and 7 – form a root system for E6, within which w acts

as a twisted Coxeter element of E6.

There remains the question of the form of B(β). This can be approached via the

simple poles corresponding to the ‘good’ couplings. So long as attention is restricted

to these poles, the situation is only a little more complicated than in the simply-laced

cases. To leading order in a perturbative treatment based on the renormalised masses, the

predicted residue of the simple pole in the a b scattering amplitude due to a c bound state

is i(Cabc)2/8m2
am2

b sin2 U c
ab. Using (1.4), this becomes

R =
i(λabc)2β2

2h(k)
. (3.5)
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Consistency with (2.9) then demands B(β) = κβ2/2π+ . . . , with

κ =
(λabc)2

C

h(k)∨

h(k)
. (3.6)

To fix the numbers λabc, the normalisation convention for the roots α0, . . . αn must be

decided. That which leads to the rule (2.2) for general g(k) starts by imposing |αL|2 =2 in

all untwisted (k=1) cases, where αL is a longest root. Via α∨
i = 2

α2
i

αi , this fixes |αL|2 =2k

for all but a
(2)
2n ; in this case, requiring that the roots are mapped into themselves under

duality gives the same rule again. This change of normalisations over that used in [5] leads

to the basic relation

λabc =
√

k . (3.7)

Modifications are found in the untwisted non simply-laced theories. Via the eigenvector

property of the masses, their particles are associated with the spots on the non-affine

Dynkin diagram of the corresponding finite algebra. They can thus be called ‘short’ or

‘long’, depending on whether the corresponding (non-affine) root is short or long. The

change to (3.7) occurs when a, b and c are all short, and is [4,5,11]

a, b, c all short: λabc =

{

1√
2 for c

(1)
n , f

(1)
4 ;

2√
3 for g

(1)
2 .

(3.8)

The other couplings continue to obey (3.7). (For b
(1)
n there are no short-short-short cou-

plings at all, and so (3.8) is not needed.) The normalisations leading to (3.7) and (3.8)

only disagree with [8] for the c
(1)
n /d

(2)
n+1 pair, where |αL|2=4 was used for c

(1)
n , and |αL|2=2

for d
(2)
n+1.

Of the four particle types in the f
(1)
4 theory, 1 and 3 are short. Consider first S11(θ). In

the notation of (3.1), this has forward-channel poles at (2, 2), (6, 8) and (8, 12), associated

with particles 3, 2 and 1 respectively. The S-matrix predicts residues given by (2.9) with

C = 1, 2, 1, the 2 for the (6, 8) pole coming via the mechanism (2.10). On the other hand,

(3.8) gives the λ factors for the 113, 112 and 111 couplings to be 1/
√

2, 1, and 1/
√

2

respectively. Thus in all three cases, (3.6) predicts κ = 1
2h(k)∨/h(k) = 9/12 = h∨/h. The

other mechanism by which simple S-matrix residues change, namely the fusing of blocks,

comes into play when S12 is examined. This has forward-channel poles at (5, 8) and (9, 14),

due to particles 3 and 1. Whilst 1 is short, 2 is long and so the λ factors are 1 for both

the 123 and 121 couplings. However, the relevant blocks enter (2.9) with b=2 , so C=2

in (3.6), and κ=9/12 is again confirmed. The rest of (3.4) can be checked in a similar

fashion, and in all cases the combination of (2.9), (2.10) and (3.8) conspires to produce

(λabc)2/C = 1/2, exactly as required in (3.6) to convert h(k)∨/h(k) into h∨/h.
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On the other hand, the dual form of (3.4) can be checked against the classical e
(2)
6

data. This is even more straightforward, at least if attention is again restricted to the

‘good’ three-point couplings: read right-to-left, all the relevant blocks enter (2.9) with

b=1, and never feel the effect (2.10) of neighbouring blocks, so C=1. Furthermore, the λ

factors behave in a uniform way for twisted algebras, being equal in this case to
√

2. Thus

(λabc)2/C = 2 throughout, and equation (3.6) yields κ = 2 × 12/18 = 12/9, in line with

the e
(2)
6 entry of table 1.

4. Conclusions

The analysis of the last section can be repeated for the block forms of all the other

non simply-laced Toda S-matrices, and at every ‘good’ simple pole, the mechanisms listed

above – the fusing of blocks, the influence of neighbouring blocks, and the corrections to the

basic area law – combine to give the linearising B-function as defined earlier the leading

behaviour B[g(k)](β) = h∨

2πhβ2 + . . . . The expression (2.2) is then the natural extension

of this with the desired duality properties. Of course, for all the other cases the full β-

dependence has already given in [8] (for g
(1)
2 /d

(3)
4 , see also [18]), and one can also check

that the manipulations which lead to (2.1) in the a
(2)
2n−1 case also manage to confirm (2.2)

for the others. However, in doing this the already-noted change in root normalisations for

c
(1)
n /d

(2)
n+1 should be taken into account.

The main object of this note, apart from establishing the β-dependence of the f
(1)
4 /e

(2)
6

S-matrix, has been to point out that the non simply-laced S-matrices share rather more

of the universal features of the simply-laced cases than might have been thought. This

reinforces the idea that there may ultimately be some geometrical structure underlying

these theories, as described for the simply-laced cases in [9,10]. It is hoped that the

alternative ways of viewing the S-matrices outlined here will lead to some insight into this

question.
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